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Learning using an artificial immune system John E. Hunt and Denise E. Cooke Centre for Intelligent Systems, Department of Computer Science, University of Wales, Aberystwyth, Penglais, Aberystwyth, Dyfed SY23 3DB, UK In this paper we describe an artificial immune system (AIS) which is based upon models of the natural immune system. This natural system is an example of an evolutionary learning mechanism which possesses a content addressable memory and the ability to ‘forget’ little-used information. It is also an example of an adaptive non-linear network in which control is decentralized and problem processing is efficient and effective. As such, the immune system has the potential to offer novel problem solving methods. The AIS is an example of a system developed around the current understanding of the immune system. It illustrates how an artificial immune system can capture the basic elements of the immune system and exhibit some of its chief characteristics. We illustrate the potential of the AIS on a simple pattern recognition problem. We then apply the AIS to a real-world problem: the recognition of promoters in DNA sequences. The results obtained are consistent with other appproaches, such as neural networks and Quinlan’s ID3 and are better than the nearest neighbour algorithm. The primary advantages of the AIS are that it only requires positive examples, and the patterns it has learnt can be explicitly examined. In addition, because it is selforganizing, it does not require effort to optimize any system parameters.  1996 Academic Press Limited



1. Introduction The artificial immune system (AIS) implements a learning technique inspired by the human immune system which is a remarkable natural defence mechanism that learns about foreign substances. However, the immune system has not attracted the same kind of interest from the computing field as the neural operation of the brain or the evolutionary forces used in learning classifier systems. The immune system is a rich source of theories and as such can act as an inspiration for computer-based solutions. For example, one of its most outstanding features is that it is responsible for the production of millions (at least) of antibodies from a few hundred antibody genes, permitting animals to survive even when infected by new kinds of organisms, or foreign molecules, which are unlike any that their species has encountered before. Other areas of interest relating to the immune system are listed below: • The immune system promotes diversification. That is, it does not attempt to focus on a global optima, instead it evolves antibodies which can handle different antigens (situations). • The immune system is a distributed system with no central controller. That is, the immune system is distributed throughout our bodies via its constituent cells and molecules. 189 1084–8045/96/020189+24 $18.00/0
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190 J. E. Hunt and D. E. Cooke • The immune system is a naturally occurring event–response system which can quickly adapt to changing situations. • The immune system possesses a self organizing memory which is dynamically maintained and which allows items of information to be forgotten. It is thus adaptive to its external environment. • The immune system’s memory is content addressable, thus allowing antigens to be identified by the same antibody. It is thus tolerant to noise in the antigens presented to it. In this paper, we describe an artificial immune system which borrows much of its operation from theories of the natural immune system to provide machine learning capability. In particular the key features of the immune system which are exploited are the genetic mechanisms used to construct the antibodies, the content addressable memory, the matching mechanisms of the immune system and its self organizing properties. We do not aim to precisely model the human immune system, nor are we attempting to provide explanations of how the human immune system operates, rather we are exploiting the features which are useful for machine learning and problem solving. The remainder of the paper is organized in the following manner: Section 2 introduces the natural immune system while Section 3 describes the artificial immune system. Section 4 considers how the AIS can be applied to a simple pattern recognition problem and Section 5 describes its application to recognizing promoters in DNA sequences. Section 6 then considers related work.



2. The immune system The immune system protects our bodies from attack from foreign substances (called antigens) which enter the bloodstream. One way in which the immune system does this is by using antibodies which are proteins produced by B cells, which are a subpopulation of white blood cells. The huge variety of possible antibodies is a result of the way in which their heavy and light chain variable regions are each divided up into several distinct protein segments. Each segment is encoded by a library of genes which are randomly chosen and folded into place to produce a functional antibody gene. The B cells (which originate in the bone marrow) collectively form what is known as the immune network. This network acts to ensure that once useful B cells are generated, they remain in the immune system until they are no longer required. When a B cell encounters an antigen, an immune response is elicited, which causes the antibody to bind the antigen (if they match) so that the antigen can be neutralized. If the antibody matches the antigen sufficiently well, its B cell becomes stimulated and can produce mutated clones which are incorporated into the immune network. Diversity in the immune system is maintained because 5% of the least stimulated B cells die daily and are replaced by an equal number of completely new B cells generated by the bone marrow. These new B cells are only added to the immune network if they possess an affinity to the cells already in it, otherwise they die. The actual operation of the immune system is considered in more detail in the remainder of this section. This level of detail is required as the AIS exploits the genetic



An artificial immune system 191 mechanisms used to construct antibodies, mimics antibody/antigen binding as well as utilizing the immune network theory for its self-organizing capabilities.



2.1 The primary and secondary response of the immune system The immune system possesses two types of response: primary and secondary. The primary response occurs when the immune system encounters the antigen for the first time and reacts against it. For example, it may produce antibodies which combine with the antigen to cause its elimination. The immune system learns about the antigen, thus preparing the body for any further invasion from that antigen. This learning mechanism creates the immune system’s memory. There are two views on how memory is achieved in the immune system. The most widely held view uses the concepts of ‘virgin’ B cells being stimulated by antigen and producing memory cells and effector cells. A theory less accepted by experimental immunologists, but held by some theoretical immunologists, uses the concept of an immune network (initiated by Jerne [1] and reviewed by Perelson [2]). The theory states that the network dynamically maintains the memory using feedback mechanisms within the network. Thus if something has been learnt, it can be forgotten unless it is reinforced by other members of the network. The immune network is the approach that we have chosen to adopt. The secondary response occurs when the same antigen is encountered again. It is characterized by a more rapid and more abundant production of antibody resulting from the priming of the B cells in the primary response. The secondary response can be elicited from an antigen which is similar, although not identical, to the original one which established the memory (this is known as cross-reactivity). Hence, the immune system possesses a content addressable memory.



2.2 Antibodies Antibodies bind to infectious agents or toxins and then either destroy these antigens themselves or attract help from other components of the immune system. They are actually three-dimensional Y shaped molecules which consist of two types of protein chain: light and heavy (light and heavy indicate the relative sizes of the protein chains). Each light chain has a variable region (consisting of segments V and J) and a constant region (called C). Heavy chains are similar in that they also contain a constant region (C), but their variable region is on three segments: V, D and J. The huge variety of possible antibodies is a result of the way in which the heavy and light chain variable regions are each divided up into several distinct protein segments. Each segment is encoded by a library of genes which lie on the same chromosome, but are widely separated. B cells rearrange this DNA so that a gene for each protein segment is randomly chosen and is folded into place. For example, to produce a functional gene for the variable region of a light chain, a gene encoding a V protein segment is joined to a gene encoding a J protein segment (see Fig. 1). After transcription, splicing brings the gene encoding the C protein segment into place. The resulting mRNA is then translated into a light chain which is assembled with a heavy chain to produce an antibody. This combination of random gene selection and folding therefore
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Light and heavy chains combine to form antibodies which are sent to the surface of the B cell



Figure 1. Steps involved in the production of antibodies from the library of genes available.



results in millions of possibilities and thus allows the immune system to possess a wide range of antibody types. 2.3 Antibody/antigen binding Each antibody possesses two paratopes which are specialized portions of the antibody which identify other molecules. The regions on the molecules that the paratopes can attach are called epitopes. Antibodies identify the antigen they can bind by performing a complementary pattern match between the paratopes of the antibody and the epitopes of the antigen (in a fashion much like a lock and key). The strength of the bind depends on how closely the two match. [In fact molecules are 3-D structures with uneven surfaces made of projections and indentations. They therefore have shape (plus factors
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Figure 2. The effects on, and the effects of, the level of B cell stimulation.



such as electrostatic forces, hydrogen bonding, hydrophobic interactions and Van der Waals forces) which determine the matches between antibodies and antigens.] The closer the match between antibody and antigen the stronger the molecular binding and the better the recognition. Antibodies can also bind to other antibodies because they contain epitopes as well as paratopes, i.e. the paratope of one antibody can bind to the epitope of another. In addition, paratopes can act as epitopes. Thus the paratope of one antibody can bind to the paratope of another. 2.4 B Cell stimulation/immune network influence All the antibodies associated with a single B cell will be identical, thus giving the B cell an ‘antigen specificity’. When an antibody on the surface of a B cell binds an antigen, that B cell becomes stimulated. Figure 2 summarizes the effects on, and the effects of, the level of B cell stimulation. The level of stimulation depends not only on how well the B cell’s antibody matches the antigen, but also how it matches other B cells in the immune network. If the stimulation level rises above a given threshold, the B cell becomes enlarged and starts replicating itself many thousands of times, producing clones of itself. To allow the immune system to be adaptive, the clones that grow also turn on a mutation mechanism that generates, at very high frequencies, point mutations in the genes that code specifically for the antibody molecule. This mechanism is called somatic hypermutation [3]. Alternatively, if the stimulation level falls below a given threshold, the B cell does not replicate and in time it will die off. As stated above, the stimulation level of the B cell also depends on its affinity with other B cells in the immune network [2]. This network is formed by B cells recognizing (possessing an affinity to) other B cells in the system. The network is self organizing, since it determines the survival of newly created B cells as well as its own size [4]. The more neighbours a B cell has an affinity with, the more stimulation it will receive from the network, and vice versa. Survival of the new B cells (produced by the bone marrow, or by hypermutation)
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Randomly initialize initial B cell population Load antigen population Until termination condition is met do Randomly select an antigen from the antigen population Randomly select a point in the B cell network to insert the antigen Select a percentage of the B cells local to the insertion point For each B cell selected present the antigen to each B cell and request immune response Order these B cells by stimulation level Remove worst 5% of the B cell population Generate n new B cells (where n equals 25% of the population) Select m B cells to join the immune network (where m equals 5% of the population)



Figure 3. The immune system object algorithm.



depends on their affinity to the antigen and to the other B cells in the network. The new B cells may have an improved match for the antigen and will thus proliferate and survive longer than existing B cells. The immune network reinforces the B cells which are useful and have proliferated. By repeating this process of mutation and selection a number of times, the immune system ‘learns’ to produce better matches for the antigen.



3. The artificial immune system We have developed an artificial immune system (AIS) which is inspired by the human immune system, and thus is composed of a bone marrow object, a network of B cell objects and an antigen population. The AIS has been implemented in CLOS (the common lisp object system) and runs on the Macintosh range of microcomputers. This means that concepts such as B cells, antibodies, antigen and bone marrow etc. are actually instances of classes and that it is these classes which implement their functionality. It also means that the B cell network (discussed below) is implemented as a set of B cell objects and links between these objects. Most of the processing of the AIS is encapsulated within the B cell objects and their antibody objects. 3.1 The bone marrow object The bone marrow object performs the functions of the bone marrow as well as deciding where within the immune network to insert a given antigen, deciding which B cell objects die, and triggering the addition of cells to the immune network. The bone marrow node possess a main algorithm which initiates the immune response by presenting antigen to the B cell objects. The main algorithm for the immune system is illustrated in Fig. 3. At the end of every iteration of the main loop of the algorithm, the immune system node also generates completely new (random) B cell objects which can be considered for inclusion into the immune network. The first step in this algorithm is to randomly initialize the B cell object population.
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Figure 4. Schematic representation of the spreading influence of the antigen in the immune network.



The way in which B cell objects are generated by the immune system node is described in the next section. The antigen population is then generated (in this case it is assumed that it is loaded from files, however there is no reason why antigen could not be generated dynamically). When the antibody and antigen populations are initialized, the main loop of the immune system is executed. This loop first selects an antigen randomly from the antigen population. It then selects a random point in the immune network. A percentage of the B cell objects within this neighbourhood are then selected to process the antigen. At present 75% of the cells immediately surrounding the insertion point are considered, then 50% of the cells around those cells are selected, then 25% of the neighbours of these cells are selected etc. This means that the antigen has an influence which spreads through the network, gradually decreasing in concentration as it goes (see Fig. 4). When the antigen is presented to a B cell, an immune response is triggered (this is discussed in more detail in Section 4.6). It is important to note that presenting an antigen to a B cell object which can bind it, can result not only in a single B cell object analysing the antigen, but also in the creation of many new B cell objects, all of which may in turn analyse the antigen and generate further B cell objects (note that this is one of the two ways in which new B cell objects are created). Each of the new B cell objects generated may be absorbed into the immune network. This is accomplished by first finding the two B cell objects with which the new B cell object has the highest affinity. It is then linked to these two B cell objects and to any other B cell objects associated with them. Over time this enables regions containing similar B cell objects to emerge within the network in a similar manner to the way in which the natural immune network organizes itself. At specific time points, some of the B cell objects in the immune population are highlighted for deletion, by identifying those B cell objects whose stimulation level is within the lowest 5% of the B cell object population. These B cell objects are then deleted from the immune population (and the immune network). Next the bone marrow node, independently of the content of the immune network, generates a new set of B cell objects. Note that this is one of the two ways in which new B cell objects are created.
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Figure 5. Structure of a B cell object (including two gene segment libraries, i.e. TAGC and a wild card X).



Whenever new B cell objects are generated they may be added to the immune network. This addition happens based on their affinity to the cells already in the network. This results in a network within which the number and nature of the B cell object population is continuously changing. This means that the immune system as a whole is able to adapt to a changing environment, without responding too quickly to local noise, even if it had already optimized itself for a different situation. 3.2 B cell objects The B cell object is the most complex concept in the AIS. Each B cell object (see Fig. 5) possesses a pattern matching element which is generated by mimicking the genetic mechanisms by which antibodies are formed in the natural immune system. This enables complex vocabularies and promotes diversity of the pattern matching elements. The genetic mechanisms use a library of genes (the building blocks of the representation) which are used to form a number of intermediate representations (which mirror the process of converting DNA into protein) that eventually result in the final antibody. The B cell object also records the stimulation level of the B cell and maintains links to any B cell object it is connected to within the network. When a new B cell object is created, the way in which it generates an antibody attemps to mirror the gene selection, folding, transcription and translation steps which occur in the B cells in the natural immune system (see Fig. 1). Firstly, the library of genes are made available to the B cell object and gene selection routines are instantiated. The gene selection procedure can be quite complicated depending on the gene representation which is binary in the case of section 4.



An artificial immune system 197 Genes are randomly selected from the library of genes and are rearranged to form the nuclear RNA. At this point we may further process the nuclear RNA, however, in the case of the current applications, it is not clear what might usefully be done. We therefore move onto the translation step which generates the actual antibody. The paratope of the antibody is created from the mRNA. Depending on the application this can be done in a very simple manner. We realize that this does not accurately reflect actual mRNA translation which involves using the nucleotide triplet code to identify the correct amino acids to incorporate into protein. Another approach would be to generate the antibody string randomly. Such an approach would certainly be simpler, but our method has a number of advantages. For example, the library of genes can impose some structure on the antibody by indicating the type (i.e. numeric, symbolic, etc.) and the range (i.e. 1–10 or Monday, Tuesday, . . . Friday) that a particular part of the antibody can take. In addition, the steps performed by this process introduces diversity in the same way as the steps which occur in the naturally occurring immune system. This level of diversity would be difficult to achieve with a simple random number generator.



3.3 Antibodies In the AIS the antibody possesses a paratope which represents the pattern it will use to match the antigen and the matching and binding processes. When an antibody is presented with an antigen an immune response is elicited. This involves calculating how closely the antibody matches the antigen which results in a match score. If this match score is above a certain threshold the antibody will bind the antigen. Once the binding strength has been calculated, the B cell object can determine how stimulated it is. Each of these steps is considered in more detail below.



3.4 Antigen The antigen model used in our artificial immune system is very simple; each potential antigen is represented by an antigen object. This object possesses a single epitope (the part to be matched with an antibody). At present, the antigens are defined in external ASCII files and are loaded into the Artificial Immune System by the antigen population object. This object reads a series of lists from files and instantiates those lists as antigen objects (the antigens could be images, sensor data, etc.). The antigen population object also selects which antigen should next be presented to the AIS.



3.5 B cell object stimulation In the natural immune system, the level to which a B cell is stimulated relates partly to how well its antibody binds to the antigen and partly to the immune network. We take into account both the strength of the match between the antibody and the antigen and the B cell object’s affinity to the other B cells as well as its enmity. The equation for calculating the stimulation level can be summarized as:
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stimulation=c R m(a,xej)−k1 R m(a,xpj)+k2 R m(a,y) −k3



In which there are N antibodies and n antigens. The constant c is a rate that depends on the number of comparisons per unit time and the rate of antibody stimulated by a comparison. The a represents the current B cell object, xej represents the jth B cell object’s epitope, xpj represents the jth B cell object’s paratope and y represents the current antigen. [Note that this equation is based on that presented in Farmer et al. [5] for a mathematical model of the immune system.] Thus: • •
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R m(a,xej) represents the antibodies affinity to its neighbours,



j=1 N



R m(a,xpj) represents its enmity for its neighbours. The constant k1 represents a
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possible inequality between stimulation and suppression, •
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R m(a,y) represents how well the antibody binds the antigen. The multiplier k2 is



j=1



intended to ensure that an antibody which is an extremely good match for an antigen, but which is not supported by the immune network, does not die off. That is, the result of matching an antigen has a multiplication factor which ensures that it has a greater immediate influence than the network. • The final term models the tendency of cells to die in the absence of any interactions, at a rate determined by k3.



3.6 Somatic hypermutation The AIS implements somatic hypermutation by following the approach used by Farmer et al. [5]. It therefore possesses three types of mutation: multi-point mutation, substring regeneration and simple substitution. The actual form of mutation applied is chosen randomly. In multi-point mutation each element in the antibody is processed in turn. If a randomly generated number is above the mutation threshold, then the element is mutated. In substring regeneration, two points are selected at random in the antibody’s paratope. Then all the elements between these two points are replaced by randomly generated elements, resulting in a partial regeneration of the antibody. The simple substitution operator uses the roulette wheel [6] algorithm to select another B cell object from which elements will be substituted into the current B cell object. The operator does this by replacing some of the elements of the original antibody’s paratope by some of the elements from the selected B cell object’s antibody. Note that the proportion of elements which change is less than the proportion of elements which remain the same. This is because this operator is only intended to promote diversity in the population and is not intended as a sexual reproductive crossover operator.



An artificial immune system 199 Whatever mutation operator is applied, the new ‘mutated’ B cell objects are added to the immune network if they can bind the antigen present, or if an affinity can be found for them somewhere within the network. 3.7 Applying the AIS to a problem The AIS has been fully implemented and when applied to a particular problem comprises a bone marrow object, a network of B cells, a teaching data set and a test data set. During the learning phase, input data is inserted into the B cell network. This results in an immunization (learning) process. The resulting size of the network and the links within the network are dynamically generated by the interaction of the cells. Following the immunization phase, the cells recognise test data which has features in common with the teaching set. This can indicate that the new data is similar to a particular class, or contains a pattern similar to that present in some of the teaching set. To apply the AIS to a particular problem, it is first taught with a sample teaching set in a one shot or an incremental manner (depending on the problem). The information learnt can then be exploited in a number of ways. For example, the cells can be examined to see what common features have been learnt. This process can explicate information which is implicit in the data. Alternatively, if cells can recognize previously unseen data, then appropriate inferences can be made about the new data (e.g. the new data can be classified as being of a certain type). In the next two sections we consider how the AIS can be applied to a pattern recognition problem and to the recognition of promoters in DNA sequences.



4. Simple pattern recognition problem This section describes how the AIS was applied to a simple pattern recognition problem. It also discusses the results obtained from the AIS for this problem. 4.1 B cell objects The paratope of the antibody was created from the mRNA list in a simple manner. For example, the AIS simply copied the mRNA bit string in a complementary manner, e.g. a 1→0 and a 0→1. 4.2 Antibodies Like Forrest et al. [7] we chose to use a binary string representation for the pattern recognition problem. This is of course a gross simplification of the natural immune system. However, this representation is simple enough that issues of domain representation etc. do not complicate the research, but rich enough to allow the formulation of a range of pattern recognition problems. The antibody (and antigen) representation was therefore a list of 1s and 0s. 4.3 Antigens Two different antigen populations were used to first immunize and then to test the AIS. Both antigen populations possessed antigens which were binary lists of 20 elements
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Figure 6. Initial antigen population.



Figure 7. An example ‘bit shifted’ match.



length. The antigen population used to immunize the AIS contained three different types of patterns; each of which formed 33% of the population (see Fig. 6). The antigen population used to test the AIS contained some of the original antigens and some which were ‘mutations’ of the originals. This introduced noise into the data, and thus tested the noise tolerant abilities of the system. 4.4 Antigen/antibody binding To determine how well the antibody of a B cell object matched the antigen presented to it, we follow the approach used by Farmer et al. [5] and allowed a match to start at any point on the antigen. However, we made this match circular so that if the pattern described by the antibody starts halfway along the antigen, then the antibody is shifted half way along its length, thus allowing a complete match to be registered (see Fig. 7, 8 and Fig. 9 for a binary representation example). [For example, this would allow some feature of an image to be present in another image at another location.] We chose this match algorithm because it is weighted in favour of continuous match regions. The match algorithm counts each bit which matches (in a complementary fashion) between the antigen and the antibody. If a continuous region of 4 bits matches, then such a region will have a value of 2 to the power of 4 (i.e. 24). The matching algorithm is illustrated in Fig. 8. [Abbreviations for the terms antibody and antigen are Ab and Ag, respectively.]
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Figure 8. The match algorithm.



Figure 9. Calculating a match value.



Figure 9 illustrates the result of an antibody being ‘matched’ with an antigen. As can be seen from the figure, the number of bits which match is 12. However, this number must be added to the value of each of the match regions (e.g. the 6 bits which match at the front of the pattern). This means that the final match score for this example is 88. The binding value, derived from the match score, represents how well two molecules bind. For an antibody to bind an antigen, the binding must be stable, that is the match score must exceed a certain threshold before the binding takes place. We have set this threshold to be half the size of the antibody. This approach is a variation on the matching algorithm used by Hightower et al. [8]. As the authors state, this is just one of very many plausible physiological matches. 4.5 Hypermutation The hypermutation operators used for this application were slightly modified versions of those presented in the previous section. In multi-point mutation each bit selected for mutation was flipped (rather than being randomly generated). In substring regeneration, all the elements between the two selected points were flipped, resulting in a partial inversion of the antibody (rather than a partial regeneration).
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Figure 10. The test antigens for the AIS.



4.6 Running the system To test the AIS, it was immunized with 99 binary antigens (in the immunization population). It was then ‘tested’ by being presented with sample antigens from the test population. The testing process is performed with the learning (immunization) portion of the system turned off. The system is thus only capable of determining whether it can bind the antigens or not, which is similar to the secondary immune response. The immunization process was run for 50 iterations with an antibody population of 10 which increased to 28. Next the secondary response was tested, by presenting the antigens illustrated in Fig. 10 to the AIS. Tests 1, 4 and 7 were identical to the original antigens used to elicit the primary response (marked with ∗s). The AIS should be able to recognize them without any difficulty. Tests 2 and 3 were based on test 1 but with noise introduced, while tests 5 and 6 were based on test 4 also with noise. As the natural immune system can handle antigens which are similar, but not identical to those it has seen before, the AIS should also be able to recognize tests 2, 3, 5 and 6. 4.7 Discussion of pattern recognition results A review of the antibodies which developed during the learning process showed that the antibodies encapsulated elements of all three scenarios. Not surprisingly, the antibodies which matched the third pattern type dominated the antibody population. This is because they could also generate a reasonable match for the other two patterns (although their binding value was lower than those learned explicitly for the other patterns). Each of the antigens in Fig. 10 were presented to the entire B cell object population in turn. To obtain some indication of the success of the AIS, the total number of B cell objects whose antibodies matched the antigen above the match threshold was recorded along with the average binding value of these B cell objects and the best and worst binding values. The results for the test antigens are presented in Table 1. As can be seen from the table, the AIS not only successfully recognized the original antigen (i.e. tests 1, 4 and 7) it also recognized the ‘mutated’ antigens. Unsurprisingly, the original three antigen generate consistently high average and the best binding values. However, the best binding value for test 2 is very close and the average value is actually the highest. In addition, the best values for tests 3 and 6 are quite high. The AIS therefore exhibits a similar level of behaviour to the natural immune system. We believe that this justifies the implementation of the AIS and indicates the potential of such a
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No. of B cells
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20 20 20 20 20 20 20



50 47 67 50 38 72 50



2678 2736 314 2678 110 586 2678



16397 16393 2055 16397 263 4109 16397



system. We have tested this potential on a real world application. In the next section, we describe how the AIS was modified for this application and the results obtained.



5. Recognizing promoters in DNA sequences Promoters control the expression of genes, i.e. when the genes are to be made into protein, and how much is to be produced. The various genome mapping projects are sequencing the entire genome of a number of species to identify promoters and the genes they control. It is difficult to recognize the important regions of the DNA sequences for a number of reasons. • Non-coding regions. Only approximately 5% of the human genome contains gene sequences. • Control sequences. Recognizing elements which control the expression of genes is difficult because they can be sequentially remote from the coding region. The largest documented distance is 60,000 nucleotides in the eucaryotic human genome. • Introns. These are non-coding regions in eucaryotic DNA which are spliced out of the transcribed DNA before being translated into protein. Recognition of coding regions and non-coding regions of DNA is an important problem. • Redundancy. There is considerable variability in the use of alternative redundant codes among different species. Redundancy refers to the fact that of the 20 amino acids, most are encoded by more than one nucleotide triplet. The most commonly found triplet for a particular amino acid tends to be species specific. This makes it more difficult to compare DNA sequences derived from different species. • Complexity. A stretch of eucaryotic DNA can code for several genes, possibly using overlapping reading frames, going in opposite directions, and interrupted by different introns (which can cause shifts of reading frames within a single protein). We used the AIS to learn to recognize procaryotic promoters in DNA sequences. We limited our initial analysis to procaryotic DNA sequences because procaryotic promoters are better defined than eucaryotic. The AIS created antibodies to sequences which contained promoters. The antibodies were then used to determine whether new sequences were promoter containing or promoter negative. In order to apply the AIS to this real world problem it was necessary to modify the representatation, the immune system object algorithm, matching algorithms and mutation rates because we were dealing with nucleotides A, T, G, and C, instead of a
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Figure 11. Immune system object algorithm for promoter recognition.



binary code. The modifications made to the original AIS for this application are discussed in the remainder of this section. 5.1 B cell object The antibody was created by copying the mRNA in the following complementary manner, i.e. T→A, A→T, G→C and C→G, which corresponds to the complementary binding of these bases in DNA. 5.2 Antibodies The antibody representation for this application used A, T, G, C, and a wild card X. This wild card matched all of the nucleotides and was found to be necessary for the AIS to learn significant regions in the DNA sequences. 5.3 The bone marrow object For this application the bone marrow object algorithm was modified. The main difference between the modified algorithm (illustrated in Fig. 11) and that presented in Section 3.1 was that if the B cell objects did not bind the antigen, the system would explicitly generate a new B cell object which would bind it. This was done by creating an antibody using the antigen as a template, which was then inserted into the immune network next to B cell objects to which it had the most affinity. Although this newly created B cell object was specific to the antigen just processed, daughter B cell objects would include mutations which might allow it to bind not only the antigen which was used to generate the B cell object, but similar antigens. As these operations were repeatedly performed, those B cell objects which could bind a range of antigens continued to be highly stimulated. In contrast, the ‘specialist’ B



An artificial immune system 205



Figure 12. Examples of promoter containing (+) and promoter negative (−) sequences.



cell objects’ stimulation level fall as they fail to bind antigen. In time, the specialist B cell objects die off leaving only the more general B cell objects. Indeed, during our numerous tests we found that it was highly unlikely (1% chance) that one of the original B cell objects (or one of the B cell objects created to deal with non bound antigen) would survive to the end of the immunization process. Instead they were replaced by more general antibodies. When the total number of iterations was complete the generated antibodies were saved into an ASCII file. This was used by a modified version of the AIS, known as a ‘run time’ environment, from which all the learning elements have been removed, leaving only the pattern matching elements. It compared the antigen to each of the antibodies in order to classify the antigen as containing a promoter or not. 5.4 Antigens To immunize the AIS, we used the DNA sequences described by Towell et al. 1990 [7]. This data set is referred to as the Towell data set. These sequences were 57 nucleotides in length. Some contained promoters of known Escherichia coli (procaryotic) genes, while others were promoter-negative. The promoter containing sequences were aligned so that the transcription initiation site was 7 nucleotides from the right of the sequence, i.e. the sequence extends from 50 nucleotides upstream of the protein coding region to 7 nucleotides into the protein coding region (referred to as −50 to +7). Some examples are shown below in Fig. 12. The antigen population was made up of 52 of the 53 positive examples (for ‘leave one out’ testing). Thus each antigen was composed of A, G, C and T (note no wild cards were present in the antigens). 5.5 Antigen/antibody binding Figure 13 illustrates the result of an antibody being ‘matched’ with an antigen. As can be seen from this figure, we match the antigen and antibody using knowledge of the complementary relationship between nucleotides. We originally experimented with an antibody representation which contained only an A, T, G and C. However, we found that it was necessary to introduce a ‘wild card’ into this representation so that useful regions, which were separated by a number of
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Figure 13. Calculating a match value for promoter recognition.



intervening nucleotides, could be identified. For example, we might want to identify a common antibody for the following antigens: TATAATGCCGTATA TATAATCGGCTATA TATAATGATCTATA With the wild card we could generate a B cell object with TATAATXXXXTATA as its antigen. Without it, we could never generate a B cell object which could bind all three. This is important as we are relying on identifying common features amongst the antigens to enable us to determine whether new DNA sequences are promoter positive or not. The introduction of the wild card also meant that we had to modify the algorithm so that a wild card would match any nucleotide and still be counted in determining the value of the match. However, it was important that we did not just generate a set of B cell objects whose antibodies were all wild cards (these antibodies would bind to anything). We therefore gave a ‘wild card match’ a lower value than a ‘full match’, which appeared to work well. We also introduced the concept of a self adapting match threshold. This threshold was initially set at 25 and was increased in proportion to the average match score achieved by the B cell objects. 5.6 Hypermutation In general, for this application a value of A, T, G, C or X is randomly generated to replace the original element. For example, in substring regeneration the elements between the two points are replaced by one of the values A, T, G, C or X. The actual value is chosen randomly. Within most of the appplications which we have applied the AIS to we have used a very high mutation rate. This was because it was found to be a useful mechanism for introducing diversity into the system [9,10]. However, in this application, it was found that this high level of mutation could actually destroy useful DNA sequences. We therefore used a lower mutation rate (which still resulted in significant levels of mutation) and found this far more effective. 5.7 Running the system We used only the positive examples from the Towell data set to immunise the AIS. For all tests we used a ‘leave one out’ method. That is, we presented the AIS with 52 of
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Error rate 5·3% 9·2% 19% 12·3%



Method Hybrid KB and NN Standard Back propagation with hidden layer Quinlan’s Decision Tree Builder Nearest neighbour algorithm (k=3)



the 53 sequences so that we could test the AIS not only on the 53 negative examples that it had never seen but also on a positive example it had never seen. Note that each of the positive examples was left out in turn so that we could obtain reliable results. We set the initial B cell object population size to be 20 and ran the main loop of the AIS for 52 iterations. This meant each positive example had the chance of being presented to the AIS twice. However, as we selected antigens at random, there was no guarantee that a particular sequence would ever be presented to the AIS during this loop. When the total number of iterations was completed the generated antibodies were compared to each of the sequences (positive and negative) in the Towell data set. In this case, all the antibodies available in the system were given the chance to ‘bind’ the input sequences. If one or more of the antibodies could ‘bind’ the sequence then that sequence was deemed to be a promoter containing sequence. If no antibodies could bind the sequence then it was considered to be a promoter negative sequence. As the AIS is stochastic in nature, the different runs performed with the system resulted in different results. We thus obtained a range of error margins between 8 and 12%. On average, the AIS generated a set of antibodies which could correctly classify 90% of the sequences presented to it. By analysing the errors in classification it was found that about 3% of the errors resulted in positive examples being classified as negative examples. 5.8 Discussion of promoter recognition results The results which we obtained remained relatively constant even when the number of antibodies or the number of iterations (and hence number of antigens presented to the AIS) was varied. We suspect that this shows that it is only possible to obtain a 90% correct classification of DNA sequences using the information (patterns) available within the DNA sequences. This implies that any ‘content’ oriented approach will fail to obtain results better than 90%. This appears to be supported by the work of Towell et al. (1990) [7] whose system employs additional knowledge to aid its classification, which improves its performance beyond that obtained with other approaches (shown in Table 2). All the systems presented in this table have all been tested on the same data set as the AIS and the errors associated with the content oriented approaches are consistent with that obtained with the AIS. One contrasting element between the systems presented in Table 2 and the AIS is that the AIS is only taught using the positive examples. That is, it does not need a series of negative examples in order to be able to correctly classify 90% of the sequences. We believe that this is a strength of the system as it is not necessary to ‘invent’ negative



208 J. E. Hunt and D. E. Cooke examples for teaching. (This of course does not mean that the AIS could not benefit from including a negative teaching approach. However, it would not be consistent with the immune system metaphor we are using.) It is also worth noting that this learning process is carried out incrementally, without the intervention of an external critic or supervisor. It is thus an example of unsupervised learning. To test how reliable the performance of the system was using purely positive examples, we tested the system using only 25 of the 53 positive examples. We found that although the performance of the system did degrade we still managed to correctly classify about 86% of the sequences. This is partially due to the way in which the AIS is inherently noise tolerant through the emergence of generalist antibodies. A notable feature of the antibodies generated by the AIS is that it is possible to examine the patterns it has learnt. This means that it is easy to establish what the AIS has determined is significant in the DNA sequences it has seen. This is a distinct advantage over approaches such as neural networks and nearest neighbour algorithms. See Cooke and Hunt (1995) [9] for a more detailed discussion of this application.



6. Related work This section considers other work carried out which exploits the immune system within a computer system. It also contrasts the AIS approach with other machine learning approaches.



6.1 Immune system motivated research Gilbert and Routen [11] attempted to create a content-addressable auto-associative memory, based on the immune network theory, specifically for image recognition. However, as they state, they failed to obtain a stable model which could remember patterns. This is in stark contrast to our approach in which we have successfully achieved memory in our AIS. This is due to the different manner in which we have used the network to support cells which recognise input data. Their system views the immune system as essentially a connectionist device in which localized nodes (B cells) interact to learn new concepts or to recognise past situations. This differs greatly from our approach as is highlighted by Gilbert and Routen themselves when they state that they ‘are not interested in representing cells and antibodies . . . but only representing those aspects relevant from the point of view of their interactions . . . only their combining regions’. In contrast, in this paper, we are not only interested in representing cells and antibodies but also the genetic mechanisms by which the antibodies are formed. Forrest et al. (1993) [7] use a genetic algorithm (GA) to model the evolution and operation of the immune system. This is the opposite of the approach we have taken in this paper, that is, they are using a GA to model (and aid the study of) the immune system whereas we are explicitly modelling the immune system within a computer program. Another way in which our AIS differs from the work of Forrest et al. (1993) [7] is that we take into account the gene selection and folding, transcription and translation steps in antibody generation. This means that we promote the diversity of the population by acknowledging the genetic aspects of antibody generation without introducing the



An artificial immune system 209 Table 3. Comparison of machine learning approaches Machine Learning System AIS ANN LCS Machine Induction CBR



Self UnOrganising supervised Ε



Ε Ε



Ε



Negative One Shot (O) Symbolic training or Incremental examples (I) Ε



Ε



Ε Ε



O/I O/I I O



Ε Ε



Ε



O



Ε



Noise XOR tolerant problem Ε Ε Ε



Ε Ε



Ε



addition of a separate representation scheme. In contrast, Forrest et al. (1993) [7] bypass the genetics, making antibodies directly by generating random strings and apply ‘standard’ mutation and crossover operators. Other researchers who have developed computer models based on the immune system to aid the study of the operation of this system from a biological point of view include [12–14]. Bersini and Varela [15–17] have identified the opportunities their models offered for solving engineering problems. Superficially, the work of Bersini and Varela appears very similar to our own. However, they have developed an approach which can be used for optimization of functions or controllers (e.g. they have applied their work to solving a range of test functions, the travelling salesman problem, and optimizing a control function for the cart-pole balancing problem). In contrast, our approach learns about the data being presented to it in order to solve machine learning problems (e.g. classification, information extraction). This means that although the two approaches are both inspired by the same immune system, the philosophy, architecture and abilities of the two approaches are vastly different. 6.2 AIS as a learning system It is interesting to note that Hoffmann [18] has compared the immune system, immune network and immune response to neural networks, while Farmer et al. [5] and Bersini and Varela [15] have compared them with learning classifier systems. The AIS can therefore be placed within the context of other machine learning approaches, Table 3 illustrates a comparison of attributes. This table can be summarized by stating that the AIS offers noise tolerant, unsupervised learning within a system which is self-organizing, does not require negative examples and explicitly represents what it has learnt. Such a system combines the advantages of learning classifier systems with some of the advantages of neural networks, machine induction and case-based retrieval. Such a system can be seen as having similarities with both neural networks and learning classifier systems. However, it differs from both of these in a number of significant aspects. These differences have the potential to make it applicable in situations where neural networks or learning classifier systems are not appropriate. For example: • It is possible to over-teach a neural network such that it does not generalise and can only deal with specific examples. In contrast, the AIS inherently generalizes. • Learning classifier systems find it difficult to deal with problems which lack separation



210 J. E. Hunt and D. E. Cooke between global solutions or have many locally optimal rules, which is not the case for the AIS. • Whereas neural networks can be very time consuming and tedious to tune for a particular application, the AIS is self-organizing. • If a neural network learns to perform a particular task, it is difficult to explain what it is doing and difficult to tell how reliable it will be in unseen circumstances. In contrast the information that the AIS has learnt is explicitly represented and can be examined in the same way as any heuristic rule based system.



7. Future work We intend to explore the introduction of more diversity into the AIS by including point mutations in the gene libraries, and junctional diversity arising from the gene selection and folding stages of antibody generation. We were only concerned with the pattern recognitions behaviour of the AIS. We therefore did not consider how the AIS could deal with (neutralize) an antigen. This is important to address if the AIS is to be used in an event-response scenario. The AIS could be quite simply extended to include an action element within an antibody. This would require an extension to the current antibody representation in which some sort of action list was included along with the paratope. A version of the AIS, with just such a modification, has been applied to the game of naughts and crosses (also known as tic-tac-toe) [10]. We also aim to explore further the theory of the immune network. At present, we have only touched upon this in the AIS. There are other characteristics which could be exploited and other behaviours which could be implemented. We intend to consider each of these and to experiment with those which appear most useful. It is probable that different applications will require different variants of the AIS and we shall consider what factors influence the choice of these variants. A potential problem with the AIS is that although the matching algorithm is biologically feasible, it may not be applicable in a wide range of applications [19]. This is because it places a large emphasis on the length of matched regions. While this algorithm has proved useful in the range of applications we have considered so far (i.e. pattern recognition, molecular biology such as promoter sequence recognition, and games such as tic-tac-toe) there are many other applications in which such an emphasis is not appropriate (for example, in diagnostic applications). Instead, it seems likely that in such an application it would be desirable to eliminate the region weighting altogether. It might also be possible to weight individual parts of the antibody based on their importance (in a similar manner to k-nearest neighbour matching in case based reasoning systems [20]). Another area of current work is in the development of a variable based symbolic representation for antibodies. Such a representation could make use of conjunctions, disjunctions and conditional statements. For example, an antibody might be represented by: [a=3, b>9, c=true, if x=true then y=3 else y=0].



An artificial immune system 211 This might be matched with an antigen: [a=3, b=8, c=false, x=true, y=0]. Where a and x match but b, c and y do not (note the if-then-else construct is used to determine what to match and not as part of the match). This would allow consideration of a wider variety of applications including diagnosis and prediction of symbolic, variable based information.



8. Conclusions This paper has shown that an artificial immune system (AIS) can be constructed which exhibits a similar set of capabilities to that of the natural immune system. As such, the AIS represents a powerful example of learning within an adaptive, non-linear network, containing an explicit, content addressable memory, implemented in a relatively simple computer program. We believe that such a system has a great deal of potential in a wide range of applications areas (e.g. classification, prediction, simple diagnosis, and data mining tasks, etc.), as we have shown in our application to promoter recognition in DNA sequences. We also believe that the ideas encompassed by the immune system can provide a wealth of problem solving methods which have yet to be fully realized.
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