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LECTURE 12: DISTRIBUTIONAL APPROXIMATIONS • MCMC is expensive, specially for hierarchical models, so a number of approximations have been developed • Expectation-Maximization • Variational Inference



Expectation-Maximization (EM) algorithm • We have data X, parameters q and latent variables Z (which often are of the same size as X). In hierarchical models we know how to write conditionals p(X|Z,q) and p(Z|q) but it is hard to integrate out Z to write directly p(X|q), and thus posterior p(q|X) (we will assume flat prior), ie it is hard to compute p(X|q)= ⎰ p(X,Z|q)dZ= ⎰p(X|Z,q)p(Z|q)dZ • Jensen inequality for convex Y: 



• Opposite for concave (log) Dempster etal 1977



Jensen inequality applied to log P • For any q(Z) we have



•



slides: R. Giordano



Jensen equality • This can be equality if q(Z)=p(Z|X,q0), but only at q=q0



• Suppose we want to determine MLE/MAP of p(X|q) or p(q|X) over q: this suggests a strategy is to maximize over q given previous solution



EM algorithm



Generalized EM: if M is unsolvable then instead of maximization over q make any move in the direction of increasing the value (similar to NL optimizations)



Guaranteed to work



Often rapid convergence if good starting point Note however that it solves an optimization problem: finds the nearest local maximume



Why is it useful? • Two reasons: performs marginalization over latent parameters and avoids evaluating the normalizations



• However, it only gives MLE/MAP • Extension called supplemented EM evaluates curvature matrix at MLE/MAP (see Gelman etal)



Cluster classification: K-means



• Before looking at EM let’s look at a nonprobabilistic approach called K-means clustering • We have N observations xn and each xn is in D-dimensions • We want to partition it into K clusters • Let’s assume they are given simply by K means µk representing cluster centers≠≠≠ • We can define loss or objective function J=SnSkrnk(xn-µn)2 where rnk=1 for one k and rnj=0 for j≠k, so that each data point is assigned to a single cluster k. • Optimizing J for rnk gives us rnk =1 for whichever k minimizes the distance (xn- µk)2, set rnj=0 for j≠k. This is the expectation part in EM language. • Optimizing J for µk at fixed rnk we take a derivative of J wrt µk which gives µk=Snrnkxn/(Snrnk). This is M part. Repeat. 



Example (Bishop Ch. 9) Random starting µk (crosses). Magenta line is the cluster divider



Gaussian mixtures with latent variables • We have seen GM before: • Now we also introduce a latent variable znk playing the role of rnk, i.e. for each n one is 1 and the other K-1 are 0. The marginal distribution is p(zk=1)=pk, where Skpk=1 and 0≤pk≤1. Conditional of x given zk=1 is a gaussian



More variables make it easier • We have defined latent variables z we want to marginalize over. Advantage is that we can work with p(x,z) rather than p(x). Lesson: adding many parameters sometimes makes the problem easier. • We also need responsibility g(zk)=p(zk=1|x), using Bayes • Here pk is prior for p(zk=1), g(zk) is posterior given x



Mixture models



• We want to solve 



• This could have been solved with optimization. • Instead we solve it with latent variables z • Graphical model



Beware of pittfalls of GM models • Collapse onto a point: 2nd gaussian can simply decide to fit a single point with infinitely small error



• Indentifiability: there are K! equivalent solutions since we can swap their identities. No big deal, EM will give us one of them. 



EM solution • Take derivative wrt µk



• Derivative wrt Sk • Derivative wrt pk subject to Lagrange multiplier due to Skpk=1 constraint • Gives . So l=-N and 



Summarizing EM for gaussian mixtures Iterative, needs more iterations than K-means Note that K-means is EM in the limit of variance S constant and going to 0



Example (same as before)



Variational Inference/Bayes • We want to approximate the posterior P(q|X) using simple distributions q(q) that are analytically tractable • We do this by minimizing KL divergence



Why is this useful? We do not know the normalizing integral constant of P(q|X) but we know it for q(q)



We limit q(q) to tractable distributions 



• Entropies are hard to compute except for tractable distributions • We find q*(q) that minimizes KL distance in this space • Mean field approach: • e



Bivariate gaussian example • MFVB does a good job at finding the mean • MFVB does not describe correlations and tends to underestimate the variance



VB and EM • EM can be viewed as a special case of VB where q(q,Z)=d(q-q0)q(Z) • E step: update q(Z) keeping q0 fixed • M step: update q0 at fixed Z



Why use (or not) VB? • • • •



Very fast compared to MCMC Typically gives good means Mean field often fails on variance Recent developments (ADVI, LRVB) improve on MFVB variance, but still no full posteriors 



Example: MAP/Laplace vs MFVB • On a multivariate gaussian MAP+Laplace beats MFVB



Example: bad banana



Both MAP and MFVB get mean wrong 



• MFVB is better than MAP on the mean



Covariances for MAP can also be also wrong, but so are for MFVB and LRVB 



Neyman-Scott ”paradox”



Means are easy enough



How about variance q? 



This is biased by a factor of 2!



• We failed to account for uncertainty in mean zn: we only measure it from 2 data points • We need to marginalize over zn



MAP/MLE vs Bayes • We see that MAP/MLE is strongly biased here • Full Bayesian analysis (e.g. MCMC) gives posterior of q marginalized over zn and automatically takes care of the problem (Bayesian analysis gives correct answer without “thinking”) • EM also solves this problem correctly: it gives point estimator of q averaging over Z. So frequentist analyses that perform marginals over latent variables will be correct • VB solves it too, and converges to the correct answer • Lesson: sometimes we need to account for uncertainty in latent variables by marginalizing over them, even if we just want point estimators



Summary • MCMC is great, but slow • EM is a point estimator (like MAP/MLE) which marginalizes over latent variables • Its Bayesian generalization is VB • Both of these are able to perform marginalization and solve Neyman-Scott paradox, while MLE/MAP fails • VB is not perfect and can provide wrong means or variances, and is never used for full posteriors



Literature • MacKay Ch. 33 • Gelman etal Ch. 13



























[image: Lecture 1 - GitHub]
Lecture 1 - GitHub












[image: Transcriptomics Lecture - GitHub]
Transcriptomics Lecture - GitHub












[image: Lecture -12]
Lecture -12












[image: lecture 15: fourier methods - GitHub]
lecture 15: fourier methods - GitHub












[image: lecture 4: linear algebra - GitHub]
lecture 4: linear algebra - GitHub












[image: lecture 16: ordinary differential equations - GitHub]
lecture 16: ordinary differential equations - GitHub












[image: Old Dominion University Lecture 2 - GitHub]
Old Dominion University Lecture 2 - GitHub












[image: Homework 12 - Magnetism - GitHub]
Homework 12 - Magnetism - GitHub












[image: lecture 5: matrix diagonalization, singular value ... - GitHub]
lecture 5: matrix diagonalization, singular value ... - GitHub












[image: C2M - Team 101 lecture handout.pdf - GitHub]
C2M - Team 101 lecture handout.pdf - GitHub












[image: LECTURE 8: OPTIMIZATION in HIGHER DIMENSIONS - GitHub]
LECTURE 8: OPTIMIZATION in HIGHER DIMENSIONS - GitHub












[image: lecture 2: intro to statistics - GitHub]
lecture 2: intro to statistics - GitHub












[image: lecture 10: advanced bayesian concepts - GitHub]
lecture 10: advanced bayesian concepts - GitHub












[image: EE 396: Lecture 12]
EE 396: Lecture 12












[image: AIFFD Chapter 12 - Bioenergetics - GitHub]
AIFFD Chapter 12 - Bioenergetics - GitHub












[image: Queens Community District 12 - GitHub]
Queens Community District 12 - GitHub












[image: Bronx Community District 12 - GitHub]
Bronx Community District 12 - GitHub












[image: Brooklyn Community District 12 - GitHub]
Brooklyn Community District 12 - GitHub












[image: Manhattan Community District 12 - GitHub]
Manhattan Community District 12 - GitHub












[image: Distributional treatment effects]
Distributional treatment effects












[image: lecture 6: information theory, entropy, experiment design - GitHub]
lecture 6: information theory, entropy, experiment design - GitHub












[image: lecture 13: from interpolations to regressions to gaussian ... - GitHub]
lecture 13: from interpolations to regressions to gaussian ... - GitHub












[image: Lecture 11 â€” November 22, 2016 Volkswagen Emissions ... - GitHub]
Lecture 11 â€” November 22, 2016 Volkswagen Emissions ... - GitHub















lecture 12: distributional approximations - GitHub






We have data X, parameters Î¸ and latent variables Z (which often are of the ... Suppose we want to determine MLE/MAP of p(X|Î¸) or p(Î¸|X) over q: .... We limit q(Î¸) to tractable distributions. â€¢ Entropies are hard to compute except for tractable distributions. â€¢ We find q*(Î¸) that minimizes KL distance in this space. â€¢ Mean field ... 






 Download PDF 



















 8MB Sizes
 1 Downloads
 309 Views








 Report























Recommend Documents







[image: alt]





Lecture 1 - GitHub 

Jan 9, 2018 - We will put special emphasis on learning to use certain tools common to companies which actually do data ... Class time will consist of a combination of lecture, discussion, questions and answers, and problem solving, .... After this da














[image: alt]





Transcriptomics Lecture - GitHub 

Jan 17, 2018 - Transcriptomics Lecture Overview. â€¢ Overview of RNA-Seq. â€¢ Transcript reconstrucå›‰n methods. â€¢ Trinity de novo assembly. â€¢ Transcriptome quality assessment. (coffee break). â€¢ Expression quanæ‡¿aå›‰n. â€¢ Differené¶¯l express














[image: alt]





Lecture -12 

Dr. Qaiser Chaudry. System Architecture. Interpreted Wrapper (Tcl, Java, Python). C++ core. Binary Installation: if you will use. The classes to build your applicatoin. Source code Installation: If you want to extend vtk. â€¢Tcl/Tk source. â€¢Java JD














[image: alt]





lecture 15: fourier methods - GitHub 

LECTURE 15: FOURIER METHODS. â€¢ We discussed different bases for regression in lecture. 13: polynomial, rational, spline/gaussianâ€¦ â€¢ One of the most important basis expansions is ... dome partial differential equations. (PDE) into ordinary diffe














[image: alt]





lecture 4: linear algebra - GitHub 

Inverse and determinant. â€¢ AX=I and solve with LU (use inv in linalg). â€¢ det A=L00. L11. L22 â€¦ (note that Uii. =1) times number of row permutations. â€¢ Better to compute ln detA=lnL00. +lnL11. +â€¦














[image: alt]





lecture 16: ordinary differential equations - GitHub 

Bulirsch-Stoer method. â€¢ Uses Richardson's extrapolation again (we used it for. Romberg integration): we estimate the error as a function of interval size h, then we try to extrapolate it to h=0. â€¢ As in Romberg we need to have the error to be in














[image: alt]





Old Dominion University Lecture 2 - GitHub 

Old Dominion University. Department of ... Our Hello World! [user@host ~]$ python .... maxnum = num print("The biggest number is: {}".format(maxnum)) ...














[image: alt]





Homework 12 - Magnetism - GitHub 

region containing a constant magnetic field B = 2.6T aligned with the positive ... With what speed v did the particle enter the region containing the magnetic field?














[image: alt]





lecture 5: matrix diagonalization, singular value ... - GitHub 

We can decorrelate the variables using spectral principal axis rotation (diagonalization) Î±=XT. L. DX. L. â€¢ One way to do so is to use eigenvectors, columns of X. L corresponding to the non-zero eigenvalues Î» i of precision matrix, to define new 














[image: alt]





C2M - Team 101 lecture handout.pdf - GitHub 

Create good decision criteria in advance of having to make difficult decision with imperfect information. Talk to your. GSIs about their experience re: making ...














[image: alt]





LECTURE 8: OPTIMIZATION in HIGHER DIMENSIONS - GitHub 

We want to descend down a function J(a) (if minimizing) using iterative sequence of steps at a t . For this we need to choose a direction p t and move in that direction:J(a t. +Î·p t. ) â€¢ A few options: fix Î·. â€¢ line search: vary Î· ... loss (co














[image: alt]





lecture 2: intro to statistics - GitHub 

Continuous Variables. - Cumulative probability function. PDF has dimensions of x-1. Expectation value. Moments. Characteristic function generates moments: .... from realized sample, parameters are unknown and described probabilistically. Parameters a














[image: alt]





lecture 10: advanced bayesian concepts - GitHub 

some probability distribution function (PDF) of perfect data x, but what we measure is d, a noisy version of x, and noise is ... We can also try to marginalize over x analytically: convolve true PDF with noise PDF and do this for each ... We would li














[image: alt]





EE 396: Lecture 12 

Mar 26, 2011 - Thus, along lines that are parallel to v the function remains ... x âˆˆ R. We simply follow a line parallel to v starting from (t, x) and follow the line ...














[image: alt]





AIFFD Chapter 12 - Bioenergetics - GitHub 

The authors fit a power function to the maximum consumption versus weight variables for the 22.4 and ... The linear model for the 6.9 group is then fit with lm() using a formula of the form ..... PhD thesis, University of Maryland, College Park. 10.














[image: alt]





Queens Community District 12 - GitHub 

COMMUNITY BOARD PERSPECTIVES. 1. Affordable housing. 2. Schools. 3. Street flooding. To learn more, please read Queens CD 12's · Statements of Community District Needs · and Community Board Budget Requests · for Fiscal Year 2018. A Snapshot of Key Co














[image: alt]





Bronx Community District 12 - GitHub 
















[image: alt]





Brooklyn Community District 12 - GitHub 

Page 1. 41%. 23%. 5%. 7%. 4%. 2%. 2%. 7%. 6%. 1%. 2%. 














[image: alt]





Manhattan Community District 12 - GitHub 

23%. Manhattan CD 12. LIMITED ENGLISH PROFICIENCY4 of residents 5 years or older have limited · English proficiency. Manhattan. 14%. 20%. NYC. 21%. Manhattan CD 12 of residents have incomes below the NYCgov poverty threshold. See the federal poverty 














[image: alt]





Distributional treatment effects 

Contact information. Blaise Melly. Department of Economics. Bern University. [email protected]. Description of the course. Applied econometrics is mainly ... Computer codes are available for most of the estimators. ... Evaluations and Social 














[image: alt]





lecture 6: information theory, entropy, experiment design - GitHub 

LECTURE 6: INFORMATION THEORY,. ENTROPY, EXPERIMENT DESIGN. â€¢ The concept of information theory and entropy appears in many statistical problems. â€¢ Here we will develop some basic theory and show how it can be applied to questions such as how to 














[image: alt]





lecture 13: from interpolations to regressions to gaussian ... - GitHub 

LECTURE 13: FROM. INTERPOLATIONS TO REGRESSIONS. TO GAUSSIAN PROCESSES. â€¢ So far we were mostly doing linear or nonlinear regression of data points with simple small basis (for example, linear function y=ax+b). â€¢ The basis can be arbitrarily larg














[image: alt]





Lecture 11 â€” November 22, 2016 Volkswagen Emissions ... - GitHub 

Emissions Workshop, an academic conference, in May 2014. Regulators and ... â€œThis VW Diesel Scandal is Much Worse Than a Re- call.â€� 21 September 2015.


























×
Report lecture 12: distributional approximations - GitHub





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















