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Abstract. In this paper, we propose a spectral projection of a regularized Boussinesq system for wave propagation on the surface of a fluid. The spectral method is based on the use of Legendre polynomials, and is able to handle time-dependent Dirichlet boundary conditions with spectral accuracy. The algorithm is applied to the study of undular bores, and in particular to the onset of wave breaking connected with undular bores. As proposed in [2], an improved version of the breaking criterion recently introduced in [5] is used. This tightened breaking criterion together with a careful choice of the relaxation parameter yields rather accurate predictions of the onset of breaking in the leading wave of an undular bore. AMS subject classifications: 35Q53, 65M70, 76B15, 76B25 Key words: Boussinesq system, Legendre projection, undular bore, wave breaking, boundary conditions, spectral accuracy.



1 Introduction In this paper, we report on the application of a long-wave system of evolution equations to the study of weak undular bores. We propose a spectral projection of a regularized Boussinesq system which is a model for wave propagation on the surface of a fluid. The numerical method is put to use for the simulation of undular bores, and the prediction of the onset of breaking of the leading wave at the bore front. The current work is an ∗ Corresponding
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improvement over an earlier study by two of the authors [5], in which the onset of wave breaking was studied using a finite-difference method. The spectral method used in the present paper is far more accurate than the finite difference-method used in [5], and a fine-tuned breaking criterion, such as proposed in [2] leads to a more accurate prediction of incipient breaking of the leading wave. Boussinesq systems are widely used in the modeling of surface water waves, especially in the context of nearshore wave prediction and coastal modeling. The validity of Boussinesq systems as models for water waves depend on two nondimensional parameters quantifying the predominant waveheight and wavelength of a wavefield under study. If the undisturbed depth is given by h0 , a typical amplitude is a, and a typical wavelength is λ, then we define the amplitude parameter α = a/h0 , and the shallowness parameter β = (h0 /λ)2 . In the Boussinesq scaling regime, introduced in [11], it is assumed that both α and β are small and of the same order of magnitude. However, for many wave fields occurring in practice, these parameters may not always be small, and significant efforts have been made to extend the range of applicability, both in the direction of shorter waves (β not small), and in the direction of larger amplitudes (α not small) [18, 22, 24, 26, 29, 33]. Generally, Boussinesq models incorporate two unknowns: the deflection of the free surface, and one other dependent variable. In the present work, we are interested in a Boussinesq system formulated in surface elevation - velocity variables, which is easily solved and known to be well posed ([8, 14]) even in the presence of boundary conditions. The dispersive system under study is ηt + h0 uθx +(ηuθ ) x − uθt + gηx + uθ uθx −



h20 2 1 2 ( θ − 3 ) ηxxt = 0,



h20 2 θ 2 (1 − θ ) u xxt = 0.



(1.1)



In this system, uθ ( x,t) represents the horizontal component of the fluid velocity at a height 0 < θh0 < h0 in the fluid column, and η ( x,t) describes the displacement of the free surface from its rest position. As mentioned above, h0 is the undisturbed depth of water. Finally, g denotes the gravitational acceleration as usual. The system (1.1) represents one particular class of the models put forward in [7], and has been chosen for the present study because it appears most convenient from a numerical point of view. In [15, 25], the system was also extended to three dimensional flows, and moving bottom profiles. In the present work, the main application of the Legendre projection of (1.1) is the study of an undular bore. Quite generally, a bore is a transition between two uniform free-surface flows of different flow depths. If the difference in flow depths is a0 , and assuming that one of these depths is at the undisturbed water level h0 , the incident water level is given by h0 + a0 , and the strength of the bore is given by α0 = a0 /h0 . In the current context, we consider bores propagating into previously undisturbed water in a narrow channel of uniform depth and width. This geometric setup is called for in order to ensure that the flow is not affected by bottom impurities and transverse effects. In an experimental and theoretical study, it was found in [16] that depending on the value of α0 , bores propagating into undisturbed water fall into three categories. When α0
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is less then 0.28, the bores features free surface oscillations downstream of the bore front. This is the purely undular bore. When α is increased beyond 0.28, the bore still features oscillations, but one or a few waves behind the bore front are starting to break. For values of α0 > 0.75, the bore is completely turbulent. It is one of our goals in this paper to try to predict the sharply defined ratio of α0 = 0.28 using the Boussinesq model described above. In [5], a convective wave breaking criterion was formulated in the context of Boussinesq models. The convective criterion is a standard Froude number criterion, but when coupled with the Boussinesq ansatz for the horizontal velocity, it allowed for a somewhat accurate description of the breaking of the leading wave behind the bore front. Nevertheless, the critical ratio 0.38 predicted by the method of [5] leaves room for improvement. Here, we will use a tightened version of the criterion which was advocated in [2, 3], and it will appear that this improved breaking criterion in connection with the highly accurate spectral projection is able to predict the onset of breaking very precisely. It should be noted that since the governing equations (1.1) are not strictly hyperbolic, the wave breaking criterion used here is different from the usual hyperbolic wave breaking where infinite gradients develop in the solution profile. The outline of this paper is as follows. In Section 2, the spectral Legendre method is defined, and a convergence study is presented. A linear stability analysis is given in Section 3. In Section 4, the improved breaking criterion is formulated. Next, in Section 5, the system (1.1) is used to simulate an undular bore advancing into undisturbed water, with the aim of verifying the results of Favre [16].



2 The spectral method During the work of preparing [5], it was found that the numerical accuracy of the discretization was a weak point of the analysis. The second-order method was contaminated with errors of the same order as the quantities under investigation. The fourth-order finite-difference could be used, but long computation times were unavoidable if accurate results were to be achieved. Thus it appears that the problem at hand would be best treated by a spectral method. It is well known that spectral methods are able to achieve very accurate results on much sparser grids than finite-difference or finite-element methods [12]. Even in problems where dispersion is prominent, spectral methods are a natural choice, and can even yield exponential convergence in some cases [4, 19]. On the other hand, the treatment of boundary conditions requires some care. While boundary conditions may be imposed in an adhoc manner, such as in [32], there are few works on numerical methods for dispersive equations that contain rigorous proofs of convergence in the presence of the requisite boundary conditions. One such result can be found in [36], where a fifth-order dispersive equation is studied. The numerical method to be used here is a Legendre collocation projection coupled with a four-stage Runge-Kutta time-integration scheme. The Legendre spectral method
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is highly accurate, easy to implement, and flexible enough to handle time-dependent boundary conditions, as well as non-constant coefficients in the equations. Since the discretization is based on the weak form of the equation, the boundary conditions are naturally treated without requiring any additional approximations [31]. The spectral projection of the system (1.1) will be explained in detail for the special case when θ 2 = 2/3. In this case, the Boussinesq system to be discretized is h2



ηt + h0 u x +(ηu) x − 60 ηxxt = 0,  h2 ut + gηx + 12 u2 x − 60 u xxt = 0.



(2.1)



The equations are posed on the interval x ∈ [0, L], and the Dirichlet boundary conditions at the left and right endpoints of the interval are given as η (0,t) = ηL (t) ,



η ( L,t) = ηR (t) ,



u(0,t) = u L (t) ,



u( L,t) = u R (t) .



(2.2)



Well posedness results for this configuration was provided in [6]. For other systems in the general class (1.1), the linear problem was also studied in [17]. For application to boundary-value problems, spectral projections are usually based on high-order polynomial approximations. The method of choice here is a Legendre pseudospectral method, which is based on evaluating integrals using Gaussian quadratures on the nodes, or gridpoints. The method relies on approximating the inner product



( f ,g)w =



Z 1



−1



f (z) g(z)w(z) dz



by the discrete inner product N



( f ,g) N = ∑ f (z j ) g(z j )w(z j ). j=0



As is well known (see [12]), the weight function associated to the Legendre polynomials is w(z) = 1. Since Dirichlet boundary conditions are imposed in the problem at hand, Gauss-Lobatto points are chosen as gridpoints {z j } N j=0 in physical space as this choice includes the boundary points at z0 = −1 and z N = 1 in the set of quadrature nodes. For the Legendre polynomials, explicit formulas for the interior quadrature nodes −1 {z j } N j=1 are not known, at least not for large values of N. Instead, computer-codes have been developed to compute these points (see for instance [10], Appendix C of [12] or [34]). With the quadrature nodes z j in place, the associated quadrature weights are found from the relation 2 wj = , (2.3) N ( N + 1){ PN (z j )}2
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where the first two Legendre polynomials are given by P0 (z) = 1 and P1 (z) = z, and the remaining are found using the recurrence relation



(k + 1) Pk+1 (z) = (2k + 1)zPk (z)− kPk−1 (z). The Gauss-Lobatto quadrature rule implies that



( f ,g)w = ( f ,g) N for f g ∈ P2N −1 ,



(2.4)



where P2N −1 is the space of polynomials of degree 2N − 1 or less.



As a basis set for the method, the Lagrange polynomials are chosen. This set is also called a nodal or cardinal basis, and the polynomials will here be denoted by Cj (z). The Lagrange polynomials, Cj (z), have the property that they take the value one at the gridpoint z j and are zero at all other collocation points. As the polynomials Cj (z) are defined for using the Legendre quadrature nodes on the interval [−1, 1], a linear change of variables is required. Using η˜ (z,t) = η ( L(z + 1)/2,t) and u˜ (z,t) = u( L(z + 1)/2,t), transforms (2.1) to the system    4h2 1 − 6L02 ∂2z η˜t = − L2 ∂z h0 u˜ + u˜ η˜ , (2.5)    4h2 1 − 6L02 ∂2z u˜ t = − L2 ∂z gη˜ + 12 u˜ 2 , for z ∈ [−1,1]. As can be easily checked, the boundary conditions are unaltered by this transformation. In order to discretize the equation (2.5), the unknown functions are expressed as a sum of higher-order Lagrangian interpolating polynomials in the form N



ηN (z,t) = ∑ ηk (t)Ck (z) , k=0 N



(2.6)



u N (z,t) = ∑ uk (t)Ck (z) . k=0



Note that in (2.6) it is the coefficients ηk (t) and uk (t) which are unknown. In the following, it is the system (2.5) which is under consideration, but the tilde-symbol on the dependent variables are omitted in the following. The spatial discretization of (2.5) is achieved as follows. Substitute the expressions (2.6) into the equations (2.5), multiply through by Ci (z) and integrate over the domain to
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get N



ηk′ (t)



∑ k=0



=− L2



N



∑ k=0



Z







N



∑ u′k (t) k=0



=− L2



N



∑ k=0



1



−1



h0 u k ( t )



Z







4h2 Ck (z)Ci (z) dz − 6L02



1



−1



Z 1



−1



gηk (t)



−1



−1



Ck′′ (z)Ci (z) dz



Ck′ (z) Ci (z) dz +(ηu)k (t)



4h2 Ck (z)Ci (z) dz − 6L02



Z 1



Z 1



Z 1



−1



Z 1



−1







Ck′ (z) Ci (z) dz



Ck′′ (z)Ci′ (z) dz



1 Ck′ (z) Ci (z) dz + (u2 )k (t) 2



Z 1



−1







, (2.7)







Ck′ (z) Ci (z) dz







,



where (ηu)k (t) is the value of the product of the functions η and u at gridpoint zk (and similarly for (u2 )k (t)). In the following it is the first of the equations in (2.7) which is in focus. The other equation can be treated in a similar way. After an integration by parts in the first equation in (2.7), the equation N



∑



ηk′ (t)



k=0



=− L2



N



∑ k=0



Z







1



−1



4h2 Ck (z)Ci (z) dz + 6L02



h0 u k ( t )



Z 1



−1



Z 1



−1



Ck′ (z)Ci′ (z) dz − Ck′ (z)Ci (z)|1−1



Ck′ (z) Ci (z) dz +(ηu)k (t)



Z 1



−1



Ck′ (z) Ci (z) dz











(2.8)



appears. Note that this equation contains three types of integrands: Ck (z)Ci (z), Ck′ (z)Ci (z) and Ck′ (z)Ci′ (z). The latter two are polynomials of degree 2N − 1 and 2N − 2, respectively, and the integrals can be evaluated using the exact quadrature rule (2.4) associated to the Legendre weights with Gauss-Lobatto points. However the first integrand is a polynomial of order 2N, and the exact quadrature formula (2.4) does not hold. Nevertheless, the integral may still be approximated with spectral accuracy. Indeed a standard result on Legendre polynomials is that for φ ∈ P N and u ∈ H m (−1,1), we have the estimate Z 1 u(z)φ(z) dz −(u,φ) N ≤ CN 1/2−m kuk H m kφk L2 . (2.9) −1



Thus (2.8) is approximated with spectral accuracy by N



∑



ηk′ (t)



k=0



=− L2



N



∑ k=0











N



∑ j=0



4h2 Ck (z j )Ci (z j )w j + 6L02 N



h0 u k ( t ) ∑ j=0



N



∑



Ck′ (z j )Ci′ (z j )w j



j=0



Ck′ (z j ) Ci (z j )w j +(ηu)k (t)



N



∑ j=0







Ck′ (z j ) Ci (z j )w j







(2.10) .



M. Bjørkav˚ag, H. Kalisch, Z. Khorsand, et al. / J. Math. Study, 49 (2016), pp. 221-237



227



In the equation (2.10) terms involving the derivatives of the cardinal functions at the gridpoints, Ci′ (z j ), are present. A matrix representing these values is now introduced. This is the Legendre first derivative interpolation matrix, and it is given as (see [12])  PN ( zi ) 1  i 6= j  PN ( z j ) zi − z j      ( N + 1) N i= j=0 ( 1) ′ 4 Cj (zi ) = Di,j = (2.11)  ( N + 1) N   − i = j = N  4    0 otherwise, with PN (z) being the N ′ th-order Legendre polynomial. If we also introduce a diagonal matrix W, with diagonal elements equal to the Gauss quadrature weights w j , closer inspection of the terms in (2.10) shows that the equation can be written in matrix-vector notation as     4h2 W + 6L02 D(1),T WD(1) η′ (t) = − L2 WD(1) h0 u(t)+(η ⊗ u)(t) . (2.12) Similarly, the second equation in (2.5) can be written in discrete form as     4h2 W + 6L02 D(1),T WD(1) u′ (t) = − L2 WD(1) gη(t)+(u ⊗ u)(t) .



(2.13)



If a time stepping strategy such as the classical fourth order Runge-Kutta method is to be applied, it appears from (2.12) that the symmetric and positive definite (all the weights 4h2



are positive) matrix W + 6L02 D(1),T WD(1) , must be inverted at each time step. Practically, this operation can be accomplished by using a Cholesky factorization. With Dirichlet boundary conditions, there are only N − 1 unknown values in each of the expansions in (2.6), and the differential equation is not enforced at the boundary. In the derivation above this amounts to letting the index i run through the values i = 1, 2,..., N − 1. The first and last equations in (2.10) are dropped. In matrix notation this means that the first and last row of the matrix equation (2.12) drops out. This also explains why the boundary term in (2.8),  −Ck′ (z)Ci (z)|1−1 = − Ck′ (z N )Ci (z N )− Ck′ (z0 )Ci (z0 ) , (2.14)



vanished: Ci (z N )= 0 and Ci (z0 )= 0 as long as i 6= 0, N. The remaining boundary terms are found with the index k = 0 and k = N in the equation (2.10). In matrix notation, (2.12), these indices corresponds to the first and last columns in the matrix equation. As long as the boundary terms are non-zero, these known terms in the left hand side of equation (2.12) must be moved to the right hand side as an update to the term −WD(1) (h0 u(t)+(ηu)(t)), before inverting the left hand side operator to evaluate η′ (t) and u′ (t). When inverted, 4h2



the operator W + 6L02 D(1),T WD(1) , has thus size N − 1 × N − 1, as it is stripped for it’s first and last rows and columns.
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Table 1: Convergence study of the Legendre spectral method for a solution which is far from the boundaries. The spatial domain is [0,L ] with L = 26 . The first three columns show temporal convergence. Here we use ∆t = T/2k , with T = 1. The spatial resolution is N = 29 . We see that we approach the expected ratio of 16. In the three last columns we look at spatial convergence. We use ∆t = 1 · 10−2, and N = 2 p . Spectral convergence is evident as the ratio between consecutive errors is increasing with N.



k 1 2 3 4 5



L2 -error 3.70 · 10−3 2.55 · 10−4 1.67 · 10−5 1.96 · 10−6 6.72 · 10−8



L2 -ratio 14.50 15.30 15.66 15.84



p 5 6 7 8 9



L2 -error 1.69 · 100 6.51 · 10−1 2.66 · 10−2 2.70 · 10−5 7.10 · 10−10



L2 -ratio 2.59 24.48 986.2 38028



In order to validate the Legendre spectral method and the practical implementation, a convergence study using exact solutions of (2.1) is conducted. Exact solutions were found in [13], and are given in the form 10 η ( x,t) = − 154 81 + 27 w ( x,t)(2 − 3w ( x,t)) ,



(2.15)



5c u( x,t) = 4c 9 + 3 w ( x,t) ,



√ where w( x,t) = sech2 ( ρ( x − x0 − ct)/2). The errors are evaluated numerically by comparing the computed solutions with the exact traveling-wave solution of the equations. The L2 -error is given by Error =



L N +1 max n



N



∑ j=0



n



|ηjn − η ( j∆x,n∆t)|2 +|unj − u( j∆x,n∆t)|2



o



! 12



.



(2.16)



The convergence results for the propagation of a solitary wave for a time interval [0,T ], where T = 1 are displayed in Table 1. The first three columns show the temporal convergence, and the last three are for the spatial convergence. The fourth-order temporal accuracy is confirmed in column three, while the spectral convergence is evident from the sixth column. In order to assess the treatment of the boundary conditions, another computation was carried out where the traveling wave enters through the left boundary and leaves through the right boundary. The computational domain for these calculations was between x = 0m and x = 64m and the initial wave was centered a distance of 32m to the left of the domain (see Fig. 1). In Fig. 1 the solution at times t = 7.22s, t = 14.44s and t = 21.66s are shown with a dashed line, a dashed-dotted line and a solid line, respectively. At t = 7.22 s the wave was entering the computational domain, and at time t = 21.66 s, the wave was about to leave the domain through the right boundary. The convergence was estimated from the errors committed by the method when compared with the exact solution at time t = 21.66s when the wave was about to leave the right-hand side boundary.
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Table 2: Convergence study with focus on boundary effects (cf. Fig. 1). The computational domain was [0,L ] with L = 64m. The initial traveling-wave was centered outside the domain at x0 = −32 m, and then entered through the left boundary. The first three columns show convergence in time. The spatial resolution is N = 29 . In the third column the ratio of consecutive errors are shown. For a fourth-order method, a ratio of 16 is expected. As can be seen, the ratios seem to support that the implemented method is of fourth-order accuracy in the time step ∆t. In the three last columns we look at spatial convergence. We have used ∆t = 1 · 10−3 for those values. Spectral convergence is evident.



∆t 2− 4 2− 5 2− 6 2− 7 2− 8 2− 9



L2 -error 1.89 · 10−2 8.91 · 10−4 4.60 · 10−5 2.57 · 10−6 1.56 · 10−7 9.68 · 10−9



L2 -ratio 21.24 19.35 17.91 16.45 16.12



N 26 27 28 29 210 211



L2 -error 3.75 · 10−1 1.54 · 10−6 6.57 · 10−10 4.78 · 10−10 4.38 · 10−10 4.42 · 10−10



−1.3



L2 -ratio 243147 2348 1.37 1.09 0.99



η(x,t) at t=7.22 s η(x,t) at t=14.44 s η(x,t) at t=21.66 s



−1.4 −1.5 −1.6 η(x,t) [m]



−1.7 −1.8 −1.9 −2 −2.1 −2.2 −2.3 0



8



16



24



32 x [m]



40



48



56



64



Figure 1: The traveling-wave solution of (2.1). This solution has been computed with the Legendre spectral method with equation (2.15) as initial data. The initial wave was situated outside the computational domain (32m to left of the domain) and then entered through the left boundary at time t = 7.22s (dotted line). At time t = 14.44s the wave was positioned in the middle of the interval (dashed line). The computations stopped when the wave was about to leave the domain through the right boundary (solid line). The errors in the Table 2 are found while comparing the numerical solution with the exact solution at time t = 21.66s.



In Table 2 the error and the convergence rate is displayed. The temporal convergence is shown in the first three columns. The spatial resolution was N = 29 in these computations. In the third column the ratio between two consecutive errors are shown. The error in the next row has been computed with a spatial resolution twice as large as in the present row. With the fourth-order Runge-Kutta method, a ratio of 16 would therefore be expected. And as is seen, the ratios in the third column seem to approach such a value, and thus confirming the implementation of the time-stepping procedure of the method. The last three columns show the spatial convergence. In those computations a small time-step, ∆t = 1 · 10−3 , was used. From the ratios in the sixth column, a spectral convergence rate is evident. The error in the last row is probably limited by the size of the
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time step. Computations with even smaller time steps were also run, and it was possible to get the error down to about ∼ 10−12 by taking a time step ∆t = 1 · 10−4 . While this analysis confirms that the region of spectral convergence in Table 2 was limited by the size of the time step, computations with such small values of ∆t become impractical because of large run times.



3 Linear stability It will be shown that the Legendre collocation projection defined in the previous section is stable when applied to the linearized version of (2.5). This means that the term (uη ) x is replaced by (Vη ) x , and uu x is replaced by Vu x for some constant V which represents the maximal value of the numerical approximation of u( x,t) in the simulation. The collocation projections of the linearized system, i.e. equations (2.12) and (2.13) can be written as η′ (t) = B(h0 u(t)+ Vη(t)) , u′ (t) = B( gη(t)+ Vu(t)) .



(3.1)



Next, the propagation matrix corresponding to the semidiscrete system is formed symbolically. Let w be given as   η w ( t) = ( t) . u The propagation matrix is then given as the matrix A, such that w′ (t) = Aw(t) . Comparing equations (3.2) and (3.1), it is seen that   V B h0 B A= . gB V B



(3.2)



(3.3)



It is the eigenvalues of the propagation matrix which are of interest. In order for the numerical scheme to be stable, the eigenvalues of the propagation matrix, scaled by ∆t, must all lie within the stability region of the time stepping method. As shown in Fig. 2, the eigenvalues are, to machine precision, imaginary. The magnitude of the eigenvalues, | Im (λ∆t)|max , seems to be bounded, and does not grow with the value of N when N is large enough. The magnitude of the largest eigenvalue seems to have converged to the correct value for a much smaller value of N.
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Figure 2: The eigenvalues scaled by ∆t = 0.75, for the propagation matrix corresponding to the Legendre method, are shown as black dots in the figure. The grey shaded area is the stability domain of the four-stage Runge-Kutta method. N is the number of internal grid points.



4 Improved breaking criterion The breaking criterion put forward in [5] relied on the simple geometric notion that wave breaking generally occurs when the fluid velocity near the crest of a wave exceeds the propagation speed of the wave. This idea, coupled with the approximate reconstruction of the horizontal velocity underneath the wave led to the convective breaking criterion introduced in [5]. Denoting the local wave speed by U, the velocity U was compared to the horizontal component of the particle velocity near the crest of the wave, which can be approximated by  uθ ( x,t)+ 12 (h0 θ )2 − z2 uθxx ( x,t), with z = h0 + η. Thus the breaking criterion can be  formulated as follows. A wave solution uθ ( x,t),η ( x,t) of (1.1) propagating with velocity U
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starts to break if n 2 o θ uθ ( x,t)+ 21 h20 θ 2 − h0 + η ( x,t) u xx ( x,t) > U.



(4.1)



In [2, 3], it was found that the breaking criterion above – even though geometrically correct – usually does not pinpoint the onset of breaking correctly. The authors of [2, 3] compared several breaking criteria [5, 30] with experimental findings, and advocated the use of a factor in the breaking criterion. In other words, the breaking criterion should be modified to n 2 o θ uθ ( x,t)+ 12 h20 θ 2 − h0 + η ( x,t) (4.2) u xx ( x,t) > κU,



for some parameter 0 < κ < 1 to be determined by empirical methods. In the following, the problem of finding the critical value 0.28 of the bore strength is re-evaluated in the context of the improved breaking criterion. Recall that the system (1.1) with θ 2 = 79 features exact solitary-wave solutions. In order to determine the factor κ, we consider the solitary wave which is given by  η ( x,t) = η0 sech2 λ( x − x0 − Cs t) ,  uθ ( x,t) = u0 sech2 λ( x − x0 − Cs t) ,



where u0 =



q



3g η0 +3h0



η0 ,



Cs = √



3h0 +2η0 3h0 ( η0 +3h0 )



p



gh0 ,



λ = 2h3 0



q



η0 2η0 +3h0 .



(4.3)



The crest of the wave is located at x = x0 + Cs t. For these solitary-wave solutions, the value of the fluid velocity at the crest is therefore found by substituting the expressions for uθ ( x,t) and η ( x,t) above into the equation (4.2) and evaluating the functions involved with a zero argument. The breaking criterion (4.2) then reads u0 + 12 7h20 /9 −(h0 + η0 )2







 − 2λ2 u0 ≥ κCs .



Using the expressions in (4.3) and rewriting in terms of ηˆ0 = η0 /h0 yields n



ηˆ



1 + 94 2ηˆ0 0+3



2 2 9 + 2ηˆ0 + ηˆ0



oq



3 √3+2ηˆ0 ηˆ0 +3 ηˆ0 ≥ κ 3( ηˆ +3) . 0



In order to find the parameter κ, we use the fact that the solitary waves reported on by Favre in [16] were limited to a maximal amplitude of a = 0.5768h0 . This limit appears to imply that waves beyond this height experienced incipient wave breaking, and thus we seek κ for which the above inequality is saturated if ηˆ0 = 0.5768. Inserting this value into the above equality yields an estimate of 0.639 for the value of κ. The breaking criterion will be put to use in the next section, where the system (1.1) is used to simulate the propagation of an undular bore and the breaking of the leading wave.
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5 Numerical study of the undular bore The development of an undular bore is simulated by numerical approximation of solutions of (1.1). Here, we have chosen to use a spectral discretization based on Legendre polynomials. The reasons for this particular choice are two-fold. Firstly, the study of bores requires the accurate treatment of non-zero Dirichlet boundary conditions as there is a constant discharge at one end of the domain (on the left in the case at hand), so that both the horizontal velocity and the free-surface excursion are non-zero on the left boundary. The second reason for our choice of approximating polynomials is accuracy. In previous work, second and fourth-order finite-difference schemes have been used [5], and in the process of writing up these results, it occurred to us that the accuracy of the secondorder schemes is barely sufficient to draw any firm conclusions about the underlying physical processes. Indeed, the second-order finite difference model –if integrated over the length of space and time requisite for this problem– introduced numerical errors on par with the phenomena to be studied. The fourth-order finite-difference scheme used in [5] was accurate enough, but led to large run times. Therefore, in this new work a spectral scheme is used, leading to very good accuracy even at moderate run times. The Legendre can also be easily extended to include time-dependent boundary conditions and uneven beds. As explained in the introduction, we consider fluid of undisturbed depth h0 in a horizontal channel of uniform width. On the left side, a discharge is imposed on the fluid in the channel. In the setup described, we have far-field values of surface deflection and velocity equal to zero on the right. To study a bore of strength α = a0 /h0 we consider a far-field value of a0 for the surface deflection. Thus the numerical model consists of (1.1) posed on the interval [0, L], with boundary conditions η (0,t) = a0 ,



η ( L,t) = 0,



and



uθ ( L,t) = 0.



The left boundary condition for uθ can be found with help of the shallow-water theory [1, 35], and is given by q  g uθ (0,t) = a0 a+0h0 2h0 2h20 + 3a0 h0 + a20 . The initial surface disturbance is modeled by the function  η ( x,0) = 12 a0 1 − tanh(kx) .



The initial position of the bore front is considered to be far from the boundary conditions, so that the initial data match the boundary conditions to machine precision. The initial velocity distribution is assumed to be q   g uθ ( x,0) = 12 a0 a+0h0 2h0 2h20 + 3a0 h0 + a20 1 − tanh(kx) .
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Figure 3: Snapshot of the time development of an undular bore at time 10s. The initial amplitude was a0 = 0.288m, and the undisturbed depth was h0 = 1m. The steepness of the initial front was k = 0.7.



The modeling parameter k denotes the steepness of the initial bore slope, but it has no important effect on the outcome of the computations. In Fig. 3, the initial surface profile (thin curve) is plotted along with the developed profile (thick curve) at t = 10s in a typical case. The graph only shows a part of the computational domain. Next, we aim to find the critical ratio α at which the leading wave will start to break. Note that in the experiments described in [16], the waves behind the bore front are relatively long when compared to the undisturbed depth h0 . This fact also becomes evident upon studying the aspect ratio in Fig. 3. Moreover, since the ratio α0 is also small, the waves have small amplitude when compared to h0 . Thus a weakly nonlinear long-wave system, such as (1.1) appears to be a natural choice for the study of a bore in the current situation. In order to determine breaking in the solutions of equations (1.1), the Legendre scheme described in Section 2 is used to determine approximate solutions of (1.1). At each time step, the location of the leading wave-crest is found. These locations are then used to estimate the propagation speed U of the bore front, and the improved breaking criterion (4.2) is tested. Generally, taking the initial strength of the bore large enough always leads to incipient wave breaking in the first wave. The dependence of the critical bore strength on the undisturbed depth is displayed in Fig. 4. The computed critical combinations are shown as dots, and the dashed line is a least-square fit. The assumption for the least-square fit is that the points lie on a straight line, a0 = αd0 , through the origin. Fig. 4 also shows the slope α = 0.379 found in [5]. The slope α from the experiments reported here is α = 0.289 which is very close to slope α = 0.28 found by Favre [16] using wavetank experiments.
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Figure 4: The critical points where the leading wave starts breaking are indicated by dots. The slope of the dashed line is found by a least-square fit to the computed critical points. The slope α = da00 = 0.379 was found by Bjørkav˚ ag and Kalisch [5] and is shown by the gray line. The dashed line is the least-square fit for the current result which gives the slope α = 0.289. The slope α = 0.28 was found experimentally by Favre [16] and is shown by the black line.
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