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Abstract We propose two restricted memory level bundle-like algorithms for minimizing a convex function over a convex set. If the memory is restricted to one linearization of the objective function, then both algorithms are variations of the projected subgradient method. The first algorithm, proposed in Hilbert space, is a conceptual one. It is shown to be strongly convergent to the solution that lies closest to the initial iterate. Furthermore, the entire sequence of iterates generated by the algorithm is contained in a ball with diameter equal to the distance between the initial point and the solution set. The second algorithm is an implementable version. It mimics as much as possible the conceptual one in order to resemble convergence properties. The implementable algorithm is validated by numerical results on several two-stage stochastic linear programs. Keywords Convex minimization · Nonsmooth optimization · Level bundle method · Strong convergence



1 Introduction We are interested in solving problems of the form f ∗ := min f (x), x∈C



(1)



where C is a nonempty convex and closed subset of a real Hilbert space H with inner product ·, ·, and f : H →  is a lower semicontinuous and convex function, possibly nondifferentiable. It is well known that lower semicontinuous functions are locally bounded



J. Y. Bello Cruz Instituto de Matemática e Estatística, Universidade Federal de Goiás, Goiânia, Brazil e-mail: [email protected] W. de Oliveira (B) Instituto Nacional de Matemática Pura e Aplicada, Rio de Janeiro, Brazil e-mail: [email protected]



123



788



J Glob Optim (2014) 59:787–809



in Hilbert spaces and therefore, the subdifferential set ∂ f is nonempty. Moreover, we suppose that f satisfies the following property: ∂ f (B) is bounded for all bounded sets B ⊂ H, which holds trivially when H is a finite-dimensional space. This condition has been considered in the convergence analysis of subgradient methods in infinite-dimensional spaces; see [2,19,20]. 1.1 Some projected subgradient methods for convex minimization Many methods have been proposed to solve problem (1), with the simplest being the projected subgradient methods; see [1,2,19,20,24]. A classical iteration of a projected subgradient method is xk+1 = PC (xk − βk gk ),



(2)



where βk > 0 is a stepsize, PC is the projection operator onto convex set C, and gk is a subgradient of the function f at the point xk , i.e., gk ∈ ∂ f (xk ). Due to their simplicity, projected subgradient methods have been used widely in practical applications. They are easy to implement (especially for the optimization problems with relatively simple constraints) and use little storage information. Different rules to update the stepsize βk in (2) provide methods.The sequence different ∞ 2 < ∞ and of points generated by scheme (2) with βk = tk / gk , ∞ t k=0 k k=0 tk = ∞, converges to a solution of problem (1); see [1–3]. However, it is known that such convergence may be extremely slow even in the smooth case. For particular instances of problem (1) whose optimal value f ∗ is known, Polyak’s subgradient method proposed in [20] generates each iterate by taking βk = βk ( f ∗ ) in (2), where βk (t) := λk ( f (xk ) − t)/ gk 2 ,



for 0 < 1 ≤ λk ≤ 2 − 2 < 2.



(3)



The recent work [15] extends Polyak’s subgradient method to huge-scale optimization problems (whose dimension is greater than 108 ). The author assumes that the optimal value f ∗ is known and, in addition, that subgradients of the objective function are sparse. As for Polyak’s subgradient method, the methods proposed in [15] are not applied to a wide class of convex optimization problems since prior knowledge of the optimal value f ∗ is required. In this framework, when a good approximation f¯ of f ∗ is available once can obtain an inexact solution of problem (1) by taking βk = βk ( f¯) in (2). It is shown in [20] and [24] that: (i) If f¯ ≥ f ∗ , then limk→∞ xk ∈ {x ∈ C : f (x) ≤ f¯}; 2 ¯ (ii) If f¯ < f ∗ , then limi→∞ mink≤i f (xk ) ≤ f ∗ + 2− 2 ( f ∗ − f ). Therefore, the better is the approximation f¯ of f ∗ , the better is the inexact solution obtained by the method. However, a good estimation f¯ might be unavailable. In order to overcome this difficulty, it was proposed in [10] to replace f¯ by a variable target value f klev , allowing the stepsize βk = βk ( f klev ). Since the following two assumptions hold f (xk ) > f klev ≥ f ∗



for all k,



lim f klev = f ∗ ,



k→∞



(4) (5)



it is shown in [10, Theorem 2 and 3] that by choosing βk = βk ( f klev ), any cluster point x¯ of the sequence {xk } generated by (2) is a solution of problem (1).
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Since the optimal f ∗ is unknown, relations (4) and (5) are not trivial. The work [10] proposes two rules to ensure (4) that satisfy the inequality f klev ≥ f ∗ as much as possible. Such rules are applicable to the two cases below: Case A. For some solution x∗ belonging to the solution set S ∗ , a finite upper bound for the distance x∗ − x0 is known (for instance, if C is a bounded set and its diameter is known). Case B. The function f is strongly convex. In Sect. 4 of this work we consider a weak version of Case A above. In particular, we do not require an upper bound for the distance x∗ − x0 . A rough approximation estimating such distance is enough for ensuring convergence of the proposed algorithm. 1.2 Enriching subgradient methods by considering a bundle of information In order to present our proposal, we proceed giving some useful ingredients. We start by defining the halfspace Hk (t, λ) := {x ∈ H : (1/λ)gk , x − xk  + f (xk ) − t ≤ 0}.



(6)



The identity PC (xk − βk (t)gk ) = PC (PHk (t,λk ) (xk )) comes from (2) and (3). Given an initial point x0 ∈ H, the projected subgradient method given in [4] sets xˆ = x0 as stability center and considers the additional halfspace   Wk (x) ˆ := x ∈ H : x − xk , xˆ − xk  ≤ 0 (7) to define each iterate by the rule (x). ˆ xk+1 := PC∩Wk (x)∩H ˆ k ( f ∗ ,λk ) As for [20], the optimal value f ∗ is required. However, it is shown in [4] that the sequence of points {xk } generated by the rule above converges strongly to a solution of problem (1). Since f klev satisfies assumptions (4) and (5), we show in this work that the strong convergence of the sequence {xk } can be established for the method given in [4], for the choice t = f klev in (6). Furthermore, instead of getting the new iterate by projecting xˆ = x 0 onto the set C ∩ Wk (x) ˆ ∩ Hk ( f klev , λk ), the proposed algorithms project a more general stability center xˆ ∈ C onto C ∩ Wk (x) ˆ ∩ Hk , where Hk is defined as Hk := ∩ j∈Jk H j ( f klev , λ j ),



(8)



for some index set Jk ⊂ {1, 2, . . . , k} having nb ≥ 1 elements such that k ∈ Jk . Notice that if nb = 1, then Hk = Hk ( f klev , λk ) and the method is nothing but a variation of the subgradient method proposed in [4]. However, if nb > 1 the index set Jk gathers a bundle of halfspaces H j ( f klev , λ j ). Since f klev is a level target value, the proposed method is a kind of level bundle method, introduced in [13]. Bundle methods are among the most efficient nonsmooth optimization methods to solve problems of the type (1), for the particular case in which H is a finite-dimensional space. The first level bundle method was proposed in [13], which defines iterates by the scheme xk+1 = P∩ j≤k H j ( f lev ,1)∩C (xˆk ), k



for the choice xˆk = xk .



In this scheme the intersection ∩ j≤k H j ( f klev , 1) means that all information collected in the previous iterations must be kept, and thus, the level bundle methods proposed in [13] are not of
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the restricted memory type. However, it is worth to mention that after finitely many iterations some previous information can be dropped without impairing convergence; see [13]. Since the bundle of information ∩ j≤k H j ( f klev , 1) can be drastically increased, the main computational effort of the methods in [13] is spent in obtaining the next iterate xk+1 . The recent work [21] overcomes this difficulty by performing a ρ-approximate projection of xˆk = xk : the next iterate xk+1 is chosen in the set ∩ j≤k H j ( f klev , 1) ∩ C by satisfying xk+1 − xk ≤ (1 + ρ)



inf



∩ j≤k H j ( f klev ,1)∩C



x − xk for a given ρ ≥ 0.



Following the lead of [13], the level bundle methods given in [8,21] are not of the restricted memory type. In contrast to [13] and [21], the work [8] can handle inexactness from the value of the function and subgradient. Differently from the level bundle methods proposed in [8,13,21], the variants proposed in [11] possess restricted memory. This important feature is possible since the stability center xˆk is kept fixed for some consecutive iterates. Other important level methods with restricted memory are given in [5] and [12]. The former work considers more general functions rather than the Euclidean norm to perform the projections. The authors show that for large-scale convex minimization problems, the proposed restricted memory method possesses the best possible (or nearly so) rate of convergence. The main goal of the work [12] is to develop uniformly optimal first-order methods for both smooth and nonsmooth convex minimization problems. The author shows that the given method can achieve the best possible iteration complexity bounds regardless of the problem parameter inputs, such as Lipschitz constant. In all previously mentioned level bundle methods the feasible set in (1) is assumed to be compact. It is proposed in [6] a level bundle method suitable for problems like (1) with unbounded (finite dimensional) feasible sets. The recent work [17] proposes new level bundle methods that combine the main features present in the works: [5,6,8,11,13]. For more information on bundle level methods we refer to [17] and the reference therein. The several level bundle variants proposed in [5,8,11–13,17,21] are designed for the case H = n , in which strong and weak convergence are indistinguishable. Moreover, for such methods the assumption (4) is no longer demanded. In this work we assume (4) to consider a level bundle method for convex minimization in a more general Hilbert space H. Up to our knowledge, this kind of approach has not been considered in the literature on level bundle methods. We show that the proposed algorithm ensures that the sequence of generated points converges strongly to the solution that lies closest to the initial point. By eliminating the requirement (4), but assuming H = n , we propose our implementable algorithm that also uses the halfspace given in (7) as an attempt to obtain faster convergence; however, strong converge is not ensured due the possibly not satisfaction of the inequality f klev ≥ f ∗ in (4). Compactness of the feasible set C in (1) is not required. This work is organized as follows. The next section provides some preliminary results that will be used in the remainder of this text. A strongly convergent algorithm is given in Sect. 3, where its convergence is analyzed. We call this algorithm conceptual, since unless the optimal value f ∗ is known, assumption (4) is hard to be satisfied in practice. Section 4 presents an implementable algorithm eliminating the requirement of (4), and mimicking as much as possible the conceptual one. In Sect. 4.2 we comment on the implementable algorithm comparing it with some important bundle level algorithms found in the literature. Some numerical experiments are presented in Sect. 5. Finally, Sect. 6 gives some concluding remarks.
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2 Preliminary material We start by stating a well-known fact on orthogonal projections. Lemma 2.1 Let K be a nonempty, closed and convex set in H. For any given point x ∈ H, x − PK (x), z − PK (x) ≤ 0, for all z ∈ K . The proof of the above result can be obtained, for example, in [9]. We continue with an elementary property of the solution set of problem (1). Lemma 2.2 The solution set S ∗ of problem (1) is closed and convex. Proof If S ∗ = ∅, the result follows trivially. Suppose that S ∗  = ∅, the closedness of S ∗ follows easily from the lower semicontinuity of f . Convexity is elementary.   We assume that the solution set S ∗ is nonempty and that relation (4) holds. Having chosen a point xˆ ∈ H, we define the following set V (x) ˆ := {x ∈ H : z − x, xˆ − x ≤ 0, for all z ∈ S ∗ }.



(9)



In the following, we show that the sequence of points generated by the rule xk+1 = PC∩Wk (x)∩ ˆ ˆ Hk ( x) is well-defined for well-chosen



f klev



(10)



and λk in (8).



Proposition 2.1 Consider Hk ( f klev , λk ), Wk (x) ˆ and Hk defined in (6), (7) and (8), respectively. Suppose that S ∗  = ∅, f klev ≥ f ∗ and that 0 <  ≤ λ j ≤ 1 for all j ∈ Jk ⊂ {1, . . . , k}. If xk ∈ V (x), ˆ then (i) S ∗ ⊂ C ∩ Wk (x) ˆ ∩ Hk ; (ii) the next iterate xk+1 given by (10) is well-defined, and xk+1 ∈ V (x). ˆ Proof Let z ∈ S ∗ , j ∈ Jk and remember that f ∗ = f (z). It follows from the assumptions on f klev and λ j that f (x j ) − f klev + (1/λ j )g j , z − x j  ≤ f (x j ) − f (z) + (1/λ j )g j , z − x j    ≤ (1/λ j ) f (x j ) − f ∗ + g j , z − x j ) ≤ 0, where the last inequality follows from the subgradient inequality. Thus, we have shown that ˆ it follows S ∗ ⊂ H j ( f klev , λ j ) for any j ∈ Jk ; as a result, S ∗ ⊂ Hk . Since xk ∈ V (x), that z − xk , xˆ − xk  ≤ 0 for all z ∈ S ∗ . By the definition of the halfspace Wk (x), ˆ we obtain the inclusion S ∗ ⊂ Wk (x). ˆ Since S ∗ is trivially contained in C, we conclude that S ∗ ⊂ C ∩ Wk (x) ˆ ∩ Hk , establishing (i). In order to prove (ii), notice that since S ∗ is nonempty and (i) holds, then C ∩ Wk (x) ˆ ∩ Hk is nonempty. Thus, in view of (10), the next iterate xk+1 is well-defined. Besides, Lemma 2.1 with K replaced by C ∩ Wk (x) ˆ ∩ Hk ensures that x − xk+1 , xˆ − xk+1  ≤ 0 for all x ∈ C ∩ Wk (x) ˆ ∩ Hk ; in particular, using (i), xk+1 belongs to V (x). ˆ



 



The following result is the negative of Proposition 2.1(i).
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Corollary 2.3 Suppose that S ∗  = ∅. If C ∩ Wk (x) ˆ ∩ Hk is an empty set, then f klev < f ∗ .   The main ingredient in Proposition 2.1 is the inequality f klev ≥ f ∗ . When such inequality holds for some consecutive iterations, the corresponding iterates lie in a specific bounded set, as shown below. Proposition 2.2 Suppose that at some iteration i ≥ 0 the inequality f ilev ≥ f ∗ holds. Let the stability center xˆ be xi and denote j the largest iteration counter such that the weaker version of (4) holds: j



f (xk ) > f klev ≥ f ∗ for all k ∈ Ii := {k : i ≤ k ≤ j}.



(11)



Then, the sequence {xk }k∈I j generated by (7) is contained in V (x) ˆ and the inclusion S ∗ ⊂ i



j



C ∩ Wk (x) ˆ ∩ Hk holds for all k ∈ Ii . Besides, let x∗ ∈ S ∗ be a projection of the stability center xˆ onto S ∗ , i.e, x∗ = PS∗ (x). ˆ j Then, the sequence indexed by Ii is contained in the closed ball centered in (xˆ + x ∗ )/2 and with radius x∗ − x /2, ˆ i.e,   xˆ + x∗ x∗ − x ˆ {xk }k∈I j ⊂ B , . (12) i 2 2 ˆ To show that the sequence {xk } I j is contained in Proof Since xˆ = xi we have xi ∈ V (x). i



V (x) ˆ use assumption (11) and apply Proposition 2.1 inductively. Using a similar argument j ˆ ∩ Hk for all k ∈ Ii . we obtain S ∗ ⊂ C ∩ Wk (x) j Besides, define for k ∈ Ii the points yk = xk − 21 (xˆ + x∗ ) and y∗ = x∗ − 21 (xˆ + x∗ ). Since x∗ ∈ Wk (x), ˆ it follows that 0 ≥ x∗ − xk , xˆ − xk  



1 1 1 = y∗ + (xˆ + x∗ ) − yk − (xˆ + x∗ ), xˆ − yk − (xˆ + x∗ ) 2 2 2 



1 1 = y∗ − yk , −y∗ + (xˆ + x∗ ) − yk − (xˆ + x∗ ) 2 2 = y∗ − yk , −y∗ − yk  = yk 2 − y∗ 2 , where the second equality comes from the identity xˆ = −y∗ + 21 (xˆ + x∗ ). Hence, we have shown that         ˆ xk − 1 (xˆ + x∗ ) ≤ x∗ − 1 (xˆ + x∗ ) = x∗ − x ,     2 2 2 establishing (12).



 



The results given in Propositions 2.1 and 2.2 rely on the important assumption (4). In fact, if f klev < f ∗ we cannot ensure that S ∗ ⊂ C ∩ Wk (x) ˆ ∩ Hk . More importantly, the intersection C ∩ Wk (x) ˆ ∩ Hk may be empty, and therefore (10) would not be well-defined. The following is a particular consequence of Proposition 2.2, supposing the stronger assumption (4). Corollary 2.4 Suppose that relation (4) holds and let the stability center xˆ be the initial iterate x0 . Then the whole sequence {xk } of points generated by (10) is contained in the ball
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 x0 + x∗ x∗ − x0 B , . 2 2   Since relation (4) holds, the halfspace Wk (x) ˆ contains the solution set for any iteration k. This is an important fact to prove that the sequence {x k } generated by (10) converges strongly to the solution that lies closest to the initial point, xˆ = x 0 . A useful argument to provide convergence analysis is given below. Lemma 2.5 Let k ≥ 0 and suppose that (10) is well-defined. Then, xk+1 − x ˆ 2 ≥ xk − x ˆ 2 + xk+1 − xk 2 . (13)  ˆ 0 ≥ xk+1 − xk , xˆ − xk  = 21 xk+1 − xk 2 − xk+1 − x ˆ 2+ Proof Since xk+1 ∈ Wk (x),  2 xk − x ˆ , which gives the result.   In the next section we present our conceptual algorithm, assuming (4).



3 Strongly convergent level bundle-like method In this section we extend [4] to the method proposed in [10], incorporating the level bundle method ideas. The Algorithm is defined as follows: Algorithm 1 Conceptual algorithm Step 0: (Initialization) Given x0 ∈ C, obtain f (x0 ) and g0 ∈ ∂ f (x0 ). Choose nb ≥ 1,  > 0. Set xˆ = x0 , Jk = {0}, k = 0 and go to Step 1. Step 1: (Variable target updating) Select f klev satisfying (4) and (5), and λk ∈ [, 1]. Step 2: (Projection) Compute the next iterate xk+1 = PC∩Wk (x)∩ ˆ ˆ Hk ( x), ˆ and Hk defined in (7) and (8), respectively. with Wk (x) Step 3: (Stopping test) If xk+1 = xk , stop. Step 4: (Evaluation) Compute f (xk+1 ) and gk+1 ∈ ∂ f (xk+1 ). Step 5: (Bundle) Choose Jk+1 ⊃ {k + 1}, such that |Jk+1 | ≤ nb. Step 6: (Loop) Set k = k + 1 and go back to Step 1.   Before the formal analysis of the convergence properties of Algorithm 1, we make the following remarks: – The stability center xˆ = x0 is never updated. – Notice that for nb = 1, Algorithm 1 is an extension of [4] to consider level target variable f klev . If f ∗ is known, we might take f klev = f ∗ for all k. In this case, the above algorithm coincides with the one given in [4]. – Considering nb > 1 corresponds to keeping a bundle of information useful to determine the new iterate. Numerical experiments on bundle methods show that a fixed nb > 1 gives a better performance in terms of number of iterations and function evaluations required to terminate the algorithm; see Sect. 5. We proceed by proving strong convergence of the sequence generated by Algorithm 1.
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3.1 Convergence analysis We first establish some properties of the iterates generated by the proposed algorithm. Lemma 3.1 For all k ≥ 0 it holds that xk+1 − xk 2 ≥



 2 ( f (xk ) − f klev )2 . gk 2



(14)



Proof In Step 5 of iteration k, the current iterate enters the bundle: k ∈ Jk . Therefore, by (8) combined with the projection problem, we have f (x k ) + (1/λk )gk , xk+1 − xk  ≤ f klev . Hence, λk ( f (xk ) − f klev ) ≤ gk , xk − xk+1  ≤ gk xk+1 − xk , and since λk ≥ , the result follows.



 



Validity of the stopping criteria is given in the following result. Lemma 3.2 Let {xk } be the sequence generated by Algorithm 1. If Algorithm 1 stops at iteration k, then xk ∈ S ∗ . Proof If the algorithm stops at iteration k, then xk+1 = xk . Suppose that xk is not a solution. It follows from (14) and (4) that 0 ≥ f (xk )− f klev > 0; this contradiction shows that xk ∈ S ∗ .   Since (4) holds, it is easily seen that if the algorithm does not stop, then f (xk ) − f klev > 0 for all k. For now on we suppose that Algorithm 1 does not terminate. The following result proves optimality of weak cluster points of {xk }. Theorem 3.3 Either {xk } is bounded and each of its weak cluster points belongs to the solution set S ∗  = ∅, or S ∗ = ∅ and limk→∞ xk = ∞. Proof If {xk } is bounded, we obtain from (13) that the sequence { xk − x } ˆ is nondecreasing and bounded, hence it converges. Thus, by rewriting (13) 0 ≤ xk+1 − xk 2 ≤ xk+1 − x ˆ 2 − xk − x ˆ 2. Taking limits in the above inequality we conclude that limk→∞ xk+1 − xk 2 = 0. It follows from (4) that f (xk ) − f klev > 0 for all k. So, using (14) we get that



2 f (xk ) − f klev 2 2 0 = lim xk+1 − xk ≥  lim ≥ 0. k→∞ k→∞ gk The boundedness of {gk } follows from the boundedness of {xk } and the assumption that ∂ f is bounded on bounded sets. Thus, by using (5) we conclude lim f (xk ) = lim f klev = f ∗ .



k→∞



k→∞



(15)



Since {xk } is bounded, there exists a weakly convergent subsequence {xik } having a weak limit x¯ belonging to C. Since f is lower semicontinuous and convex, then f is weakly lower semicontinuous and we use (15) to show that f ∗ ≤ f (x) ¯ ≤ lim inf f (xik ) = lim f (xk ) = f ∗ . k→∞
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We conclude that x¯ ∈ S ∗ , and therefore all weak cluster points of {xk } belong to the solution set S ∗ . Now suppose that S ∗ = ∅. Using the first assertion of this theorem, we obtain that {x k } has no bounded subsequence, and consequently limk→∞ xk = ∞.   Supposing that the solution set is nonempty, we are now ready to prove that the sequence {xk } generated by Algorithm 1 converges strongly to the solution closest to the initial point x0 = x. ˆ Theorem 3.4 Assume (4) and suppose the solution set S ∗ is nonempty and define x∗ = PS ∗ (x), ˆ with xˆ = x0 . Then, {xk } converges strongly to x∗ . Proof The solution set S ∗ is closed and convex; see Lemma 2.2. Therefore, since the set S ∗ is nonempty, the point x∗ is well-defined. The following inequality holds by definition of x k : xk − x ˆ ≤ x − x ˆ for all x ∈ C ∩ Wk−1 (x) ˆ ∩ Hk−1 .



(16)



In particular, it follows from (4) and Proposition 2.1(i) that xk − x ˆ ≤ x∗ − x , ˆ



for all k.



(17)



By Corollary 2.4 and Theorem 3.3, the sequence {xk } is bounded and each of its weak cluster points belongs to S ∗ . Let {xik } be any weakly convergent subsequence of {xk }, and let x¯ ∈ S ∗ be its weak limit. Observe that ˆ 2 xik − x∗ 2 = xik − xˆ − (x∗ − x) = xik − x ˆ 2 + x∗ − x ˆ 2 − 2xik − x, ˆ x∗ − x ˆ ≤ 2 x∗ − x ˆ 2 − 2xik − x, ˆ x∗ − x, ˆ where the inequality follows from (17). By the weak convergence of {xik } to x, ¯ we obtain lim sup xik − x∗ 2 ≤ 2( x∗ − x ˆ 2 − x¯ − x, ˆ x∗ − x). ˆ



(18)



k→∞



Applying Lemma 2.1 with K = S ∗ , x = x0 and z = x¯ ∈ S ∗ , and taking into account that x∗ is the projection of xˆ onto S ∗ , we have xˆ − x∗ , x¯ − x∗  ≤ 0. This inequality gives 0 ≥ −x¯ − x∗ , x∗ − x ˆ = −xˆ − x∗ , x∗ − x ˆ − x¯ − x, ˆ x∗ − x ˆ ≥ x∗ − x ˆ 2 − x¯ − x, ˆ x∗ − x. ˆ Combining the above inequality with (18) we conclude that {xik } converges strongly to x∗ . Hence, we have shown that every weakly convergent subsequence of {x k } converges strongly to x∗ . As consequence, the whole sequence {xk } converges strongly to x∗ ∈ S ∗ .   The main role to ensure strong convergence is played by relation (4), which guarantees ˆ ∩ Hk for all k; see Proposition 2.1. This inclusion allows the inequality that S ∗ ⊂ C ∩ Wk (x) xk − x ˆ ≤ x∗ − x ˆ for all k, which is crucial to prove Theorem 3.4. However, unless the optimal value is known, (4) is not trivial. Despite the name conceptual, Algorithm 1 may be very useful in some applications: suppose one wants to find a minimal norm solution x ∈ n of a linear system Ax = b, with A ∈ m×n , b ∈ m and n >> m. This task can be carried out by setting C = n and
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f (x) = Ax − b 2 in problem (1), and by using Algorithm 1 with initial point x0 = 0 ∈ n and f klev = f ∗ = 0 for all iterations k. In the following we give an implementable algorithm that does not assume (4). In order to have resembled convergence properties of Algorithm 1, the next algorithm tries to satisfy the inequality f klev ≥ f ∗ as much as possible. 4 Implementable level bundle algorithm ˆ is greater than PS ∗ (x) ˆ − x ˆ =D It follows by Corollary 2.4 that if the distance xk+1 − x (the distance between the stability center and the solution set), then the target variable f klev is less than the optimal value f ∗ . Therefore, if the distance D above is known, we can use it to identify whether the undesirable inequality f klev < f ∗ holds: in order to get f klev ≥ f ∗ , ˆ > D. increase f klev whenever xk+1 − x 



(19)



We mention that knowing D may be as unlikely as knowing the optimal value f ∗ . However, while rough estimatives of f ∗ might provide very poor solution to problem (1) (see comments (i) and (ii) in the Introduction), according to the rule (19) rough estimatives for D may give level target f klev lower than f ∗ , and thus the projection (10) may not be well-defined; Proposition 2.1. Since Algorithm 2 below can handle the latter situation, we propose to use an estimation D of D in (19). Moreover, instead of keeping the stability center fixed as in Algorithm 1, we update xˆ whenever f (xk+1 ) ≤ f (x) ˆ − κνk , with κ ∈ (0, 1) and νk = f (x) ˆ − f klev ,



(20)



that is, when the iterate provides sufficient descent. Accordingly, each iteration results either – in a descent step, when (20) holds, so xˆ is moved to xk+1 ; or – in a null step, when (20) does not hold, and the stability center is maintained. For this reason, we index the stability center by k: xˆk . Before introducing our implementable algorithm, we need an additional optimality certificate, given in Proposition 4.2. Following we provide some useful ingredients. Proposition 4.1 Let k be an iteration counter and Jk ⊂ {1, . . . , k}. Given a level target f klev , let fˇk be a cutting-plane model for f given by   fˇk (x) := max max{ f (x j ) + (1/λ j )g j , x − x j }, f klev + x − xk , xˆk − xk  . (21) j∈Jk



If C is a polyhedron or if riC ∩ {x : fˇk (x) ≤ f klev }  = ∅, then the point xk+1 satisfies (10) if and only if fˇk (xk+1 ) ≤ f klev , xk+1 ∈ C and there exist a subgradient gˆ k ∈ ∂ fˇk (xk+1 ) + NC (xk+1 ) and a stepsize μk ≥ 0, such that xk+1 = xˆ − μk gˆ k and μk ( fˇk (xk+1 ) − f klev ) = 0.



(22)



In addition, the aggregate linearization f −k (·) := fˇk (xk+1 ) + gˆ k , · − xk+1  satisfies f −k (x) ≤ fˇk (x) ≤ f (x) for all x ∈ C. (23) Proof The unique point given by (10) can be obtained by solving the problem ⎧ ˆ 2 ⎨ min 21 x − x s.t. x ∈ Wk (x) ˆ ∩ Hk ⎩ x ∈ C,
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⎧ ˆ 2 ⎨ min 21 x − x s.t. fˇk (x) ≤ f klev ⎩ x ∈ C.



Introducing the indicator function i C of the set C, the problem above can be written as  min 21 x − x ˆ 2 + i C (x) s.t. fˇk (x) ≤ f klev . Thus, (22) are the KKT conditions for the above problem. Remembering that the normal cone NC (x) coincides with the subdifferential ∂i C (x), then gˆ k is a subgradient of fˇk (xk+1 ) + i C (xk+1 ). Therefore, (23) is just the subgradient inequality.   Given the aggregate linearization f −k , let us define the linearization error eˆk = f (xˆk ) − f −k (xˆk ),



(24)



which is nonnegative due to relations (23). Therefore, it follows from (23) that for all x ∈ C f (x) ≥ f −k (x) = fˇk (xk+1 ) + gˆ k , (x − xˆk ) + (xˆk − xk+1 ) = fˇk (xk+1 ) + gˆ k , xˆk − xk+1  + gˆ k , x − xˆk  = f −k (xˆk ) + gˆ k , x − xˆk  = f (xˆk ) − ( f (xˆk ) − f −k (xˆk )) + gˆ k , x − xˆk , i.e., f (x) ≥ f (xˆk ) − eˆk + gˆ k , x − xˆk  for all x ∈ C.



(25)



We now are ready to give an optimality certificate. Proposition 4.2 Let linearization error eˆk given in (24). If the multiplier μk given in (22) is strictly positive, then the expected decrease νk given in (20) can be rewritten as νk = eˆk + μk gˆ k 2 .



(26)



Besides, we have f (x) ˆ ≤ f (x) + eˆk + gk x − xˆk for all k and x ∈ C. If there exists K ⊂ {1, 2, . . .} such that limk∈K eˆk = 0, limk∈K gˆ k = 0, and {xˆk } is bounded, then f (xˆk ) eventually estimates the infimal value of f , i.e., limk∈K f (xˆk ) ≤ f ∗ . Proof Whenever μk > 0, (22) ensures that fˇk (xk+1 ) = f klev and hence, eˆk = f (xˆk ) − f −k (xˆk ) = f (xˆk ) − ( fˇk (xk+1 ) + gˆ k , xˆk − xk+1 ) = f (xˆk ) − f klev − μk gˆ k 2 . The first item follows from (20). Besides, it follows from (25) that f (xˆk ) ≤ f (x) + eˆk + gˆ k x − xˆk for all x ∈ C.
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Therefore, since {xˆk } is bounded, lim f (xˆk ) ≤ f (x) + lim eˆk + lim gˆ k x − xˆk ≤ f (x) for all x ∈ C.



k∈K



k∈K



k∈K



  The above result shows that we can stop our algorithm when both eˆk and gˆ k are small. We now give the implementable algorithm. Algorithm 2 Implementable level bundle algorithm Step 0: (Initialization). Choose parameters κ, κl ∈ (0, 1), an upper bound D > 0 estimating the distance between the initial point and the solution set, and a stopping tolerances Tol , Tole , Tolg > 0. Given x0 ∈ C, set xˆ0 = x0 . Compute f (x0 ) and g0 . Choose a lower bound satisfying f 0low ≤ f ∗ , define the gap 0 = f (x0 ) − f 0low . Set ν0 = (1 − κl ) 0 if f 0low > −∞, or choose ν0 > 0 otherwise. Let J0 = {0}, k = 0, kw = 0, = 0 and k( ) = 0. Step 1: (Stopping test). If k ≤ Tol , stop. Otherwise, update the level value: f klev = f (x) ˆ − νk . Step 2: (Next iterate) If C ∩ Wkw (xˆk( ) ) ∩ Hk = ∅, set f klow = f klev , k = f (xˆk( ) ) − f klow , kw = k( ), νk = (1 − κl ) k and go back to Step 1. Otherwise, let xk+1 be the solution to (10). Step 3: (Stopping test). Let u j ≥ 0  (with j ∈ Jk ) be the multiplier associated to the constraints in Hk . Set μk = j∈Jk u j , gˆ k = (x k( ) − x k+1 )/μk and eˆk = νk − 2 μk gˆ k . Stop if eˆk ≤ Tole and gˆ k ≤ Tolg . Step 4: (Level attenuation) If xk+1 − xˆk( ) > D, set νk = νk /2, kw = k( ) and go back to Step 1. Step 5: (Oracle call). Compute f (xk+1 ) and gk+1 ∈ ∂ f (xk+1 ). low = f low . If (20) holds, declare a descent step; set = Step 6: (Descent test). Set f k+1 k



+ 1, k( ) = k + 1 and update the stability center xˆk( ) = xk+1 . Set k+1 = low and ν f (xˆk( ) ) − f k+1 k+1 = min{νk , (1 − κl ) k+1 }. Otherwise, declare a null step; k+1 = k , and νk+1 = νk . Step 7: (Bundle updating) Choose Jk+1 ⊃ {k + 1}. Set k = k + 1, kw = k and go back to Step 1.   Since C is a bounded polyhedron, the initial lower bound f 0low for the optimal value, if it is not available, can be obtained by solving the linear programming problem f 0low = min f (x0 ) + g0 , x − x0 . x∈C



It follows from the subgradient inequality that f 0low ≤ f ∗ . In order to verify if the level set is empty, we may try to solve the projection problem in Step 3 and let the solver returns with an information if the projection set is empty. If so, then by Corollary 2.3 the level target f klev is a lower bound for the optimal value f ∗ . In order to make the projection set nonempty we must increase f klev . The simple rule f klow = f klev decreases the optimality gap k by a factor of (1 − κl ) k . Hence, since the stop tolerance is strictly positive, it cannot exist an infinite loop between Steps 2 and 1. Here comes an important technicality: in order to fulfill the assumptions in Proposition 2.1 we restart the counter kw



123



J Glob Optim (2014) 59:787–809



799



(used to define the halfspace Wkw (xˆk( ) )) to the iteration k( ) whenever the projection set is empty. This procedure avoids cutting off the solution set while enforcing f klow to be a valid lower bound for f ∗ whenever the projection set is empty. As a result, if the algorithm stops in Step 1 we have Tol ≥ f (xk( ) ) − f klow ≥ f (xk( ) ) − f ∗ , i.e., the th stability center xˆk( ) is a Tol -solution to problem (1). Steps 2 and 6 ensure that the sequences νk and k are monotonically nonincreasing. Moreover, 0 ≤ νk ≤ k for all iterations k, by construction. There are only two ways to decrease the expected decrease νk : – by level attenuation in Step 4; – or by decreasing the optimality gap: νk = (1 − κl ) k . The convergence analysis of the algorithm is given below. 4.1 Convergence analysis In this section we consider Tol = Tole = Tolg = 0. Our aim is to show that either k → 0, or



(27a)



there exists K ⊂ {1, 2, . . .} such that lim eˆk = 0 and k∈K



lim gˆ k = 0.



k∈K



(27b)



With the above ingredients, Theorem 4.3 below gives the convergence analysis of Algorithm 2. We start this section with the following result. Lemma 4.1 Let the subset A ⊂ {1, 2, . . .} gathering iterations k for which level attenuation is required,



(28)



and let D > 0 be the constant for the level attenuation in Step 4 of Algorithm 2. Then, the multiplier μk given in (22) satisfies μk >



D2



ν0



> 0 for all k ∈ A.



Proof It follows by definition of subset A that xk+1 − xˆk( ) > D for all k ∈ A. Therefore, using (26), the nonnegativity of the linearization error eˆk and (22) the relations μk νk = μk eˆk + μk gˆ k 2 ≥ μk gˆ k 2 = xk+1 − xˆk( ) 2 > D2 hold for all k ∈ A. The result follows due to the inequality ν0 ≥ νk .



 



The above result is important for the following lemma. Lemma 4.2 If Algorithm 2 loops forever between Steps 1 and 4, then the sequence {x k } is finite and (27b) holds. Proof If there is an infinite cycle between Steps 1 and 4, the iteration counter k is fixed: no new iterate xk+1 is generated, and νk = ν → 0. Because k is fixed, we denote eˆk = e, gˆ k = gˆ and μk = μ in the following development: 0 ≤ eˆ +



D2



ν0



g 2 ≤ eˆ + μ g 2 = ν → 0,



where the second inequality follows from Lemma 4.1. Therefore, both eˆ and gˆ go to zero and (27b) holds for K = A defined in (28).  
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For now on we assume that there is no infinite cycle between Step 1 and 4. In order to show convergence of Algorithm 2 we consider the two exclusive cases below: – either there are infinitely many descent steps; – or the stability center xˆk( ) remains unchanged after a finite number of iterations. We now consider the first case. Proposition 4.3 Suppose that there are infinitely many descent steps. If f ∗ > −∞, then (27) holds. Proof The descent test (20) implies f (xˆk( ) ) − f (xˆk( +1) ) ≥ κνk( +1)−1 ≥ 0. Summing over in the above inequality and using that f ∗ > −∞, we get ∞ > f (xˆk(0) ) − lim f (xˆk( +1) ) ≥ κ 



∞ 



νk( +1)−1 ,



(29) 



=0



i.e., limk νk = 0 because of monotonicity. Then, by (26) we conclude lim eˆk = 0, and lim μk gˆ k = 0. k



(30)



k



As already mentioned, there are only two ways to decrease the expected decrease νk : – (i) by level attenuation in Step 4; – (ii) or by decreasing the optimality gap: νk = (1 − κl ) k . In addition to the subset A defined in (28), we consider the subset K, gathering iterations K



A



k for which νk = (1 − κl ) k . As νk → 0, then either νk → 0 or νk → 0. Suppose that K



K



νk → 0. By Step 2, and possibly Step 6, νk = (1 − κl ) k for all k ∈ K. Thus, k → 0, and (27a) holds by monotonicity of { k }. A



Suppose now that νk → 0. By Lemma 4.1 and (24), we have 0 ≤ eˆk +



D2



ν0



A



gˆ k 2 < eˆk + μk gˆ k 2 = νk → 0.



As consequence, limk∈A gˆ k = 0 and, by using (30), the relations in (27b) hold with K = A.   It remains to consider the case of finitely many descent steps. Proposition 4.4 Suppose that Algorithm 2 generates only finitely many descent steps. Then (27) holds. Proof Let k1 be the iteration counter for the last stability center. Then, xˆ = xˆk for all k ≥ k1 . ¯ > 0 such that k ≥ ¯ for all k sufficiently large (otherwise (27a) Suppose that there is would hold). Suppose also that the set A given in (28) has finitely many indices (otherwise we would have (27b) with K = A). Therefore, there exists k2 such that νk = νk−1 > ν¯ for all k ≥ k2 and some positive ν¯ . Since the stability center is fixed, we have for all k ≥ max{k1 , k2 } the relation f (xk ) ≥ f (xˆk−1 ) − κνk−1 = f (xˆk ) − κνk .
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It follows from (14) and k ≥ max{k1 , k2 } that 2 ( f (xk ) − f klev )2 gk 2 2 ≥ ( f (xˆk ) − κνk − f klev )2 gk 2 2 = ((1 − κ)νk )2 gk 2 2 ≥ ((1 − κ)¯ν )2 > 0, gk 2



xk+1 − xk 2 ≥



where we used that νk = f (xˆk ) − f klev . Together with (13), and remembering that xˆ = xˆk : ˆ 2 ≥ xk − x ˆ 2+ xk+1 − x 



2 ((1 − κ)¯ν )2 > 0. gk 2



Our assumption that the subdifferential ∂ f (x) is locally bounded implies that x k+1 − x ˆ 2→ ∞, contradicting that A has finitely many indices. Hence, (27) holds.   The convergence analysis of Algorithm 2 is summarized in the following theorem. Theorem 4.3 If f ∗ > −∞, then (27) holds. Moreover, let {xˆk } ⊂ C be the sequence of descent steps generated by Algorithm 2. Then lim inf k f (xˆk ) ≤ f (x) for all x ∈ C, and any cluster point (if any exists) of {xˆk } is a solution to problem (1). Proof The algorithm’s behavior can be split into three cases: – (i) infinite cycle between steps 1 and 4; – (ii) infinitely many descent steps are generated; – (iii) only finitely many descent steps are performed. In all cases we showed that (27) holds: (i) is addressed in Lemma 4.2, (ii) in Proposition 4.3, and case (iii) is considered in Proposition 4.4. If (27a) holds, then 0 = lim k = lim( f (xˆk ) − f klow ) ≥ lim f (xˆk ) − f ∗ ≥ 0, k



k



k



showing that any cluster point of {xˆk } is a solution to problem (1). In case (27b) holds, we recall to Proposition 4.2 if {xˆk } is bounded sequence to show the result. It remains to consider the case in which {xˆk } is unbounded. In order to get a contraction, suppose that f (xˆk ) > f ∗ for all k. This is equivalent to say that there exist t > 0 and y ∈ C such that f (xˆk( ) )  f (y) + t for all . Defining j ( ) = k( + 1) − 1 and using the following inequality given by (25): gˆ j ( ) , x − xˆk( )   f (x) − f (xˆk( ) ) + eˆ j ( ) for all x ∈ C, we conclude that gˆ j ( ) , y − xˆk( )   eˆ j ( ) − t.
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Therefore, xˆk( +1) − y 2 = xˆk( ) − μ j ( ) gˆ j ( ) − y 2 = xˆk( ) − y 2 + μ j ( ) gˆ j ( ) 2 + 2μ j ( ) gˆ j ( ) , y − xˆk( )  = xˆk( ) − y 2 + μ j ( ) [μ j ( ) gˆ j ( ) 2 + 2gˆ j ( ) , y − xˆk( ) ]  xˆk( ) − y 2 + μ j ( ) [μ j ( ) gˆ j ( ) 2 + 2eˆ j ( ) − 2t]  xˆk( ) − y 2 + 2μ j ( ) [ν j ( ) − t],



where we have used (26). Since (27b) holds and {νk } is monotone, we conclude that ¯ Thus, for ≥ , ¯ lim ν j ( ) = 0. So, there exists ¯ such that ν j ( ) < t/2 for all ≥ . xˆk( +1) − y 2  xˆk( ) − y 2 + 2μ j ( ) [v j ( ) − t]  xˆk( ) − y 2 − tμ j ( ) 2  xˆk( ) ¯ − y − t 







μ j (s)



s= ¯



2  xˆk( ) ¯ − y ,



contradicting the fact that the sequence {xˆk } is unbounded. Hence, lim inf f (xˆk ) ≤ f (x) for all x ∈ C.   Suppose that problem (1) is unbounded from below, i.e, f ∗ = −∞. Then, k = ∞ for all k and it will exist ν¯ > 0 such that νk ≥ ν¯ for all k (otherwise would exist infinitely many level attenuation steps and (27b) would hold. By taking y ∈ C and t > 0 we can proceed as in the demonstration of Theorem 4.3 to show that does not exist k¯ > 0 such that f (xˆk ) ≥ f (y) + t ¯ Hence, there will be infinitely many descent steps (otherwise Proposition for all k ≥ k). 4.4 would hold) and limk f (xˆk ) = −∞. We conclude that Algorithm 2 always ensures that limk f (xˆk ) = f ∗ . We now compare Algorithm 2 with more level bundle algorithms found in literature. 4.2 Some comments and comparisons For sake of comparison with other methods, we assume in this section that the space H has finite dimension, i.e., H = n . In this manner, Algorithm 2 is closely related to the level bundle method developed in [6]. However, there exist some particularities elucidated below. 4.2.1 Bundle management The level method in [6] can keep the bundle of information Jk bounded with only two pieces without impairing convergence. One of these two pieces compiles the previous information in the so called aggregated linearization f −k ; see (23). We recall to [17, Proposition 3.2] for a comprehensive exposition about the aggregated linearization. In contrast, Algorithm 2 does not consider this kind of linearization, but can keep the bundle of information Jk with only one piece: {k}. It is worth to mention that the halfspace Wk given in (7), and not considered in [6], somehow replaces the need of keeping the aggregated linearization. In practice, both Algorithm 2 and the one given in [6] can consider the same number of constraints in the projection problem to determine the next iterate. This is also the case of the methods given in [5,12,17]. In contrast, the methods [8,13,21] are not restricted memory methods in a strict
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sense, but the bundle size can be effectively controlled for practical purposes, as shown in [25]. 4.2.2 Level attenuation The level attenuation performed in Step 4 of Algorithm 2 takes into account the difference between the next iterate and the stability center. As mentioned, this procedure aims to satisfy as much as possible the inequality f klev ≥ f ∗ , crucial to show strong convergence in Algorithm 1. Although the method given in [6] does not aim to keep the level target above the optimal value, the algorithm increases the level target whenever the multiplier μk given in (22) is sufficiently large. The algorithms proposed in [5,8,11–13] do not perform level attenuation. The reason is that those algorithms are designed for convex minimization over compact feasible sets, and thus the lower bound updating may increase the level target. 4.2.3 Lower bound updating The level method proposed in [5,8,12,13,21] update the lower bound f klow at each iteration k by solving an additional subproblem of the type: f klow =



min



(x,r )∈n+1



r s.t. x ∈ C, f (x j ) + g j , x − x j  ≤ r, for all j ∈ Jk .



(Notice that if C is polyhedral, then the above is a linear programming problem.) Differently, Algorithm 2 only updates the lower bound f klow (without solving any optimization problem) in Step 2 when the projection set is found to be empty. This strategy, also employed in [17], reduces the computational burden making each iteration of Algorithm 2 cheaper than iterations of the algorithms given in [5,8,12,13,21]. 4.2.4 Stability center The projection point, or stability center, of Algorithm 2 is updated like in [6], i.e., after a significant decrease of the function; see (20). It is used in [8,13,21] the current point xk as a stability point; this updating rule entails a shortcoming: the information bundle Jk cannot be kept bounded. We mention that if the feasible set C is compact, we can proceed like in [11] and [17] to give complexity analysis of our algorithms. Following we illustrate our Algorithm 2 with some numerical experiments.



5 Numerical results We now report on results obtained by Algorithm 2 on some academic problems. Numerical experiments were performed using three solvers: – PBM—Proximal Bundle Method, [9]; – LBM-1—Level Bundle Method, [6]; – LBM-2—Level Bundle Method, Algorithm 2. For a comparison between level bundle algorithms given in [8,11,13] we refer to [17]. See also [25] for more numerical experiments.



123



804



J Glob Optim (2014) 59:787–809



The√tolerances for the stopping tests were set as Tol = 10−6 , Tolg = Tole = Tol n. However, we replaced the stopping test k ≤ Tol in Step 1 of Algorithm 2 by k /(1 + | f (xˆk )|) ≤ Tol . To solve quadratic problem (10) and the linear programming problems resulting from the battery of tests we used the MOSEK toolbox for MATLAB; see http://www.mosek.com/. We considered ten families of problems available at the homepage http://web.uni-corvinus. hu/~ideak1/kut_en.htm, by I. Deák. Each problem has the form (1) with f (x) := c x +



N 



pi Q(x, h i ) and C := {x ∈ n+ : Ax = b},



(31a)



i=1



where c ∈ n , the matrix A ∈ m 1 ×n and the vector b ∈ m 1 are such that the set C is bounded. Also, Q(x, h i ) := minn q  y s.t. T x + W y = h i y∈+2



(31b)



is the recourse function (which is convex) corresponding to the i-th scenario h i ∈ m 2 , with probability pi > 0. We refer to [23, Chapter 2] for more information on two-stage stochastic linear programming problems. The twenty instances corresponding N ∈ {5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, 95, 100} scenarios were considered to benchmark the three solvers. Since function Q(x, h) is convex in both arguments, the initial lower bound for the optimal value was determined by solving the following linear programming problem ⎧ min c, x + q, y ⎪ ⎪ ⎪ ⎪ Ax =b ⎪ ⎨ N 1  f 0low = T x + W y = hi ⎪ ⎪ ⎪ N ⎪ ⎪ i=1 ⎩ x, y ≥ 0. All methods use as starting point x0 the solution (on variable x) of the above problem. As a consequence, the optimal value f ∗ belongs to the interval [ f 0low , f (x0 )]. It follows by the setting of Algorithm 2 that the initial level parameter is defined as f 0lev = (1 − κl ) f 0low + κl f (x0 ), a convex combination between the available lower and upper bounds for f ∗ . For the numerical experiments we have set κl = 0.5. We mention that good estimates of the optimal value f ∗ can be obtained by employing sample average approximation, consisting in solving several small instances of problem (1) with objective function defined in (31); see [23, Chapter 5] and [22]. Such estimates are known to have a downward bias, as shown in [14,16]. However, the estimates might be useful to set the initial level parameter f 0lev . Since in this section we are interested in the performance of Algorithm 2 (that can be used in the sample average approximation strategy as well) we do not investigate different approaches for solving stochastic optimization problems. Interested readers are referred to [18] for more techniques to solve two-stage stochastic linear programs. We start with the performance profile of the solvers over the 200 instances. The top figure considers the CPU time, and the bottom one considers the number of iterations, which coincides with the number of oracle calls (Fig. 1). The higher is the line, the better (in terms of CPU or number of iterations) is the solver. We refer to [7] for information on performance profiles. We mention that the value θ (1)
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Fig. 1 Performance profile of the number of iterations and CPU time



Table 1 CPU time in minutes and iterations to solve each problem over 20 instances Problem



PBM CPU



LBM-1 ite



CPU



LBM-2 ite



CPU



ite



1



2.63



384



2.67



377



2.53



2



3.24



406



1.80



220



1.69



370 225



3



10.90



1124



5.62



589



5.61



590



4



4.14



601



3.32



504



3.33



505



5



4.28



562



2.56



355



2.55



355



6



13.22



1297



8.21



816



8.23



812



7



13.12



1914



10.49



1502



10.54



1466



8



21.22



2612



18.32



2208



16.94



2052 1000



9



17.01



1591



10.77



1018



10.39



10



16.64



2419



15.41



2198



15.01



2149



106.38



12910



79.18



9787



76.82



9524



Sum



gives the probability of the solver to be the best one. For example, LBM-2 is the fastest in approximately 70 % of the 200 different instances, followed by the LBM-1 (30 %). Solver LBM-2 is not only the fastest one but also the more robust: it achieves θ (τ ) = 1 for lower values of τ . Table 1 gives the CPU time (in minutes) and number of iterations to solve 20 instances of each one of the 10 problems. In bold are the shortest time required to solve each problem, over 20 instances. We can see from the table that none of the solvers is uniformly better: better results are given by LBM-2. For the problems of family 2 (second line on Table 1), we notice that although LBM-1 has performed less iterations than LBM-2, solver LBM-2 was faster than
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Fig. 2 Total CPU time and number of iterations



LBM-1. This is due to the fact that for more difficult problems (with higher numbers of scenarios) LBM-2 performed less iterations. Figure 2 shows the total CPU time and number of iterations to solve all 200 instances. The values refer to the last line in Table 1. We see that both CPU time and number of iterations are almost the same for the solvers LBM-1 and LBM-2, being LBM-2 slightly better. Since both solvers can take advantage of an available lower bound for f ∗ to update the expected decrease νk , and thus the level parameter f klev , the level solvers LBM-1 and LBM-2 performed better than the proximal bundle solver PBM, which does not consider such a lower bound. We finalize our numerical analysis by comparing the effect of changing the bundle size |Jk | = nb. To do so, we consider only the twenty instances of the problems of family 7. Moreover, since we know (approximately) the optimal values for each instance (because we have solved until optimality), we also analyze the effect of considering f klev = f ∗ at each iteration. Figure 3 shows these experiments. In Fig. 3 the top graph gives the CPU time required for solving each instance. The bottom graph gives the number of iterations (which is equal to the number of oracle calls). Here, the maximum number of iterations allowed is 200. We see that except for the case whose the size bundle is just one linearization, Algorithm 2 achieves the stopping test. Moreover, the number of iterations decreases as the bundle size nb increases. This is coherent with our intuition: the bigger is the bundle size, the better is the approximation of f by the model fˇ, and therefore less iterations are required by the algorithm. Since in the case nb = 1 (projected subgradient variant) the algorithm did not stop by the optimality criteria, it makes sense to analyze the percentage error 100



( f (xˆMaxIt ) − f ∗ ) . f∗



Figure 4 bottom graph gives the above error for each instance. We see that most of the errors are less than one percent, showing that the iterates were close to the solution at iteration
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Fig. 4 Total CPU time, number of iterations and percentage error for bundle size equal to 1



k = 200. The top left and top right graphs in Fig. 4 give, respectively, the total number of iterations and CPU time required to solve all twenty instances. We emphasize that for nb = 10, the total number of iterations is 2,103; for nb = 30 the total number of iterations is 1,393, providing a reduction of approximately 34 %. This reduction is still bigger when the level parameter is set as the optimal value f klev = f ∗ for all iterations: only 967 iterations are required to solve all twenty instances. Hence, for some applications whose optimal value f ∗ is known, it makes sense to set the level parameter as the optimal value in order to reduce the number of iterations to meet the stopping criteria.
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6 Concluding comments We gave a modified approach to the strongly convergent projected subgradient method proposed in [4], for solving nonsmooth convex minimization problems, adopting the point of view of level bundle techniques. We presented two algorithms: – Algorithm 1 that requires that the level parameter is greater or equal to the optimal value of the problem. Because of this requirement, we call this oracle conceptual. We showed that the sequence of points generated by this algorithm converges strongly to a solution closest to the initial iterate. Moreover, all the iterates are contained in a ball with diameter equal to the distance between the initial iterate and the solution set. – Algorithm 2, which mimics as much as possible the conceptual one in order to resemble convergence properties. The algorithm tries to keep the level parameter above the unknown optimal value by means of estimating the distance between the current point and the solution set. In contrast with many level bundle methods found in literature, compactness of the feasible is not required. Convergence analysis and comparisons of this algorithm with other important level bundle algorithms were given. We presented some numerical results comparing Algorithm 2 with two bundle algorithms: the proximal bundle method given in [9], and the level bundle method proposed in [6]. Our experiments showed that our algorithm performs at least as good as the aforementioned methods. Acknowledgments The authors are grateful to the reviewers for their insightful comments and remarks. Research for this paper was partially supported by PROCAD-nf—UFG/UnB/IMPA research and PRONEX— CNPq-FAPERJ—Optimization research, and by project CAPES-MES-CUBA 226/2012 “Modelos de Otimização e Aplicações ”. The first author thanks CNPq and the Institute for Pure and Applied Mathematics (IMPA), in Rio de Janeiro, Brazil, where he was a visitor while working on this paper.
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