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Limit theorem for controlled backward SDEs and homogenization of Hamilton-Jacobi-Bellman equations Rainer BUCKDAHN
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Abstract We prove a convergence theorem for a family of value functions associated with stochastic control problems whose cost functions are deﬁned by backward stochastic diﬀerential equations. The limit function is characterized as a viscosity solution to a fully nonlinear partial diﬀerential equations of second order. The key assumption we use in our approach is shown to be necessary and suﬃcient assumption for the homogenizability of the control problem. The results generalize partially homogenization problems for Hamilton-Jacobi-Bellman equations treated recently by Alvarez and Bardi by viscosity solution methods. In contrast to their approach, we use mainly probabilistic arguments, and discuss a stochastic control interpretation for the limit equation.
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Introduction



The asymptotic analysis for (forward) stochastic diﬀerential equations (SDEs) with periodic structures has been largely investigated by numbers of authors in connection with the homogenization of second order partial diﬀerential equations (PDEs). Since the nineties, motivated by their relationship to quasilinear PDEs (generalized Feynman-Kac formula), backward stochastic diﬀerential equations (BSDEs) have also been studied as a tool of the homogenization. We can refer to [5], [12], [14] and the references therein for the developments of the theory of homogenization for linear equations, and to [6], [7], [11], [15] for the study of quasi-linear equations using BSDE approaches. This paper is concerned with the asymptotic analysis for a family of value functions associated with stochastic control problems governed by controlled BSDEs. Let (Ω, F, P ) be a complete probability space endowed with a ﬁltration F = (Fs )s≥0 satisfying the usual conditions, and let W = (Ws )s≥0 be a d-dimensional F-Brownian motion on (Ω, F, P ). For a ﬁxed time horizon T > 0, a given Fpredictable control process α = (αs )0≤s≤T , we consider the following decoupled forward-backward ∗ D´ epartement de Math´ ematiques, Universit´ e de Bretagne Occidentale, 6, Avenue Victor Le Gorgeu, B.P. 809, 29285 Brest Cedex, France. e-mail: [email protected] † (Corresponding author.) D´ epartement de Math´ ematiques, Universit´ e de Bretagne Occidentale, 6, Avenue Victor Le Gorgeu, B.P. 809, 29285 Brest Cedex, France. e-mail: [email protected] TEL: +33 (0) 2 98 01 72 45, FAX: +33 (0) 2 98 01 67 90. 2000 Mathematics Subject Classification. 60H30, 35B27, 93E20, 49L25. keywords. homogenization, Hamilton-Jacobi-Bellman equations, viscosity solutions, backward stochastic diﬀerential equations, stochastic optimal control, stochastic ergodic control. Short title. BSDEs and homogenization of HJB equations
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stochastic diﬀerential equations (FBSDEs) with initial condition (t, x) ∈ [0, T ] × Rd  ϵ,α −1 ϵ,α −1 −1 ϵ,α −1 ϵ,α   dXs = g(ϵ Xs , αs ) ds + ϵ b(ϵ Xs , αs ) ds + σ(ϵ Xs , αs ) dWs , dYsϵ,α = −f (ϵ−1 Xsϵ,α , Xsϵ,α , Ysϵ,α , Zsϵ,α , αs ) ds + Zsϵ,α dWs + dMsϵ,α ,    ϵ,α Mtϵ,α = 0, ⟨M ϵ,α , W ⟩ = 0 , Xt = x , YTϵ,α = h(XTϵ,α ) ,



(1.1)



where ϵ > 0 is a small parameter, and the functions g, b, σ, and f are assumed to be periodic in their ﬁrst component. The control process α = (αs ) is supposed to take its values in a given metric space U , and the process M ϵ,α , being a part of solution, is a square integrable F-martingale orthogonal to the Brownian motion W . For each ϵ > 0 and (t, x) ∈ [0, T ] × Rd , we adopt as value function the minimization of Ytϵ,α over all predictable controls : uϵ (t, x) := ess-inf Ytϵ,α . α



(1.2)



The purpose of this paper is to show the convergence of uϵ (t, x) as ϵ tends to zero, and to specify the limit function u0 (t, x) := limϵ↓0 uϵ (t, x). We point out that the stochastic control problem (1.1)(1.2) has a close connection with some Hamilton-Jacobi-Bellman equation (HJB equation, for short). In fact, it turns out in Proposition 2.3 that ess-inf Ytϵ,α coincides, except for a P -null set, with the α continuous viscosity solution to the following parabolic PDE  −∂ uϵ + H(ϵ−1 x, x, uϵ , Duϵ , ϵ−1 Duϵ , D2 uϵ ) = 0 , in [0, T ) × Rd , t (1.3) uϵ (T, · ) = h( · ) , on Rd , with the Hamiltonian H(η, x, y, p, q, X) { } 1 := sup − tr{ (σσ ∗ )(η, α)X} − ⟨ g(η, α) , p ⟩ − ⟨ b(η, α) , q ⟩ − f (η, x, y, σ ∗ (η, α) p, α) , 2 α∈U where ⟨ · , · ⟩ represents the scalar product in Rd and σ ∗ (η, α) stands for the transpose matrix of σ(η, α). Thus, the function uϵ (t, x), which is “ a priori ” random, is indeed a deterministic one, and the convergence problem of (1.2) is equivalent to the homogenization problem for HJB equations (1.3). Summarizing the above argument, we formulate our problem as follows. Problem P. Find a function H ∈ C(Rd × Rd × R × Rd × Rd×d ) such that, for every bounded and uniformly continuous terminal function h ∈ BU C(Rd ) , the PDE  −∂ u0 + H(x, u0 , Du0 , D2 u0 ) = 0 , in [0, T ) × Rd , t (1.4) u0 (T, · ) = h( · ) , on Rd , admits a unique continuous viscosity solution u0 (t, x) , and the solution uϵ (t, x) to (1.3) converges to u0 (t, x) for every (t, x) ∈ [0, T ] × Rd . It is also convenient to deﬁne the notion of homogenizability for the HJB equations (1.3). Definition 1.1 We call the family of HJB equations (1.3) homogenizable if there exists a function (the eﬀective Hamiltonian) H satisfying all the properties stated in Problem (P). 2



In this paper, we shall solve Problem (P) under a key assumption after having shown that this condition is necessary and suﬃcient for the homogenizability of (1.3). The homogenization of HJB equations is studied by [4] for the case where the associated stochastic control problem does not contain the control term in diﬀusion coeﬃcients (quasi-linear cases). Alvarez and Bardi study in their recent work [1] the homogenization of HJB equations whose coeﬃcients, in particular the diﬀusion coeﬃcients, depend on the control (fully nonlinear cases). In their succeeding paper [2], they consider homogenization of more general fully nonlinear PDEs under less restrictive assumptions. Their approach bases on the so-called perturbed test function method studied by Evans in [9], [10] systematically. This method is a quite powerful tool for the investigation of singular perturbation problems. Consequently, the proofs in [1] are mainly purely analytic. In contrast to [1], we develop in the present paper probabilistic arguments with the aid of BSDE (1.1). Such kind of approach to homogenization of HJB equations seems to be new. In addition, we discuss a stochastic control characterization of the limit equation; we construct a stochastic control problem whose value function satisﬁes the limit equation (1.4). This sort of stochastic control interpretation for the limit equation has not been done, while Alvarez and Bardi study the case of ﬁrst order HJB equations (the deterministic case) in [1]. Problem (P) covers many classical cases. If the control space U consists of a single point: U = {α} (i.e. the no-control case), the problem is nothing but a version of homogenization for linear equations (when f ≡ 0) or semi-linear equations (when f ̸≡ 0). Assume now f = f (x/ϵ, x, α). Then, we can see ] [∫ T



uϵ (t, x) = inf E α



t



f (ϵ−1 Xsϵ,α , Xsϵ,α , αs ) ds + h(XTϵ,α ) .



Therefore uϵ (t, x) can be regarded as the value function of stochastic control problem associated with the controlled diﬀusion process X ϵ,α . In particular, if b ≡ 0 , Problem (P) constitutes a special case of the homogenization problem for HJB equations discussed in [1] (see Section 3 of [1]). But we emphasize that our PDE (1.3) is not included in their cases since we allow to consider the highly oscillating term ϵ−1 b. The presence of this term has an essential inﬂuence on the characterization of the eﬀective Hamiltonian H. Indeed, H cannot be written by minor modiﬁcations of that of [1]. We point out ﬁnally that for well-posedness of the problem we need some structure condition because of the existence of b . In the next section, we give a reasonable condition which generalizes the so-called centering condition in the no-control case. This paper is organized as follows. Before stating the precise formulation of the main theorem (Theorem 2.2), we give, in Section 2, a key assumption (Assumption 2.2) and prove its necesity and suﬃciency for the homogenizability of (1.3). Section 3 is concerned with the construction of the limit control problem, and the proof of the main theorem is given in Section 4. Appendix is devoted to the proof of some technical lemmas used in the previous sections.
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2 2.1



Assumptions and main result Standing assumptions



For a metric space E we denote by BU C(E; Rm ) the set of bounded and uniformly continuous functions on E with values in Rm . Throughout this paper we always make the following standing assumptions: Assumption 2.1 (1) U is a compact metric space. (2) g, b ∈ BU C(Rd × U ; Rd ) and σ ∈ BU C(Rd × U ; Rd×d ) are Zd -periodic in their ﬁrst variable, and there exists a constant L > 0 such that for all α ∈ U and η , η ′ ∈ Rd , |g(η, α) − g(η ′ , α)| + |b(η, α) − b(η ′ , α)| + |σ(η, α) − σ(η ′ , α)| ≤ L |η − η ′ | .



(2.1)



(3) The d×d matrix a(η, α) := σσ ∗ (η, α)/2 satisﬁes the uniform ellipticity condition: There exists some constant ϱ > 0 such that ϱ I ≤ a(η, α) ≤ ϱ−1 I ,



∀(η, α) ∈ Rd × U ,



where I stands for the d-dimensional unit matrix and the order relationship is the usual one for symmetric matrices. (4) f = f (η, x, y, p, α) ∈ BU C(Rd × Rd × R × Rd × U ; R) is Zd -periodic in η , H¨ older continuous in η uniformly in (x, y, p, α), and there exists L > 0 such that for all α ∈ U , (η, x, y) ∈ Rd × Rd × R and p, p′ ∈ Rd , y 7−→ f (η, x, y, p, α) − L y is non-increasing,



(2.2)



| f (η, x, y, p, α) − f (η, x, y, p′ , α) | ≤ L |p − p′ | .



(2.3)



Let us call ν = (Ω, F, F, P ; W ) a reference probability system if (Ω, F, P ) is a complete probability space endowed with a ﬁltration F = (Ft )0≤t≤T satisfying the usual conditions (i.e., (Ft )0≤t≤T is right-continuous and F0 contains all P -null sets in F), and (Wt )0≤t≤T is a d-dimensional F-Brownian motion. For a given reference probability system ν, we denote by Aν the set of all F-predictable control processes on [0, T ] × Ω with values in the control space U . We ﬁx an arbitrary reference probability system ν and consider the decoupled FBSDE (1.1) for each ϵ > 0. The existence and uniqueness of solutions to (1.1) are well-known (see for instance [8]). Theorem 2.1 (a) We suppose Assumption 2.1 (2). Then, for any initial condition Xtϵ,α = x ∈ Rd and any control process α ∈ Aν , the forward SDE in (1.1) admits a unique F-adapted solution X ϵ,α = (Xsϵ,α ). (b) Suppose additionally that Assumption 2.1 (4) holds. Then, for any given terminal condition YTϵ,α = ξ ∈ L2 (Ω, FT , P ) and any control α ∈ Aν , the backward SDE in (1.1) admits a unique Fadapted solution (Y ϵ,α , Z ϵ,α , M ϵ,α ), where Y ϵ,α = (Ysϵ,α ) and Z ϵ,α = (Zsϵ,α ) are cadlag and predictable ∫T processes such that E[ supt≤s≤T |Ysϵ,α |2 ] < ∞ and E[ t |Zsϵ,α |2 ds ] < ∞ respectively, and Msϵ,α is a square-integrable F-martingale starting from 0 at time t which is orthogonal to the Brownian motion W (we write M ϵ,α ∈ M2 (F, P ), ⟨M ϵ,α , W ⟩ = 0 for short). Remark 2.1 Contrary to the standard assumptions for the study of BSDEs (c.f. [16]), we do not suppose here that the ﬁltration F = (Ft )0≤t≤T is generated by the Brownian motion W . That is why we have to take the additional martingale M ϵ,α as a part of the solution to the BSDE (1.1). Note also that the value Ytϵ,α is in general random since Ft is not necessarily the trivial σ-algebra. 4



2.2



An additional assumption



In this subsection, we derive an additional assumption which is necessary (and suﬃcient as we show in the sequel) for homogenizability (Deﬁnition 1.1). Recall that the value function uϵ (t, x) deﬁned by (1.2) can be identiﬁed with the unique bounded continuous viscosity solution of (1.3) (this fact will be stated in Proposition 2.3 and be proved in Appendix). Let us consider the following PDE with parameter p ∈ Rd sup



{



− (Lα χ)(η, p) − ⟨b(η, α), p⟩



}



= κ(p) ,



(2.4)



α∈U



∑d ∑d 2 where Lα = Lα η := i,j=1 aij (η, α)Dηi ηj + i=1 bi (η, α)Dηi , and we have put Dηi = ∂/∂ηi . It is wellknown that under Assumption 2.1 (2) and (3), for every p ∈ Rd , there exists a pair (χ( · , p), κ(p)) ∈ C 2 (Rd ) × R consisting of a Zd -periodic function and a real number which solves (2.4), and such pair is unique up to an additive constant with respect to the function χ (see [3] for the proof of this fact). Note also that in the case where U = {α} , PDE (2.4) can be written as ∫ α −(L χ)(η, p) − ⟨b(η, α), p⟩ = − ⟨b(η, α), p⟩ mα (η) dη , Td



where Td is the d-dimensional unit torus and mα ( · ) stands for the invariant measure for Lα , i.e. ∫ a Zd -periodic function which satisﬁes (Lα )∗ mα (η) = 0 and Td mα (η) dη = 1 . The existence and uniqueness of mα follows from Assumption 2.1 (2) and (3). The next proposition gives a necessary condition which the homogenizability property imposes on the pair (χ( · , p), κ(p)). Proposition 2.1 Let (χ( · , p), κ(p)) be the solution of (2.4). If (1.3) is homogenizable, then κ(p) must be zero for every p ∈ Rd . Proof If p = 0, the couple (0, 0) solves (2.4). Thus, it remains to study the case p ̸= 0. Assuming that κ(p) ̸= 0 for some p ∈ Rd , we shall deduce a contradiction. Since U is compact and a, b are continuous in α, there exists a Zd -periodic measurable function α : Rd −→ U such that − Lα(η) χ(η, p) − ⟨b(η, α(η)), p⟩ = κ(p) ,



∀η ∈ Rd .



(2.5)



On the other hand, for each ϵ > 0, there exists a γ > 0 such that |η − η ′ | < γ implies | Lα χ(η, p) + ⟨b(η, α), p⟩ − Lα χ(η ′ , p) − ⟨b(η ′ , α), p⟩ | ≤ ϵ ,



∀α ∈ U .



(2.6)



We ﬁx (t, x) ∈ [0, T ] × Rd arbitrarily. Then, in view of (2.5) and (2.6), we can ﬁnd a family of ϵ ϵ F-predictable controls αϵ ∈ Aν and the associated processes X ϵ,α = (Xsϵ,α )t≤s≤T satisfying (1.1) with α = αϵ and − Lαϵs χ(ϵ−1 Xsϵ,αϵ , p) − ⟨ b(ϵ−1 Xsϵ,αϵ , αsϵ ), p ⟩ − κ(p) ≤ ϵ ,



∀s ∈ [t, T ] ,



ϵ > 0.



(2.7)



Indeed, given an arbitrarily ﬁxed element α0 ∈ U and putting τ0 ≡ t, we can construct the controlled ϵ ϵ process inductively by αsϵ (ω) = α0 if s ∈ [0, t] , and αsϵ (ω) = α(ϵ−1 Xτϵ,α ) if s ∈ (τnϵ , τn+1 ] for ϵ n ϵ ϵ ϵ ϵ ϵ −1 ϵ,α −1 ϵ,α ϵ n = 0, 1, 2, . . . , where τn+1 := inf{ s > τn ; |s − τn | ∧ |ϵ Xs − ϵ Xτnϵ | ≥ γ } . Note that α and ϵ X ϵ,α are well-deﬁned; in particular, standard arguments show that τnϵ ↑ ∞ P -a.s. as n → ∞ for 5



ϵ each ϵ > 0 . Therefore, in consideration of (2.5), (2.6) and αsϵ = α(ϵ−1 Xτϵ,α ) for all s ∈ (τnϵ , τn+1 ], n we obtain (2.7). ¯ sϵ,αϵ := ⟨p, Xsϵ,αϵ ⟩ + ϵχ(ϵ−1 Xsϵ,αϵ , p) , s ∈ [t, T ] . Then, applying Let us now introduce the process X ϵ ¯ ϵ,α and using (2.7), we can show that there exists a constant Cp > 0 independent Ito’s formula to X s of ϵ > 0 such that ] [ ϵ E Ft ⟨p, Xsϵ,α − x⟩ + ϵ−1 κ(p)(s − t) ≤ Cp P -a.s. , t ≤ s ≤ T , (2.8) ϵ



where E Ft [ · ] stands for the conditional expectation with respect to the σ-algebra Ft . Therefore, we have ( ) ( ) ϵ ϵ P Ft { |⟨p, XTϵ,α − x⟩| ≤ 2 } ≤ P Ft { |⟨p, XTϵ,α − x⟩ + ϵ−1 κ(p)(T − t)| + 2 ≥ ϵ−1 |κ(p)|(T − t) } ≤ ϵ



ϵ



ϵ (Cp + 2) , |κ(p)|(T − t)



P -a.s.,



ϵ > 0.



ϵ



Let (Y ϵ,α , Z ϵ,α , M ϵ,α ) be a solution to the associated backward SDE (1.1) with terminal condition h(x) := K(1 − |⟨p, x⟩|)+ , where K is a constant such that K > 2T (1 + |f |L∞ ). Then, for all |x| ≤ |p|−1 , ( ) ϵ ϵ ϵ K (Cp + 2) E Ft [h(XTϵ,α )] ≤ KP Ft { |⟨p, XTϵ,α − x⟩| ≤ 2 } ≤ , |κ(p)|(T − t)



P -a.s.



Thus, by the deﬁnition of uϵ and the homogenizability property, we obtain that for all |x| ≤ (2|p|)−1 and t ∈ [0, T ), ϵ



ϵ



u0 (t, x) = lim uϵ (t, x) ≤ lim |Ytϵ,α | ≤ lim E Ft [h(XTϵ,α )] + |f |L∞ (T − t) ≤ h(x) − T . ϵ>0



ϵ↓0



ϵ↓0



This inequality means that u0 cannot be a viscosity solution with terminal condition u0 (T, x) = h(x). Hence we have got the contradiction. □ So the above proposition leads us to suppose { } sup − (Lα χ)(η, p) − ⟨b(η, α), p⟩ = 0 .



(2.9)



α∈U



Remark 2.2 We can get the condition (2.9) by the following heuristic observation. Suppose that uϵ (t, x) has the following asymptotic expansion with respect to ϵ uϵ (t, x) = u0 (t, x) + ϵ v(t, x, x/ϵ) + ϵ2 v ϵ (t, x, x/ϵ),



(2.10)



where v = v(t, x, η) and v ϵ = v ϵ (t, x, η) are assumed to be suﬃciently smooth in all variables, Zd periodic in η, and v ϵ (t, x, η) and its derivatives are bounded uniformly in ϵ > 0. Then, substituting the right-hand side of (2.10) for uϵ (t, x) in (1.3), we have { } 0 lim sup − (Lα η v)(t, x, x/ϵ) − ⟨b(x/ϵ, α), Dx u (t, x)⟩ = 0 . ϵ↓0 α∈U



This equality suggests supposing { } 0 sup − (Lα η v)(t, x, η) − ⟨b(η, α), Dx u (t, x)⟩ = 0 , α∈U



and the solvability of this equation is reduced to that of (2.9). 6



∀(t, x, η) ∈ [0, T ] × Rd × Rd ,



Now, we shall show that the homogenizability of (1.3) even demands a stronger condition than (2.9). Proposition 2.2 Assume that, for every p ∈ Rd , (2.9) has a solution χ( · , p) ∈ C 2 (Rd ). Assume additionally that (1.3) is homogenizable. Then, for all p ∈ Rd , χ( · , p) must satisfy −(Lα χ)(η, p) − ⟨b(η, α), p⟩ = 0 ,



∀α ∈ U .



Proof. We can assume p ̸= 0 without loss of generality. Since (2.9) implies the inequality −(Lα χ)(η, p) − ⟨b(η, α), p⟩ ≤ 0 for all α ∈ U , we shall deduce a contradiction by assuming the strict inequality −(Lβ χ)(η0 , p) − ⟨b(η0 , β), p⟩ < 0 for some β ∈ U and η0 ∈ Rd . ∫ Take a non-negative smooth Zd -periodic function θ satisfying Td θ(η)dη > 0 and − (Lβ χ)(η, p) − ⟨b(η, β), p⟩ ≤ −θ(η) ,



∀η ∈ Rd .



(2.11)



Such selection of θ is possible since the left-hand side is continuous and Zd -periodic in η . Let us take the invariant measure mβ ( · ) for Lβ . Recall that mβ is of class C 2 (Rd ) and satisﬁes the inequality c1 ≤ mβ (η) ≤ c2 for some constants c1 , c2 > 0. Furthermore, we consider the solution ϕ ∈ C 2 (Rd ) ∫ to the PDE −(Lβ ϕ)(η) + θ(η) − θ¯ = 0 , where θ¯ := Td θ(η)mβ (η) dη > 0 . Now let X ϵ,α be a solution to the forward SDE (1.1) with constant control αs ≡ β . Then, by applying Ito’s formula to ϕ(ϵ−1 Xsϵ,α ) , we can see ∫ 2 ] 1 Ft [ s −1 ϵ,α ¯ ≤ C , E ) dr − (s − t) θ θ(ϵ X P -a.s., s ∈ [t, T ] , (2.12) r ϵ2 t for some constant C > 0 independent of ϵ > 0. As in the proof of Proposition 2.1, we can show, ¯ sϵ := ⟨p, Xsϵ,α ⟩ + ϵ χ(ϵ−1 Xsϵ,α , p) and using (2.12), that there exists a by applying Ito’s formula to X constant Cp > 0 such that E Ft



[(



)− ] ≤ Cp , ⟨p, Xsϵ,α − x⟩ − ϵ−1 (s − t) θ¯



P -a.s.,



s ∈ [t, T ] ,



∀ϵ > 0 ,



¯ − denotes the negative part of ⟨p, X ϵ,α −x⟩−ϵ−1 (s−t) θ. ¯ Therefore, where (⟨p, Xsϵ,α −x⟩−ϵ−1 (s−t) θ) s we obtain ( ( ) ( ) )− P Ft { |⟨p, XTϵ,α − x⟩| ≤ 2 } ≤ P Ft { ⟨p, XTϵ,α − x⟩ − ϵ−1 (T − t) θ¯ + 2 ≥ ϵ−1 (T − t) θ¯ } ≤



ϵ (Cp + 2) , (T − t) θ¯



P -a.s. ,



∀ϵ > 0 .



Now let (Y ϵ,α , Z ϵ,α , M ϵ,α ) be a solution to the associated BSDE (1.1) with terminal condition h(x) := K(1 − |⟨p, x⟩|)+ , where K is a constant such that K > 2T (1 + |f |L∞ ). Then, by exactly the same argument as in the proof of Proposition 2.1, homogenizability deduces a contradiction. Hence we have completed the proof. □ By the linearity of the solution to (2.9) with respect to p, the preceding proposition leads us to suppose the following. Assumption 2.2 There exists a Zd -periodic function χ = (χ1 (η), . . . , χd (η)) ∈ C 2 (Rd ; Rd ) such that − (Lα χk )(η) − bk (η, α) = 0 , 7



∀η ∈ Rd ,



∀α ∈ U .



(2.13)



∫ Remark 2.3 This condition is equivalent to suppose that b( · , α) satisﬁes Td b(η, α) mα (η) dη = 0 for all α ∈ U and the Zd -periodic solution χα ( · ) to the PDE −Lα χα k (η) − bk (η, α) = 0 does not depend on α ∈ U , up to an additive constant. Now we discuss here the solvability of (2.13). If U = {α}, the solvability of (2.13) is equivalent to the so-called centering condition on b (e.g. [5], [6], [7]). Thus, Assumption 2.2 generalizes that of the no-control case. Suppose next that b ≡ 0 (e.g. [1]). Then any constant function solves (2.13). Thus Assumption 2.2 is automatically satisﬁed. Let us consider the case where d = 1. Then, (2.13) is solvable if and only if there exists a Z-periodic ∫1 function c(η) such that 0 c(η)dη = 0 and η ∈ Rd ,



b(η, α) = c(η)a(η, α) ,



α∈U.



(2.14)



This claim is veriﬁed as follows. Fix an arbitrary α ∈ U and consider the 1-dimensional equation − a(η, α)D2 χα (η) − b(η, α)Dχα (η) − b(η, α) = 0 ,



(2.15)



where D = ∂/∂η. Recall that (2.15) has a Z-periodic solution which is unique up to an additive ∫1 constant if and only if 0 b(η, α)mα (η)dη = 0 , where mα ( · ) denotes the invariant measure for the 1dimensional diﬀerential operator Lα = a(η, α)D2 + b(η, α)D . Then we can see by direct computation that χα and mα have the representation ∫η ∫ η − ∫ r c(u,α)du c(u,α)du −1 0 0 e dr a(η, α) e ∫r ∫η χα (η) = ∫0 −η, mα (η) = ∫ , 1 − 1 c(u,α)du −1 e 0 c(u,α)du dη 0 e a(η, α) dr 0 0 ∫1 where c(u, α) := a(u, α)−1 b(u, α) . From this expression, we can check that 0 b(η, α)mα (η)dη = 0 if ∫1 and only if 0 c(η, α)dη = 0 . In particular, the periodicity of χα and mα can be veriﬁed. Therefore, χα does not depend on α ∈ U if c(η, α) does not depend on α ∈ U . Suppose now that (2.13) is solvable. Then, by the uniqueness of (2.15), the diﬀerence χα − χ is a constant (which may depend on α ∈ U ). In particular, Dχα (η) = Dχ(η) and D2 χα (η) = D2 χ(η) for every η ∈ Rd and α ∈ U . Moreover, by the representation of χα , we can easily check that Dχ(η) + 1 > 0 for all η ∈ R. Thus by putting c(η) = −(Dχ(η) + 1)−1 D2 χ(η), we obtain (2.14). When d ≥ 2 , we can only give the following suﬃcient condition: There exists d(η, α) such that aij (η, α) and bi (η, α) have the representation of the form aij (η, α) = d(η, α) a ˜ij (η) ,



2.3



bi (η, α) = d(η, α) ˜bi (η) ,



i, j = 1, . . . , d.



Main result



We begin with a proposition which states the relationship between the stochastic control problem (1.1)-(1.2) and HJB equation (1.3). Let us denote by (Y ϵ,α (t, x), Z ϵ,α (t, x), M ϵ,α (t, x)) and uϵ (t, x) the adapted solution to (1.1) and the continuous viscosity solution to (1.3) respectively. Proposition 2.3 For each ϵ > 0 and (t, x) ∈ [0, T ] × Rd , we have uϵ (t, x) = ess-inf Ytϵ,α (t, x) = inf E[ Ytϵ,α (t, x) ] , α∈Aν



α∈Aν



P -a.s.



In particular, the above equalities are independent of special choice of the reference probability system ν. 8



Proof. The proof of this proposition can be found in Appendix (see Proposition 5.1).



□



The principal result of this paper is the following theorem. Theorem 2.2 Under Assumptions 2.1 and 2.2, Problem (P) is homogenizable, that is, for every h ∈ BU C(Rd ), the solution uϵ (t, x) of (1.3) with terminal condition h converges to the solution u0 (t, x) of the limit PDE (1.4) for all (t, x) ∈ [0, T ]×Rd as ϵ goes to zero, and the eﬀective Hamiltonian H = H(x, y, p, X) is deﬁned as the unique constant of the following cell problem (see also the remark below) { } H(x, y, p, X) = sup −Lα v(η) − F (η, x, y, p, X, α) , (2.16) α∈U



where L v(η) = tr{a(η, α) D v(η)} + ⟨b(η, α), Dv(η)⟩ and { } F (η, x, y, p, X, α) = tr (I + Dχ(η)) a(η, α) (I + Dχ(η))∗ X + ⟨(I + Dχ(η)) g(η, α) , p ⟩ α



2



+f (η, x, y, σ ∗ (η, α) (I + Dχ(η))∗ p, α) .



(2.17)



The proof of the theorem will be given in Section 4. Let us now make some remarks on (2.16). For each (x, y, p, X) ∈ Rd ×R×Rd ×Sd ( Sd stands for the collection of symmetric d×d matrices), there exists a unique real number H = H(x, y, p, X) such that (2.16) admits a continuous Zd -periodic viscosity solution v = v( · , x, y, p, X) which is unique up to an additive constant. Moreover, v( · , x, y, p, X) is of class C 2 (Rd ) for each (x, y, p, X), and it satisﬁes |v(η, x, y, p, X) − v(0, x, y, p, X)|C 2 (Rd ) ≤ C(1 + |p| + |X|) ,



∀(η, x, y, p, X) , (2.18)



for some constant C > 0 (see the proof of Theorems 2.2 in [3] and Proposition 12 in [1]). Concerning the limit equation (1.4), it admits a unique bounded continuous viscosity solution (cf. Proposition 13 of [1]). We can also check that H(x, y, p, X) is uniformly continuous in all variables, Lipschitz continuous in (p, X), and convex in X. This fact is immediately deduced from the stochastic representation of H (cf. Proposition 3.1 below. See also Proposition 12 of [1]).



3



Stochastic interpretation for the limit equation



This section is concerned with a stochastic interpretation for the limit equation (1.4); we construct a stochastic control problem whose value function is a viscosity solution to (1.4). We refer to [1] for such control interpretation in deterministic case. Since the eﬀective Hamiltonian H deﬁned by the cell problem (2.16) is not of Hamilton-JacobiBellman type, we begin with the investigation of other representations for H .



3.1



Representation of the eﬀective Hamiltonian



˜ P˜ ; W ˜ F, ˜ F, ˜ ) be an arbitrary reference probability system endowed with a d-dimensional Let ν˜ = (Ω, ˜ ˜ s )s≥0 , and consider the following forward SDE F-Brownian motion (W  dη α = b(η α , α ) ds + σ(η α , α ) dW ˜s , s ≥ 0, s s s s s (3.1) η α = η ∈ Rd , 0



9



˜ where α = (αs )s≥0 is an F-adapted process on [0, ∞) × Ω with values in U , and the coeﬃcients b and σ are assumed to satisfy Assumption 2.1. Throughout this section, we ﬁx ν˜ and denote by A˜ the set ˜ of all F-adapted processes with values in U . For a ﬁxed l ∈ BU C(Rd ×U ) such that l( · , α) is Zd -periodic for every α ∈ U and H¨older continuous uniformly in α, we consider the following cell problem κ = sup



{



} − (Lα v)(η) − l(η, α) ,



(3.2)



α∈U



where Lα v(η) = tr{a(η, α) D2 v(η)} + ⟨ b(η, α), Dv(η) ⟩ . Recall that there exists a unique constant κ such that (3.2) admits a Zd -periodic viscosity solution v( · ) ∈ BU C(Rd ). It is well-known that κ has the following stochastic representations. Proposition 3.1 Let κ be the unique constant which solves the cell problem (3.2), and let (ηsα )s≥0 be a solution to (3.1). Then, we have { κ = lim sup T →∞



˜ α∈A



1 [ − E T



∫



T



l(ηsα , αs ) ds



]}



{ = sup lim ˜ α∈A



0



T →∞



1 [ − E T



∫



T



l(ηsα , αs ) ds 0



]} . (3.3)



In particular, both of these representations do not depend on the initial value η ∈ Rd . Proof. See Theorem 2.2 of [3] for the proof of the ﬁrst equality, and see Appendix (Section 5.2) for the second one. □ Remark 3.1 It is also well-known that κ has the representation of the form { [∫ ∞ ]} κ = lim sup −γ E e−γ s l(ηsα , αs ) ds . γ↓0



˜ α∈A



0



Alvarez and Bardi [1] use this representation to obtain the stochastic representation for the eﬀective Hamiltonian in (1.4). Now, we try to give another representation for κ . Let M (Td ×U ) be the set of probability measures on Td × U equipped with the topology of weak convergence of probability measures, where Td stands for the d-dimensional unit torus. Remark that M (Td × U ) is a compact metrizable space. Recall also that each k ∈ C(Td × U ) can be naturally extended to a function on M (Td × U ) deﬁned as ∫ k(µ) := k(η, α) µ(dηdα) , µ ∈ M (Td × U ) , (3.4) Td ×U



and the extended function is bounded and continuous with respect to the topology of M (Td × U ). Hereafter, we use the symbol k to denote both the function on Td × U and the extended function on M (Td × U ) . ˜ we can ﬁnd a family of probability measures { µα For a given control process (αs ) ∈ A, t ; t ≥ 0} ⊂ d d M (T × U ) such that for all k ∈ C(T × U ) and T > 0 , ∫



∫



T



k(µα t ) dt 0



T



∫



:= 0



Td ×U



k(η, α) µα t (dηdα) dt



[∫ =E 0
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T



] k(ηtα , αt ) dt .



˜ we deﬁne Furthermore, for (αs ) ∈ A, U(α) :=



{



1 µ ∈ M (T × U ) ; µ = lim n→∞ Tn



∫



Tn



d



} µα t dt , for some Tn → ∞ (n → ∞) .



0



∫ −1 T



d Note that the integral T µα t dt belongs to M (T × U ) for all T > 0 , and U(α) is a non-empty 0 subset since M (Td × U ) is compact. Especially, the closure U := ∪α∈A˜U(α) forms a compact subset of M (Td × U ).



Lemma 3.1 For all α ∈ A˜ and k ∈ C(Td × U ), we have { lim



T →∞



1 T



−



∫



T



k(µα t ) dt



}



= sup {−k(µ)} . µ∈U (α)



0



In particular, { sup lim ˜ α∈A



T →∞



1 − T



∫



T



k(µα t ) dt



}



= sup {−k(µ)} .



0



µ∈U



Proof. Fix (αs ) ∈ A˜ and k ∈ C(Td × U ) arbitrarily, and take a subsequence {Tn }n∈N such ∫T ∫ −1 Tn that Tn → ∞ as n → ∞ and lim T →∞ { −T −1 0 k(µα k(µα t ) dt } = limn→∞ { −(Tn ) t ) dt } . 0 ∫ T n d α −1 µt dt ; n ≥ 1 } is pre-compact in M (T × U ), we can extract a subSince the family { (Tn ) 0 sequence { Tnp ; p ≥ 1 } and an element µ0 ∈ M (Td × U ) such that Tnp → ∞ as p → ∞ and ∫T µ0 = limp→∞ (Tnp )−1 0 np µα t dt . Clearly µ ∈ U(α) by deﬁnition. Therefore, { lim



T →∞



∫



1 − T



T



k(µα t ) dt



}



{ = lim



p→∞



0



( 1 ∫ T np )} −k µα = −k(µ0 ) ≤ sup {−k(µ)} . t dt Tnp 0 µ∈U (α)



Now ﬁx an arbitrary ρ > 0. Then, there exists µρ ∈ U(α) such that supµ∈U (α) {−k(µ)} < ρ−k(µρ ) . Furthermore, by the deﬁnition of U(α) , we can choose a subsequence {Tn }n∈N such that Tn → ∞ as ∫T n → ∞ and µρ = limn→∞ (Tn )−1 0 n µα t dt . Thus, we obtain { lim



T →∞



1 − T



∫



T



k(µα t ) dt



}



≥ lim



{



n→∞



0



( 1 ∫ Tn )} −k µα dt = −k(µρ ) > −ρ + sup {−k(µ)} . t Tn 0 µ∈U(α)



Since ρ > 0 is arbitrary, we get the desired result.



□



We return to the cell problem (3.2) and the associated stochastic control problem (3.1). Then, thanks to Propositions 3.1 and Lemma 3.1, we get the following representation for κ . Proposition 3.2 Let κ be the constant which solves the cell problem (3.2). Then, we have { ∫ } κ = sup { −l(µ) } = sup − l(η, α) µ(dηdα) . µ∈U



3.2



(3.5)



Td ×U



µ∈U



Limit control problem



We are now in position to characterize the stochastic control problem associated with the limit PDE (1.4). Recall that the eﬀective Hamiltonian H is deﬁned by the cell problem (2.16). From now on, for simplicity of description we set g˜(η, α) = (I + Dχ(η)) g(η, α) , σ ˜ (η, α) = (I + Dχ(η)) σ(η, α) , 11



a ˜(η, α) = (˜ σσ ˜ ∗ )(η, α)/2 and f˜(η, x, y, p, α) = f (η, x, y, σ ˜ ∗ (η, α) p, α) . Thus, F = F (η, x, y, p, X, α) deﬁned by (2.17) can be rewritten as F (η, x, y, p, X, α) = tr{˜ a(η, α) X} + ⟨ g˜(η, α), p ⟩ + f˜(η, x, y, p, α) . Let ν = (Ω, F, F, P ; W ) be an arbitrary reference probability system endowed with a d-dimensional F-Brownian motion (Wt )0≤t≤T . For (t, x) ∈ [0, T ] × Rd , we consider the following FBSDE  ˜ s ) dWs , ˆ sµ = g˜(µs ) ds + θ(µ  dX  ˆ sµ , Yˆsµ , θ˜− (µs ) Zˆsµ ) ds + Zˆsµ dWs + dM ˆ sµ , (3.6) dYˆsµ = −f˜(µs , X    ˆµ ˆ µ) , ˆ tµ = 0, ⟨M ˆ µ, W ⟩ = 0 , Xt = x , YˆTµ = h(X M T ˜ · ) stands for a where µ = (µs )0≤s≤T is an F-predictable process on [0, T ] × Ω with values in U , and θ( ˜ θ˜∗ (µ) for all µ ∈ U . Notice here d × d matrix-valued continuous function on U such that 2 a ˜(µ) = θ(µ) ∗ ˜ ˜ that the symbol θ (µ) denotes the transpose matrix of θ(µ) , and we have used the natural extension of g˜ , a ˜ , and f˜ deﬁned by (3.4). The d × d matrix-valued measurable function θ˜− on U is deﬁned as follows. For each µ ∈ U , let us consider the following orthogonal decompositions of Rd associated with the linear operator ˜ θ(µ) : Rd −→ Rd ˜ ˜ Rd = ker(θ(µ)) ⊕ Im(θ˜∗ (µ)) = ker(θ˜∗ (µ)) ⊕ Im(θ(µ)) . Then, we can show that each p ∈ Rd can be decomposed uniquely as p = p1 + θ˜∗ (µ) p2 ,



˜ p1 ∈ ker(θ(µ)) ,



˜ p2 ∈ Im(θ(µ)) .



(3.7)



By using (3.7), we deﬁne the linear operator θ˜− (µ) on Rd by θ˜− (µ) p := p2 . Note that for all µ ∈ U, we have θ˜− (µ) θ˜∗ (µ) = ΠIm(θ(µ)) , ˜



θ˜∗ (µ) θ˜− (µ) = ΠIm(θ˜∗ (µ)) ,



(3.8)



˜ where ΠIm(θ(µ)) and ΠIm(θ˜∗ (µ)) stand for the projections onto Im(θ(µ)) and Im(θ˜∗ (µ)) respectively. ˜ − ˜ In particular, if the matrix θ(µ) is invertible for some µ ∈ U, then θ˜ (µ) = (θ˜∗ (µ))−1 . Remark also that f˜(µ, x, y, θ˜− (µ) p) is Lipschitz continuous in p, uniformly in (µ, x, y), since f˜(µ, x, y, θ˜− (µ) p) − f˜(µ, x, y, θ˜− (µ) p′ ) (∫ ) 21 ≤L |σ ˜ ∗ (η, α) θ˜− (µ)(p − p′ ) |2 µ(dηdα) (



Td ×U



= L 2a ˜(µ) θ˜− (µ)(p − p′ ) , θ˜− (µ)(p − p′ ) = L |ΠIm(θ˜∗ (µ)) (p − p′ )| ≤ L |p − p′ | ,



) 12



= L |θ˜∗ (µ) θ˜− (µ)(p − p′ )|



p, p′ ∈ Rd .



The following proposition gives the stochastic interpretation of (1.4). Proposition 3.3 Let u0 = u0 (t, x) be a solution to (1.4). Then, for all (t, x) ∈ [0, T ] × Rd , we have u0 (t, x) = ess-inf Yˆtµ = inf E[ Yˆtµ ] , µ



µ



P -a.s.,



where ess-inf and inf are taken over all F -predictable control processes with values in U. µ



µ
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(3.9)



Proof.



By virtue of Proposition 3.2, the eﬀective Hamiltonian H has the following representation { } H(x, y, p, X) = sup − tr{˜ a(µ) X} − ⟨ g˜(µ), p ⟩ − f˜(µ, x, y, θ˜− (µ) θ˜∗ (µ) p) . µ∈U



We claim here that f˜(µ, x, y, θ˜− (µ) θ˜∗ (µ) p) = f˜(µ, x, y, p) for all (x, y, p) ∈ Rd × R × Rd and µ ∈ U . Note ﬁrst that σ ˜ ∗ (η, α) ΠIm(θ(µ)) p=σ ˜ ∗ (η, α) p , ˜



µ-a.s.,



∀p ∈ Rd .



(3.10)



Indeed, for all p ∈ Rd , ∫ |˜ σ ∗ (η, α)(p − ΠIm(θ(µ)) p)|2 µ(dηdα) ˜ Td ×U ∫ ( ) = 2a ˜(η, α)(p − ΠIm(θ(µ)) p) , p − ΠIm(θ(µ)) p µ(dηdα) ˜ ˜ (



Td ×U



) = 2a ˜(µ)(p − ΠIm(θ(µ)) p) , p − ΠIm(θ(µ)) p = |θ˜∗ (µ)(p − ΠIm(θ(µ)) p)|2 = 0 . ˜ ˜ ˜ Thus, in view of (3.8) and (3.10), we obtain ∫ f˜(µ, x, y, θ˜− (µ) θ˜∗ (µ) p) = f (η, x, y, σ ˜ ∗ (η, α) θ˜− (µ) θ˜∗ (µ) p, α) µ(dηdα) Td ×U ∫ = f (η, x, y, σ ˜ ∗ (η, α) p, α) µ(dηdα) Td ×U



= f˜(µ, x, y, p) . ˜ Hence, by applying Proposition 5.1 (in Appendix) with the functions f˜(µ, x, y, θ˜− (µ) p) and θ(µ) in place of f and σ respectively, we get the equalities in (3.9). □



4



Proof of the main theorem



This section is devoted to the proof of Theorem 2.2. As we mentioned, we use probabilistic arguments with the aid of FBSDE (1.1). In order to execute the stochastic calculus (Ito’s formula), we need some regularity property of the solution to the limit PDE (1.4). However, there is no information about diﬀerentiability of u0 (t, x) since we cannot exclude the degeneracy of H unless b ≡ 0 or d = 1 . Therefore we are supposed to consider an approximation of u0 (t, x) in order to recover the lack of regularity.



4.1



Approximations



The purpose of this subsection is to construct two families of regular functions { uϵ,δ (t, x) ; δ > 0 } and { u0,δ (t, x) ; δ > 0 } which approximate uϵ (t, x) and u0 (t, x) respectively, and to prove that the convergence limϵ↓0 uϵ,δ (t, x) = u0,δ (t, x) for all δ > 0 induces the original convergence limϵ↓0 uϵ (t, x) = u0 (t, x) (Proposition 4.3). Let φ : Rm −→ R be a non-negative smooth function on the Euclidean space Rm such that the ∫ support of φ is included in the unit ball of Rm and Rm φ(ξ) dξ = 1. For l ∈ BU C(Rm ; R), we set ∫ l(ξ − ξ ′ ) φ(δ −1 ξ ′ ) dξ ′ , δ > 0 . (4.1) lδ (ξ) := δ −m Rm
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Then, we can easily show |lδ (ξ) − l(ξ)| ≤ ρl (δ) ,



∀ξ ∈ Rm ,



δ > 0,



(4.2)



where ρl denotes the modulus of continuity for l. In particular, if l is Lipschitz continuous with Lipschitz constant L > 0, the modulus of continuity ρl (δ) can be replaced with L δ. For each 0 < δ < 1, let us denote by fδ and hδ the molliﬁcations of f and h respectively, deﬁned by (4.1) with l = f ( ·, α), h( · ) . For reason of convention, we set fδ = f and hδ = h for δ = 0. Remark that the estimate (4.2) with l = f ( ·, α) does not depend on α ∈ U . Let us ﬁx an arbitrary reference probability system ν = (Ω, F, F, P ; W ) and let B = (Bt )0≤t≤T be another d-dimensional Brownian motion which is independent of W = (Wt )0≤t≤T ; if necessary, we take a natural extension of the ﬁltered probability space, and hereafter, we always consider this enlarged space as reference probability system. For 0 ≤ δ < 1, we consider the following d-dimensional stochastic processes : −1 ϵ,α Xs , xϵ,α s := ϵ



ζsϵ,α,δ := Xsϵ,α + ϵ χ(xϵ,α s )+



√ 2δ (Bs − Bt ) ,



t≤s≤T,



(4.3)



where X ϵ,α = (Xsϵ,α ) is a solution to the forward SDE (1.1). Recall here that χ = (χ1 , . . . , χd ) is the solution of (2.13). Since χ belongs to C 2 (Rd ; Rd ) , the process ζ ϵ,α,δ is a continuous semi-martingale which satisﬁes the forward SDE  √ dζ ϵ,α,δ = g˜(xϵ,α , α ) ds + σ ˜ (xϵ,α 2 δ dBs , t ≤ s ≤ T , s s s s , αs ) dWs + (4.4) ζ ϵ,α,δ = x + ϵχ(ϵ−1 x) . t



We next consider the BSDE associated with (4.4)  dY ϵ,α,δ = −f (xϵ,α , ζ ϵ,α,δ , Y ϵ,α,δ , Z ϵ,α,δ , α ) ds + Z ϵ,α,δ dW + U ϵ,α,δ dB + dM ϵ,α,δ , δ s s s s s s s s s s s ϵ,α,δ ϵ,α,δ ϵ,α,δ Y ϵ,α,δ = hδ (ζ ϵ,α,δ ) , M = 0, ⟨M , W ⟩ = ⟨M , B⟩ = 0 . T



T



t



(4.5)



The following lemma shows that the family { Y ϵ,α,δ ; 0 ≤ δ < 1 } forms a good approximation of the adapted solution Y ϵ,α to the BSDE (1.1) provided ϵ > 0 is suﬃciently small. Lemma 4.1 There exists a constant C > 0 which depends only on T and L > 0 such that, for all 0 < ϵ < 1 , 0 ≤ δ < 1 , 0 ≤ t ≤ s ≤ T and x ∈ Rd , we have √ { } sup E[ |Ysϵ,α,δ − Ysϵ,α |2 ] ≤ C (|f |2L∞ + |h|2L∞ ) δ + ρf,h (δ) + ρf,h (ϵ |χ|L∞ + 2δ) ,



α∈Aν



(4.6)



where ρf,h ( · ) := {ρf ( · )}2 + {ρh ( · )}2 , and ρf ( · ), ρh ( · ) stand for the modulus of continuity for f and h respectively. Proof. Fix α ∈ Aν and (t, x) ∈ [0, T ] × Rd arbitrarily, and let us use the notations Y¯sϵ,α,δ = Ysϵ,α,δ − Ysϵ,α ,



Z¯sϵ,α,δ = Zsϵ,α,δ − Zsϵ,α ,



¯ sϵ,α,δ = Msϵ,α,δ − Msϵ,α , M



ϵ,α,δ ϵ,α ϵ,α,δ ∆x fsϵ,α,δ = fδ (xϵ,α , Ysϵ,α,δ , Zsϵ,α,δ , αs ) − fδ (xϵ,α , Zsϵ,α,δ , αs ) . s , ζs s , Xs , Ys
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Then, by the assumptions (2.2)-(2.3), the inequality (4.2), and Ito’s formula, there exists some constant C > 0 such that ∫ T ∫ T ϵ,α,δ ¯ ϵ,α,δ dYr − d[Y¯ ϵ,α,δ ]r |Y¯sϵ,α,δ |2 = |hδ (ζTϵ,α,δ ) − h(XTϵ,α )|2 − 2 Y¯r− s



≤ |hδ (ζTϵ,α,δ ) − h(XTϵ,α )|2 + C |ρf (δ)|2 + C 1 − 2 where



∫ s



=



s



∫



s



s



∫ Y¯rϵ,α,δ Z¯rϵ,α,δ dWr +



0



T



|Y¯rϵ,α,δ |2 dr +



|Urϵ,α,δ |2 dr −



s



∫



T



T



|Z¯rϵ,α,δ |2 dr −



∫ Ψϵ,α,δ s



∫



T



s



∫



|∆x frϵ,α,δ |2 dr s



T



¯ ϵ,α,δ ]r − 2 (Ψϵ,α,δ − Ψϵ,α,δ d[M ), s T ∫



s



s ϵ,α,δ ¯ rϵ,α,δ . Y¯r− dM



Y¯rϵ,α,δ Urϵ,α,δ dBr + 0



0



Throughout this subsection, we denote by C > 0 diﬀerent constants depending only on T and L > 0. We notice that the local martingale Ψϵ,α,δ is indeed a square integrable martingale since Y¯sϵ,α,δ has s the expression [ ] Y¯sϵ,α,δ = E Fs hδ (ζTϵ,α,δ ) − h(XTϵ,α ) [∫ T ] ϵ,α,δ ϵ,α ϵ,α ϵ,α + E Fs {fδ (xϵ,α , Yrϵ,α,δ , Zrϵ,α,δ , αr ) − f (xϵ,α r , ζr r , Xr , Yr , Zr , αr )} dr s



and f , h are bounded. Therefore, by taking the expectation and using Gronwall’s lemma, we obtain ∫ T ] [ ϵ,α 2 ϵ,α,δ ϵ,α,δ 2 2 ¯ |∆x frϵ,α,δ |2 dr , s ∈ [t, T ] . E[ |Ys | ] ≤ C |ρf (δ)| + C E |hδ (ζT ) − h(XT )| + s



Let us now assume δ > 0 and set Aδ = { ω ; supt≤r≤T |Br (ω) − Bt (ω)| ≤ δ − 2 }. Then, on the event √ √ Aδ , we have |hδ (ζTϵ,α,δ ) − h(XTϵ,α )| ≤ ρh (δ) + ρh ( ϵ |χ|L∞ + 2δ ) and |∆x frϵ,α,δ | ≤ ρf ( ϵ |χ|L∞ + 2δ ) for all r ∈ [t, T ] . Hence, √ E[ |Y¯sϵ,α,δ |2 ] ≤ C ( |h|2L∞ + |f |2L∞ ) P (Acδ ) + C { ρf,h (δ) + ρf,h ( ϵ |χ|L∞ + 2δ ) } , 1



and by virtue of P (Acδ ) ≤ C T δ , we obtain (4.6). We can easily show the same estimate for δ = 0, recalling the deﬁnition f0 = f and h0 = h (in this case, it is not necessary to introduce the set Aδ ). Thus we have completed the proof. □ Let us set uϵ,δ (t, x) := inf E[ Ytϵ,α,δ (t, x) ] . Then, we get the following proposition as an easy α∈Aν



consequence of Lemma 4.1. Proposition 4.1 There exists a constant C > 0 such that for all 0 < ϵ < 1 and 0 ≤ δ < 1 , √ { } sup |uϵ,δ (t, x) − uϵ (t, x)|2 ≤ C (|f |2L∞ + |h|2L∞ ) δ + ρf,h (δ) + ρf,h (ϵ |χ|L∞ + 2δ) . t,x



Proof. By virtue of Proposition 2.3, 2 |uϵ,δ (t, x) − uϵ (t, x)|2 = inf E[ Ytϵ,α,δ ] − inf E[ Ytϵ,α ] ≤ sup E[ |Ytϵ,α,δ − Ytϵ,α |2 ] . α∈Aν



α∈Aν



Thus, we obtained the desired result by Lemma 4.1.
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α∈Aν



□



Remark 4.1 We can also characterize uϵ,δ (t, x) in terms of a HJB equation. For 0 ≤ δ < 1, we consider the following forward SDE  ϵ,α −1 ϵ,α −2 ϵ,α −1 ϵ,α   dxs = ϵ g(xs , αs ) ds + ϵ b(xs , αs ) ds√+ ϵ σ(xs , αs ) dWs , dζsϵ,α,δ = g˜(xϵ,α ˜ (xϵ,α 2 δ dBs , s , αs ) ds + σ s , αs ) dWs +    ϵ,α ϵ,α,δ d d =ζ∈R , xt = η ∈ R , ζt and the associated BSDE  dY ϵ,α,δ = −f (xϵ,α , ζ ϵ,α,δ , Y ϵ,α,δ , Z ϵ,α,δ , α ) ds + Z ϵ,α,δ dW + U ϵ,α,δ dB + dM ϵ,α,δ , δ s s s s s s s s s s s ϵ,α,δ ϵ,α,δ ϵ,α,δ Y ϵ,α,δ = hδ (ζ ϵ,α,δ ) M = 0, ⟨M , W ⟩ = ⟨M , B⟩ = 0 . T



t



T



Then, similarly to Proposition 2.3, we can prove the equalities u ˜(t, η, ζ) = ess-inf Ytϵ,α,δ (t, η, ζ) = inf E[ Ytϵ,α,δ (t, η, ζ) ] , α∈Aν



α∈Aν



P -a.s. ,



where u ˜ is a unique continuous viscosity solution to the following HJB equation  −∂ u ϵ,δ 2 2 2 (η, ζ, u ˜, Dη u ˜ , Dζ u ˜, Dηη u ˜, Dζζ u ˜, Dηζ u ˜) = 0 , in [0, T ) × Rd × Rd , t˜ + H u ˜(T, η, ζ) = hδ (ζ) , on Rd × Rd . The Hamiltonian H ϵ,δ is deﬁned by H ϵ,δ (η, ζ, y, q, p, Y, X, Z) { { } { } = sup −ϵ−2 tr a(η, α) Y − ϵ−2 ⟨ b(η, α) , q ⟩ − ϵ−1 ⟨ g(η, α) , q ⟩ − ϵ−1 tr (σ˜ σ ∗ )(η, α) Z α∈U } { } − tr a ˜δ (η, α) X − ⟨ g˜(η, α) , p ⟩ − fδ (η, ζ, y, ϵ−1 σ ∗ (η, α) q + σ ˜ ∗ (η, α) p, α) , where, for the simplicity of notation, we have put a ˜δ (η, α) = a ˜(η, α) + δ 2 I . Thus, in particular, we have uϵ,δ (t, x) = u ˜(t, ϵ−1 x, x + ϵ χ(ϵ−1 x) ) ,



∀(t, x) ∈ [0, T ] × Rd .



Next, we construct an approximation { u0,δ (t, x) ; δ > 0 } of u0 (t, x). For each δ > 0, we deﬁne δ the Hamiltonian H (x, y, p, X) by the cell problem { } δ H (x, y, p, X) = sup −Lα v(η) − Fδ (η, x, y, p, X, α) , (4.7) α∈U



where Fδ (η, x, y, p, X, α) := tr{ a ˜δ (η, α) X} + ⟨ g˜(η, α) , p ⟩ + f˜δ (η, x, y, p, α) , and we have put f˜δ (η, x, y, p, α) = fδ (η, x, y, σ ˜ ∗ (η, α) p, α) . Let us consider the following PDE  −∂ u + H δ (x, u, Du, D2 u) = 0 , in [0, T ) × Rd , t u(T, · ) = hδ ( · ) on Rd .



(4.8)



It is known from the theory of viscosity solutions that (4.8) has a unique bounded continuous viscosity solution u0,δ = u0,δ (t, x) (c.f. [1]). Moreover, we can show that it admits indeed a classical solution. 16



Proposition 4.2 The viscosity solution u0,δ belongs to Cb1,2 ([0, T ] × Rd ) . Proof. By virtue of Proposition 3.2, u0,δ = u0,δ (t, x) can be regarded as a continuous viscosity solution to the HJB equation  { }  −∂t u + sup − tr{˜ aδ (µ) D2 u} − ⟨ g˜(µ) , Du ⟩ − f˜δ (µ, x, u, Du) = 0 , in [0, T ) × Rd , µ∈U



 u(T, · ) = hδ ( · ) ,



on Rd .



(4.9)



Since a ˜δ is uniformly elliptic and all coeﬃcients are smooth for every µ ∈ U , we can conclude that u0,δ belongs to Cb1,2 ([0, T ] × Rd ) by applying regularity results due to Krylov [13] (see Theorem 6.4.3. and Theorem 6.4.4., p.301 of [13]). Hence we have completed the proof. □ The following proposition ensures that in order to prove Theorem 2.2, we have only to check the convergence for the approximating family { uϵ,δ ; ϵ > 0 } for each δ > 0. Proposition 4.3 For each δ > 0, assume that { uϵ,δ (t, x) ; ϵ > 0 } converges to u0,δ (t, x) for all (t, x) ∈ [0, T ] × Rd . Then, { uϵ (t, x) ; ϵ > 0 } converges to u0 (t, x) for all (t, x) ∈ [0, T ] × Rd . Proof. We set u(t, x) := lim ϵ↓0 uϵ (t, x), and choose ρ > 0 and δ > 0 arbitrarily. Then, for each (t, x) ∈ [0, T ] × Rd , there exists a subsequence { ϵl ; l ≥ 1 } which goes to zero as l → ∞ , such that u(t, x) = liml→∞ uϵl (t, x) (recall that uϵ (t, x) is uniformly bounded in ϵ > 0). Now we take a number l0 = l0 (t, x, δ) such that l ≥ l0 implies 0 < ϵl < ρ ,



|u(t, x) − uϵl (t, x)| ≤



ρ , 2



|u0,δ (t, x) − uϵl ,δ (t, x)| ≤



ρ , 2



which is always possible by the deﬁnition of { ϵl ; l ≥ 1 } and the assumption that uϵ,δ (t, x) converges to u0,δ (t, x) as ϵ → 0. Then by Proposition 4.1, there exists a constant C > 0 depending only on T , L > 0 and the bounds of f , h and χ such that for all l ≥ l0 , |u0,δ (t, x) − u(t, x)| ≤ |u0,δ (t, x) − uϵl ,δ (t, x)| + |uϵl ,δ (t, x) − uϵl (t, x)| + |uϵl (t, x) − u(t, x)| √ √ √ √ ≤ ρ + C{ δ + ρf,h (δ) + ρf,h (ρ C + 2δ) } . (4.10) Remark that the right-hand side does not depend on (t, x) ∈ [0, T ] × Rd . By letting ρ ↓ 0 and δ ↓ 0, we δ have limδ↓0 sup(t,x) |u0,δ (t, x) − u(t, x)| = 0 . Since the functions H and hδ also converge uniformly on compacts to H and h respectively, the stability result for viscosity solutions and the uniqueness of solution to (1.4) imply u0 (t, x) = u(t, x) for all (t, x) ∈ [0, T ] × Rd . Hence, from (4.10) after taking ρ ↓ 0 , and Proposition 4.1 , we obtain |uϵ (t, x) − u0 (t, x)| ≤ |uϵ (t, x) − uϵ,δ (t, x)| + |uϵ,δ (t, x) − u0,δ (t, x)| + |u0,δ (t, x) − u0 (t, x)| √ √ √ {√ } √ √ ≤C δ + ρf,h (δ) + ρf,h (ϵ C + 2δ) + ρf,h ( 2δ) + |uϵ,δ (t, x) − u0,δ (t, x)| , which implies the desired result.



□
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4.2



Probabilistic approach



The goal of this subsection is to prove the following theorem. Theorem 4.1 For every δ > 0 and (t, x) ∈ [0, T ] × Rd , uϵ,δ (t, x) converges to u0,δ (t, x) as ϵ goes to zero. As already mentioned in Proposition 4.3, Theorem 2.2 is an easy consequence of Theorem 4.1. From now on, to avoid heavy notation, we omit the parameter δ > 0 if there is no confusion. So we shall denote by ζ ϵ,α := ζ ϵ,α,δ and u(t, x) := u0,δ (t, x) the stochastic processes (4.3) and the classical solution to the PDE (4.8) respectively, while we keep the notation (Y ϵ,α,δ , Z ϵ,α,δ , U ϵ,α,δ , M ϵ,α,δ ) in order to distinguish it from the solution to (1.1). Let us set Y¯sϵ,α = Ysϵ,α,δ − u(s, ζsϵ,α ) . Taking into account that u(t, ζtϵ,α,δ ) = u(t, x + ϵ χ(ϵ−1 x)) , we have uϵ,δ (t, x) − u(t, x) = inf E[ Y¯tϵ,α ] + { u(t, x + ϵ χ(ϵ−1 x)) − u(t, x) } . α∈Aν



Remark that the last term of the right-hand side converges to zero as ϵ ↓ 0 since |χ|L∞ is ﬁnite. Thus, if we show limϵ↓0 inf α∈Aν E[ Y¯tϵ,α ] = 0 , then the proof of Theorem 4.1 will be completed. In the sequel, we shall prove more generally that limϵ↓0 inf α∈Aν E[ Y¯sϵ,α ] = 0 , for every s ∈ [t, T ]. For this purpose, we use the following notations √ ϵ,α ¯sϵ,α = Usϵ,α,δ − 2 δ Du(s, ζsϵ,α ) , Z¯sϵ,α = Zsϵ,α,δ − σ ˜ ∗ (xϵ,α U s , αs ) Du(s, ζs ) , ∫ 1 ϵ,α ϵ,α,δ ϕϵ,α (s) = ∂y fδ (xϵ,α + (1 − θ)(Ysϵ,α,δ − Y¯sϵ,α ), Zsϵ,α,δ , αs ) dθ , (4.11) y s , ζs , θYs ∫ ϕϵ,α z (s)



0 1 ϵ,α,δ ϵ,α − Y¯sϵ,α , θZsϵ,α,δ + (1 − θ)(Zsϵ,α,δ − Z¯sϵ,α ), αs ) dθ . ∂z fδ (xϵ,α s , ζs , Ys



= 0



(4.12)



Then, the process Y¯ ϵ,α satisﬁes the linear BSDE  dY¯ ϵ,α = −{ ϕϵ,α (s)Y¯ ϵ,α + ϕϵ,α (s)Z¯ ϵ,α + ψ ϵ,α } ds + Z¯ ϵ,α dW + U ¯sϵ,α dBs + dMsϵ,α,δ , s s y s z s s s Y¯ ϵ,α = 0 , T



(4.13)



d d where ψsϵ,α = ψ(s, ζsϵ,α , xϵ,α s , αs ) , and ψ : [t, T ] × R × R × U −→ R is deﬁned by



ψ(s, x, η, α) = ∂t u(s, x) + Fδ (η, x, u(s, x), Du(s, x), D2 u(s, x), α) . Now we introduce the continuous F-semimartingale ∫ r ∫ (∫ r ) 1 r ϵ,α ϵ,α ϵ,α ϵ,α Γs,r = exp ϕy (v) dv + ϕz (v) dWv − |ϕz (v)|2 dv , 2 s s s



(4.14)



t≤s≤r≤T,



ϵ,α ϵ,α ϵ,α ϵ,α,δ which solves the forward SDE dΓϵ,α =1 s,r = Γs,r {ϕy (r) dr + ϕz (r)Wr } with initial condition Γs,s for all t ≤ s ≤ r ≤ T . Since fδ is a molliﬁcation of the bounded function f , we can easily show ϵ,α |ϕϵ,α y (s)| + |ϕz (s)| ≤ C , for all t ≤ s ≤ T , P -a.s., and therefore there exists C > 0 such that [ ] 4 sup E sup |Γϵ,α ≤C. (4.15) s,r | 0≤s≤T



s≤r≤T



Hereafter, we denote by C > 0 various constants depending only on T > 0, L > 0 and the bound of coeﬃcients b, g, σ, f , etc. (C may depend on δ > 0 implicitly). In the sequel, we will make use of the following auxiliary result. 18



Lemma 4.2 For any t ≤ s ≤ T , we have E [Y¯sϵ,α ] = E



[∫



T



] ϵ,α Γϵ,α s,r ψr dr .



(4.16)



s



Proof.



By the integration by parts formula and the equality (4.13), ∫ s ∫ s ∫ s ϵ,α ¯ ϵ,α ϵ,α ¯ ϵ,α ϵ,α ϵ,α ϵ,α ϵ,α ¯ ¯ ¯ ϵ,α ]r [Γϵ,α Γt,r− dYr + Yr dΓt,r + Γt,s Ys − Γt,t Yt = t,· , Y· t t t ∫ s ϵ,α ϵ,α =− Γϵ,α t,r ψr dr + Φs ,



(4.17)



t



where



∫



∫



s



¯ ϵ,α + Y¯rϵ,α ϕϵ,α Γϵ,α t,r (Zr z (r)) dWr +



Φϵ,α s =



∫



s



s



¯ ϵ,α Γϵ,α t,r Ur dBr +



t



ϵ,α,δ Γϵ,α , t,r− dMr



t



We notice here that Φϵ,α belongs to M2 (F, P ). Indeed, by deﬁnition, ∫ s ∫ s ∫ s ∫ ϵ,α ϵ,α ϵ,α ϵ,α,δ ϵ,α ¯ ¯ ¯ ¯ Zr dWr + Ur dBr + dMr = Ys − Yt + t



t



t≤s≤T.



t



t



s



θrϵ,α dr ,



(4.18)



t



where } { ϵ,α 2 ϵ,α g (xϵ,α ˜δ (xϵ,α θrϵ,α := ∂t u(r, ζrϵ,α ) + tr a r , αr ), Du(r, ζr )⟩ r , αr ) D u(r, ζr ) + ⟨˜ ϵ,α ϵ,α,δ +fδ (xϵ,α , Zrϵ,α,δ , αr ) . r , ζ r , Yr



We denote the left-hand side of (4.18) by Nrϵ,α . Then, Nrϵ,α is a bounded process since the right-hand side is bounded. Especially, E[ supt≤s≤T |Nsϵ,α |4 ] < ∞ . Hence, in view of (4.15) and Burkholder’s inequality, { [ ] } 12 ] } 21 { [ 2 ϵ,α E[ |Φϵ,α ]s |2 ≤ C 1 + E sup |Nsϵ,α |4 < ∞. T | ] ≤ C 1 + E | [N t≤s≤T



Thus, Φϵ,α ∈ M2 (F, P ) . Finally, since Y¯Tϵ,α = 0 , we obtain from (4.17) that −1 Fs Y¯sϵ,α = (Γϵ,α E t,s )



[∫



T



] [∫ ϵ,α Fs Γϵ,α ψ dr = E t,r r



s



T



] ϵ,α Γϵ,α s,r ψr dr ,



s



which implies (4.16). Hence we have completed the proof.



□



∪N −1 Proposition 4.4 For any ρ > 0, there exist a partition (s, T ] = j=0 (sj , sj+1 ] and a ﬁnite number of Borel sets B1 , B2 , . . . , BN ′ ∈ B(Rd ) such that for arbitrarily ﬁxed points yk ∈ Bk ( k = 1, . . . , N ′ ), we have N −1 ∑ N′ [∫ ∑ ϵ,α E E [Y¯s ] − j=0 k=1



sj+1 sj



] ρ ϵ,α ϵ,α . Γϵ,α 1 ψ(s , y , x , α ) dr < j k r s,r {ζsj ∈Bk } r 2



(4.19)



∪N −1 Proof. For K, γ > 0 and N > 0, we consider the disjoint decomposition (s, T ] := j=0 ∆j = ∪N −1 j=0 (sj , sj+1 ] , where sj = s + j (T − s)/N , j = 0, 1, . . . , N − 1 . Furthermore, we consider a ﬁnite covering of B(K) := { x ∈ Rd ; |x| ≤ K } consisting of closed balls in Rd with radius γ/2 , ∪N ′ and from this covering, we construct a disdoint decomposition B(K) = k=1 Bk , Bk ∈ B(Rd ) , 19



k = 1, 2, . . . , N ′ . Note that diam(Bk ) := sup{ |y − y ′ | ; y, y ′ ∈ Bk } ≤ γ and N ′ is a number depending on K, γ > 0. Now we set AK = { sup |ζrϵ,α | ≤ K } ,



Bγ,N = {



t≤r≤T



sup |ζrϵ,α − ζsϵ,α | ≤ γ }. j



max



0≤j≤N −1 r∈∆j



Then, in view of (4.4) and Chebyshev’s inequality, we can easily show P (AcK )



C(1 + |x|2 ) , ≤ K2



c P (Bγ,N )



≤



N −1 ∑ j=0



C(T − s)2 C|sj+1 − sj |2 = . γ4 N γ4



(4.20)



Since the function ψ deﬁned by (4.14) is bounded and continuous on [0, T ] × Rd , we have for all (s, y), (s′ , y ′ ) ∈ [0, T ] × B(K) and (η, α) ∈ Rd × U that ′ K ′ |ψ(s, y, η, α) − ψ(s′ , y ′ , η, α)| ≤ ρK ψs (|s − s |) + ρψy (|y − y |) ,



(4.21)



K where ρK ψs ( · ) and ρψy ( · ) denote the modulus of continuity for ψ on [t, T ] × B(K) with respect to s and y respectively, and they are independent of (η, α) ∈ Rd × U by the deﬁnition of ψ. Now, for each k = 1, . . . , N ′ , we ﬁx arbitrarily yk ∈ Bk and set Cj,k = { ζsϵ,α ∈ Bk } . Note that j ∪N ′ ′ Cjk ∩ Cjk′ = ∅ if k ̸= k and AK ⊂ k=1 Cj,k . Then, for all r ∈ ∆j , ϵ,α ϵ,α ψ(r, ζrϵ,α , xϵ,α r , αr ) = 1(AK ∩Bγ,N )c ψ(r, ζr , xr , αr ) ′



+



N ∑



ϵ,α 1AK ∩Bγ,N 1Cj,k { ψ(r, ζrϵ,α , xϵ,α r , αr ) − ψ(sj , yk , xr , αr ) }



k=1 ′



+



N ∑



′



1Cj,k ψ(sj , yk , xϵ,α r , αr )



k=1



−



N ∑



1(AK ∩Bγ,N )c 1Cj,k ψ(sj , yk , xϵ,α r , αr )



k=1



=: Ψj,1 (r) + Ψj,2 (r) + Ψj,3 (r) − Ψj,4 (r) . By using (4.15) and (4.20), we have √ [∫ √ [ ] ] c) 2 ∞ (sj+i − sj ) Γϵ,α Ψ (r) dr ≤ |ψ| P ((A ∩ B ) E sup |Γϵ,α E s,r | j,1 L K γ,N s,r s≤r≤T



∆j



≤ C |ψ|L∞ (sj+i − sj )



{ 1 + |x| K



1 +√ N γ2



} ,



∑N ′ ϵ,α and in consideration of k=1 1Cj,k |ψ(sj , yk , xr , αr )| ≤ |ψ|L∞ , we can show similarly that [∫ ] { 1 + |x| 1 } . Γϵ,α +√ E s,r Ψj,4 (r) dr ≤ C |ψ|L∞ (sj+i − sj ) K N γ2 ∆j Furthermore, on the event AK ∩ Bγ,N ∩ Cj,k , we have |ζrϵ,α − yk | ≤ |ζrϵ,α − ζsϵ,α | + |ζsϵ,α − yk | ≤ 2 γ j j for all r ∈ ∆j . Therefore, the inequality (4.21) yields [∫ E



Γϵ,α s,r Ψj,2 (r) dr ∆j



] [∫ ≤E



′



Γϵ,α s,r 1AK ∩Bγ,N



∆j



≤ C (sj+1 −



N ∑



K ϵ,α 1Cj,k { ρK − yk |) } dr ψs (|r − sj |) + ρψy (|ζr



k=1



sj ) { ρK ψs (|sj+1 20



− sj |) + ρK ψy (2γ) } .



]



Thus, due to (4.16), we have N −1 [ ∫ ∑ ϵ,α ¯ E E [Ys ] − j=0



≤ C |ψ|L∞



] Γϵ,α s,r Ψj,3 (r) dr 



∆j



1 } −1 +√ + C { ρK T ) + ρK ψs (N ψy (2γ) } , N γ2



{ 1 + |x| K



(4.22)



for all K, γ > 0 and N > 0. Remark that the above inequality does not depend on the choice of control. Thus, by choosing K > 0, γ > 0 and N > 0 such that the right-hand side of (4.22) is less than ρ/2 , we obtain (4.19) and we have completed the proof. □ Hereafter, we ﬁx ρ, K, γ, N > 0, and yk ∈ Bk (k = 1, . . . , N ′ ) such that (4.19) holds. Now we shall estimate the left-hand side of (4.19). Let v = v(η, x, y, p, X) be the solution to the cell problem (4.7), and for (η, s, x) ∈ Rd × [0, T ] × Rd and α ∈ U , we set v(η, s, x) := v(η, x, u(s, x), Du(s, x), D2 u(s, x)) , { } 2 V (s, x, η, α) := tr a(η, α) Dηη v(η, s, x) + ⟨b(η, α), Dη v(η, s, x)⟩ , F (s, x, η, α) := Fδ (η, x, u(s, x), Du(s, x), D2 u(s, x), α) . Then, for all (s, x, η, α) ∈ [0, T ] × Rd × Rd × U , we have { } ψ(s, x, η, α) = sup − (V + F )(s, x, η, β) + F (s, x, η, α) ≥ −V (s, x, η, α) .



(4.23)



β∈U



In particular, N −1 ∑ N′ ∑



∫



[



Γϵ,α s,r



E 1Cj,k



ψ(sj , yk , xϵ,α r , αr ) dr



]



≥−



∆j



j=0 k=1



N −1 ∑ N′ ∑



∫ [ E 1Cj ,k



] ϵ,α Γϵ,α V (s , y , x , α ) dr . j k r s,r r



∆j



j=0 k=1



Thus, in combination with (4.19), we obtain N −1 N ′ ∫ ∑∑ [ ] ρ ϵ,α inf E [Y¯sϵ,α ] ≥ − sup . E 1Cj ,k Γϵ,α s,r V (sj , yk , xr , αr ) dr − α∈Aν 2 α∈Aν ∆j j=0 k=1



The following proposition claims the reverse inequality. Proposition 4.5 inf E



α∈Aν



[Y¯sϵ,α ]



N −1 N ′ ∫ ∑∑ [ ] ϵ,α ϵ,α ≤ sup E 1Cj ,k Γs,r V (sj , yk , xr , αr ) dr + ρ . α∈Aν ∆j



(4.24)



j=0 k=1



Proof. The key point of proof is to construct an appropriate predictable control α ∈ Aν which ϵ,α satisﬁes ψ(sj , yk , xϵ,α r , αr ) < −V (sj , yk , xr , αr ) + ρ for all r ∈ [s, T ]. For λ > 0 and M > 0, let us deﬁne the disjoint decompositions ∆j =



M −1 ∪



Ij,l =



l=0



M −1 ∪



(sj + rl , sj + rl+1 ] ,



rl =



l=0



sj+1 − sj l, M



l = 0, 1, . . . , M − 1 ,



′



[0, 1)d =



M ∪



Ei ,



Ei ∈ B(Rd ) ,



diam(Ei ) < λ ,



i=1



21



i = 1, . . . , M ′ ,



′



where the family of Borel sets {Ei }M i=1 can be constructed as in the proof of Proposition 4.4 by using d a covering of [0, 1) . Furthermore, we set Λjλ,M = {



ϵ,α sup |xϵ,α sj +r − xsj +rl | ≤ λ } ,



max



0≤l≤M −1 r∈Ij,l



j = 0, 1, . . . , N − 1.



Then, similarly to (4.20), for all p ≥ 1, we can show P ((Λjλ,M )c )



≤



M −1 ∑



C |rl+1 − rl |p C ≤ p p−1 4p 2p . ϵ4p λ2p N M ϵ λ



l=0



(4.25)



We ﬁx ei ∈ Ei (i = 1, . . . , M ′ ) arbitrarily. Then, since (V + F )(sj , yk , ei , · ) is continuous on U , there exists αjki ∈ U such that sup



{



− (V + F )(sj , yk , ei , α)



}



= −(V + F )(sj , yk , ei , αjki ) ,



∀(sj , yk , ei ) .



(4.26)



α∈U



Now we deﬁne inductively a control α = (αr )0≤r≤T and stochastic processes xϵ,α = (xϵ,α r )t≤r≤T and ζ ϵ,α = (ζrϵ,α )t≤r≤T such that  α if 0 ≤ r ≤ s , 0 αr (ω) = d αjki if r ∈ Ij,l , ζsϵ,α ∈ Bk , and xϵ,α sj +rl ∈ Ei (mod Z ) , j and



 dxϵ,α = (ϵ−2 b + ϵ−1 g)(xϵ,α , α ) dr + ϵ−1 σ(xϵ,α , α ) dW , r r r r r r √ ζ ϵ,α = ϵ (xϵ,α + χ(xϵ,α )) + 2 δ (Br − Bt ) , r



xϵ,α = ϵ−1 x , t



r



r



where α0 ∈ U is an arbitrarily ﬁxed element. By deﬁnition, the control α = (αr )0≤r≤T constructed above becomes a predictable process. From now on, we ﬁx this control α ∈ Aν . Let us consider the function V + F . By the continuity of V + F and its periodicity in η , we have |(V + F )(sj , yk , η, α) − (V + F )(sj , yk , η ′ , α)| ≤ ρV +F (|η − η ′ |) ,



∀η, η ′ ∈ Rd ,



α∈U,



for all j = 0, 1, . . . , N − 1 and k = 1, 2, . . . , N ′ , where ρV +F : R+ −→ R+ is a non-decreasing function such that limθ↓0 ρV +F (θ) = 0 . Note that the choice of ρV +F ( · ) depends on N and N ′ since we do not know if v(η, s, x) is continuous in (s, x). Then, in view of (4.26), we can see that on the set Λjλ,M ∩ Cj,k , sup β∈U



{



}



− (V + F )(sj , yk , xϵ,α r , β)



< −(V + F )(sj , yk , xϵ,α r , αr ) + 2ρV +F (2λ) ,



r ∈ ∆j .



Hence, from (4.15) and the left equality in (4.23), N −1 ∑ N′ ∑



[ E 1Cj,k (1Λj



λ,M



∫ + 1(Λj



λ,M



ϵ,α Γϵ,α s,r ψ(sj , yk , xr , αr ) dr



)c )



∆j



j=0 k=1 ′



≤



N −1 ∑ N ∑ j=0 k=1



[ E 1Cj ,k



∫ Γϵ,α s,r



{



} ] − V (sj , yk , xϵ,α r , αr ) + 2ρV +F (2λ) dr



∆j



+ C |ψ|L∞



]



max



0≤j≤N −1
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√ P ((Λjλ,M )c ) .



Thus, in combination with (4.19) and (4.25), we obtain ∫ N′ −1 ∑ N∑ [ ] ϵ,α ϵ,α ϵ,α inf E [Y¯s ] ≤ sup E 1Cj ,k Γs,r V (sj , yk , xr , αr ) dr α∈Aν α∈Aν ∆j j=0 k=1



C |ψ|L∞ ρ + C ρV +F (2λ) + p . p−1 2 N 2 M 2 ϵ2p λp Now we take p = 5 and M = m ([ϵ−5 ] + 1), where m > 0 is an arbitrarily ﬁxed number, and [ϵ−5 ] p−1 stands for the integer part of ϵ−5 . Then, by using M 2 ϵ2p = m2 ([ϵ−5 ] + 1)2 ϵ10 ≥ m2 , the last term of the right-hand side can be estimated as +



C |ψ|L∞



≤



C |ψ|L∞



. 5 N 2 m2 λ5 N M Since λ > 0 and m > 0 are arbitrary, we obtain the desired result by choosing them such that (4.24) holds. □ p 2



p−1 2



ϵ2p λp



By virtue of (4.24) and the reverse inequality, the following lemma shows inf α∈Aν E[ Y¯ ϵ,α ] −→ 0 as ϵ ↓ 0, which completes the proof of Theorem 4.1 Lemma 4.3 For each ﬁxed N and N ′ , we have N −1 N ′ ∫ ∑∑ [ ] ϵ,α ϵ,α lim sup E 1Cj,k Γs,r V (sj , yk , xr , αr ) dr = 0 . ϵ↓0 α∈Aν ∆j j=0 k=1



Proof. Let us set v¯j,k (η) = v(η, sj , yk ) − v(0, sj , yk ). Clearly, Dη v¯j,k (η) = Dη v(η, sj , yk ) and 2 v(η, sj , yk ). We also know |¯ vj,k |C 2 (Rd ) ≤ C in view of (2.18). Then, for every = Dηη α ∈ Aν , j = 0, 1, . . . , N − 1 , and k = 1, . . . , N ′ , Ito’s formula yields 2 v¯j,k (η) Dηη



Γϵ,α ¯j,k (xϵ,α ) − Γϵ,α ¯j,k (xϵ,α s,sj+1 v s s,sj v sj ) ∫ j+1 ∫ 1 1 ϵ,α ϵ,α = 2 Γ V (sj , yk , xr , αr ) dr + Γϵ,α (σ ∗ Dη v¯j,k )(xϵ,α r , αr ) dWr ϵ ∆j s,r ϵ ∆j s,r ∫ ⟨ ⟩ 1 ϵ,α ϵ,α ϵ,α + Γϵ,α ¯j,k (xϵ,α s,r g(xr , αr ) + σ(xr , αr ) ϕz (r) , Dη v r ) dr ϵ ∆j ∫ ∫ ϵ,α ϵ,α ϵ,α + Γϵ,α ϕ (r) v ¯ (x ) dW + Γϵ,α ¯j,k (xϵ,α j,k r r s,r z s,r ϕy (r) v r ) dr . ∆j



∆j



Remark that the stochastic integral parts of the right-hand side are F-martingales. Since Cj,k ∈ Fsj , we have ∫ [ ] ϵ,α Γϵ,α E 1Cj,k s,r V (sj , yk , xr , αr ) dr ∆j



[



∫



⟨ ⟩ ] ϵ,α ϵ,α ϵ,α Γϵ,α ¯j,k (xϵ,α s,r g(xr , αr ) + σ(xr , αr ) ϕz (r) , Dη v r ) dr



= −ϵ E 1Cj,k [



∆j



∫



− ϵ2 E 1Cj,k ∆j



] ϵ,α ϵ,α ϵ,α Γϵ,α ϕ (r) v ¯ (x ) dr + ϵ2 E[ 1Cj,k { Γϵ,α ¯j,k (xϵ,α ¯j,k (xϵ,α j,k s,r y r s,sj+1 v sj+1 ) − Γs,sj v sj ) } ] ,



which implies



N −1 N ′ ∫ ∑∑ [ ] ϵ,α 2 2 sup Γϵ,α E 1Cj,k s,r V (sj , yk , xr , αr ) dr ≤ ( ϵ + ϵ ) C + ϵ C N , α∈Aν ∆j j=0 k=1



by using the fact that



∑N ′ k=1



1Cj,k ≤ 1 , P -a.s. Thus, we have completed the proof. 23



□



5



Appendix



5.1



Proof of Propositions 2.3 and 3.3



We consider a more general situation which includes Propositions 2.3 and 3.3. Let ν = (Ω, F, F, P ; W ) be a probability reference system, where (Wt )0≤t≤T is an l-dimensional F-Brownian motion. Given a control α ∈ Aν and (t, x) ∈ [0, T ] × Rd , we consider the FBSDE  α α α   dXs (t, x) = b(Xs (t, x), αs ) ds + σ(Xs (t, x), αs ) dWs ,



dYsα (t, x) = −f (Xsα (t, x), Ysα (t, x), Zsα (t, x), αs ) ds + Zsα (t, x) dWs + dMsα (t, x) ,    α Xt (t, x) = x , YTα (t, x) = h(XTα (t, x)) , Mtα (t, x) = 0, ⟨M α (t, x), W ⟩ = 0 ,



(5.1)



where (1) U is a compact metric space. (2) b ∈ BU C(Rd × U ; Rd ), σ ∈ BU C(Rd × U ; Rd×l ), and there exists L > 0 such that |b(x, α) − b(x′ , α)| + |σ(x, α) − σ(x′ , α)| ≤ L |x − x′ | ,



x, x′ ∈ Rd , α ∈ U .



(3) f : Rd × R × Rl × U −→ R is a bounded and Borel measurable function such that f ( · , α) is uniformly continuous, uniformly in α ∈ U and f (x, y, σ ∗ (x, α) p, α) is continuous in α ∈ U for all (x, y, p) ∈ Rd × R × Rd . Furthermore, there exists L > 0 such that for all α ∈ U , (x, y) ∈ Rd × R , and z , z ′ ∈ Rl , y 7−→ f (x, y, z, α) − Ly



is non-increasing, ′



| f (x, y, z, α) − f (x, y, z , α) | ≤ L |z − z ′ | . (4) h ∈ BU C(Rd ; R) . Let u = u(t, x) be a bounded continuous viscosity solution to the PDE  −∂ u + H(x, u, Du, D2 u) = 0 , in [0, T ) × Rd , t u(T, · ) = h( · ) , on Rd ,



(5.2)



where { } 1 H(x, y, p, X) = sup − tr{ (σσ ∗ )(x, α) X} − ⟨ b(x, α) , p ⟩ − f (x, y, σ ∗ (x, α) p, α) . 2 α∈U Proposition 5.1 For each (t, x) ∈ [0, T ] × Rd , we have u(t, x) = ess-inf Ytα (t, x) = inf E[ Ytα (t, x) ] , α∈Aν



α∈Aν



P -a.s.



Proof. We divide the proof into two steps. Step 1. Assume that b( · , α) , σ( · , α) and f ( · , α) are of class Cb2 with respect to all components for every α ∈ U , h belongs to Cb3 , and there exists some constant ϱ > 0 such that ϱ I ≤ a(x, α) ≤ ϱ−1 I , for all (x, α) ∈ Rd ×U , where a(x, α) := σσ ∗ (x, α)/2 . Then, it is well-known that (5.2) has a classical solution, that is, u ∈ Cb1,2 ([0, T ] × Rd ) (see Krylov [13] p.301).
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Fix (t, x) ∈ [0, T ] × Rd . We omit the indices (t, x) for simplicity and set Y¯sα = Ysα − u(s, Xsα ). Then, by the same argument as in the proof of Lemma 4.2, we can show the equality Y¯tα = ∫T α d E Ft [ t Γα t,s ψ(s, Xs , αs ) ds ] , P -a.s., where ψ : [0, T ] × R × U −→ R is deﬁned by ψ(s, x, α) = ∂t u(s, x) + tr{a(x, α) D2 u(s, x)} + ⟨ b(x, α) , Du(s, x) ⟩ +f (x, u(s, x), σ ∗ (x, α) Du(s, x), α) , ∫s α ∫ ∫s α 1 s α 2 α α and Γα t,s = exp( t ϕ1 (r) dr + t ϕ2 (r) dWr − 2 t |ϕ2 (r)| dr ) . The symbols ϕ1 and ϕ2 stand for α α bounded processes satisfying |ϕ1 (s)| + |ϕ2 (s)| ≤ C for all s ∈ [t, T ] , P -a.s. (cf. (4.11) and (4.12)). Remark that there exists C > 0 depending only on T > 0 and the derivatives of f with respect to (y, z) such that E Ft



[



] 2 ≤C, sup |Γα t,s |



P -a.s.,



0≤t≤T.



(5.3)



t≤s≤T



Since ψ(s, x, α) ≥ 0, we have Y¯tα ≥ 0 for all α ∈ Aν , which implies ess-inf Ytα ≥ u(t, x) . Thus, it α remains to prove the reverse inequality: ess-inf Y¯tα ≤ 0 . More precisely, we shall show that for an α arbitrary ρ > 0, there exists a control α ∈ Aν such that Y¯tα < ρ . Let α : [0, T ] × Rd −→ U be a Borel measurable function such that 0 = inf α ψ(s, x, α) = ψ(s, x, α(s, x)) for all (s, x) ∈ [0, T ] × Rd . Note that such a selection of a Borel function exists thanks to the continuity of ψ in α and the compactness of U . Moreover, for each K > 0, there is a γ > 0 such that, for all (s, x) , (s′ , x′ ) ∈ [0, T ] × B(K) satisfying |s − s′ | ≤ γ and |x − x′ | ≤ γ , we have |ψ(s, x, α) − ψ(s′ , x′ , α)| ≤



ρ , 2T CΓ



∀α ∈ U,



(5.4)



[ ] where CΓ denotes a constant chosen such that E Ft supt≤s≤T Γα t,s ≤ CΓ , P -a.s., for all 0 ≤ t ≤ T . Given an arbitrarily ﬁxed element α0 ∈ U , we deﬁne inductively a control α ∈ Aν and the corresponding controlled process X α = (Xsα )t≤s≤T satisfying (5.1) such that αs (ω) = α0 if s ∈ [0, t] and αs (ω) = α(τn , Xταn ) if s ∈ (τn , τn+1 ] , n = 0, 1, 2, . . . , where τ0 ≡ t and τn+1 = inf{ s > τn ; |s − τn | ∧ |Xsα − Xταn | ≥ γ } ,



n = 0, 1, 2, . . .



Note that the control process α = (αs ) is well-deﬁned; in particular τn ↑ ∞, P -a.s., as n → ∞, and α = (αs ) is a predictable process, i.e., α ∈ Aν . From now on, we ﬁx this control. Deﬁne AK = { supt≤s≤T |Xsα | ≤ K } . Then, there exists C > 0 depending only on L > 0 and the bound of b and σ such that P Ft (AcK ) ≤ K −2 E Ft



[



] sup |Xsα |2 ≤ K −2 C (1 + |x|2 ) ,



P -a.s.



t≤s≤T



Furthermore, from (5.4) and the fact that ψ(s, x, α(s, x)) = inf α ψ(s, x, α) = 0, it follows that on the set AK , ψ(s, Xsα , αs ) = ψ(s, Xsα , α(τn , Xταn )) = ψ(s, Xsα , α(τn , Xταn )) − ψ(τn , Xταn , α(τn , Xταn )) + ψ(τn , Xταn , α(τn , Xταn )) ρ < , ∀s ∈ (τn , τn+1 ] , n = 0, 1, 2, . . . 2T CΓ 25



Hence, ∫ T [ ] α Y¯tα = E Ft (1AK + 1AcK ) Γα ψ(s, X , α ) ds s t,s s t √ √ [ ] 2 + ≤ |ψ|L∞ (T − t) P Ft (AcK ) E Ft sup |Γα t,s | ≤K



−1



t≤s≤T



√ ρ C 1 + |x|2 + , 2



[ ] ρ (T − t) E Ft sup Γα t,s 2T CΓ t≤s≤T



P -a.s.,



and we obtain the desired result by choosing K > 0 suﬃciently large. Step 2. We shall now drop the diﬀerentiability conditions on the coeﬃcients as well as the uniform ellipticity of a . For δ > 0, we consider the molliﬁcations of b( · , α) , σ( · , α) , f ( · , α) , and h similarly to (4.1), and denote them by bδ ( · , α) , σδ ( · , α) , fδ ( · , α) , and hδ respectively. Remark that |lδ ( · , α) − l( · , α)|L∞ ≤ ρl (δ) for all α ∈ U with l = b , σ , f and h , where ρl (δ) stands for the modulus of continuity for l . Let us consider, by taking a natural extension of the probability system if necessary, the FBSDE  √ δ,α δ,α δ,α   dXs = bδ (Xs , αs ) ds + σδ (Xs , αs ) dWs + 2 δ dBs , (5.5) dYsδ,α = −fδ (Xsδ,α , Ysδ,α , Zsδ,α , αs ) ds + Zsδ,α dWs + Usδ,α dBs + dMsδ,α ,    δ,α Mtα = 0, ⟨M α , W ⟩ = ⟨M α , B⟩ = 0 , Xt = x , YTδ,α = hδ (XTδ,α ) , and the PDE (5.2) with the coeﬃcients bδ , σδ , fδ , hδ and aδ (x, α) = (1/2) (σδ σδ∗ )(x, α) + δ 2 I in place of b, σ, f , h and a respectively. We denote its solution by uδ = uδ (t, x). Then, from Step 1, uδ (t, x) = ess-inf Ytδ,α = inf E[ Ytδ,α ] , α∈Aν



α∈Aν



P -a.s.



(5.6)



Furthermore, since E Ft [ supt≤s≤T |Xsδ,α − Xsα |2 ] ≤ Cδ 2 , P -a.s., for all α ∈ Aν , we can show by the same argument as in Lemma 4.1 that there exists C > 0 which is independent of (t, x) ∈ [0, T ] × Rd , δ > 0 and α ∈ Aν such that √ } { E Ft [ |Ytδ,α − Ytα |2 ] ≤ C (|f |2L∞ + |h|2L∞ ) δ + ρf,h (δ) + ρf,h (C δ) , P -a.s. In particular, lim ess-inf Ytδ,α − ess-inf Ytα ≤ lim ess-sup |Ytδ,α − Ytα |2 = 0 , δ↓0



α∈Aν



α∈Aν



δ↓0



α∈Aν



uniformly in (t, x) ∈ [0, T ] × Rd . Therefore, letting δ ↓ 0 in (5.6), we obtain lim uδ (t, x) = ess-inf Ytα , α∈Aν



δ↓0



P -a.s., uniformly on [0, T ] × Rl . By the stability result for viscosity solutions and uniqueness of the PDE (5.2), ess-inf Ytα must satisfy the PDE (5.2) in the viscosity sense. Hence we have completed α∈Aν



the proof.



5.2



□



Proof of Proposition 3.1



It remains to prove the second equality in (3.3). Set κ(η) := sup lim { −T −1 E[ ˜ T →∞ α∈A



∫T 0



l(ηsα , αs ) ds ] } ,



for η ∈ Rd . Then, the inequality κ ≥ κ(η) can be easily seen by using the ﬁrst equality. Thus, it suﬃces to show κ ≤ κ(η) for every η ∈ Rd . 26



Fix arbitrarily η ∈ Rd , ρ > 0 and set ψ(η, α) = −(Lα v)(η) − l(η, α) . Then, there exists a γ > 0 such that |η−η ′ | ≤ γ implies |ψ(η, α)−ψ(η ′ , α)| ≤ ρ/2 for all α ∈ A . Moreover, since ψ is Zd -periodic in η , we can choose a Borel measurable function α : Td −→ U such that supα∈U ψ(η, α) = ψ(η, α(η)) for all η ∈ Td , where Td stands for the d-dimensional unit torus. Thus, we can deﬁne inductively a control α ∈ A˜ and the corresponding controlled process η α = α (ηs )s≥0 such that η α satisﬁes (3.1) and αs (ω) = α(ηταn ) for s ∈ (τn , τn+1 ] ( n = 0, 1, 2, . . . ), where τ0 ≡ 0 and τn+1 = inf{ s > τn ; |ηsα − ηταn | ≥ γ } . Note that the control α = (αs ) constructed above is ˜ an F-predictable process, in particular τn ↑ ∞, P -a.s., as n → ∞. From now on, we ﬁx this control process α = (αs ). It is easy to see that, for all ω ∈ Ω and s ≥ 0 satisfying s ∈ (τn (ω), τn+1 (ω)] , sup ψ(ηsα , β) = sup ψ(ηsα , β) − sup ψ(ηταn , β) + sup ψ(ηταn , β) − ψ(ηsα , α(ηταn )) + ψ(ηsα , α(ηταn ))



β∈U



β∈U



≤ 2 sup β∈U



β∈U



|ψ(ηsα , β)



−



β∈U



ψ(ηταn , β)|



+ ψ(ηsα , αs ) ≤ ρ + ψ(ηsα , αs ) ,



which implies κ = sup β∈U



{



− (Lβ v)(ηsα ) − l(ηsα , β)



}



≤ ρ − (Lαs v)(ηsα ) − l(ηsα , αs ) ,



P -a.s.,



s ≥ 0. (5.7)



By Ito’s formula and (5.7), we have [∫ T ] [∫ E[ v(ηTα ) ] − v(η) = E (Lαs v)(ηsα ) ds ≤ (ρ − κ) T − E 0



T



] l(ηsα , αs ) ds ,



T > 0.



0



In view of the boundedness of v, we obtain by letting T → ∞ that ∫ { ]} { 1 [∫ T ]} 1 [ T κ − ρ ≤ lim − E ≤ sup lim − E = κ(η) . l(ηsα , αs ) ds l(ηsα , αs ) ds T →∞ T T ˜ T →∞ 0 0 α∈A Since ρ > 0 is arbitrary, we obtain the inequality κ ≤ κ(η) for every η ∈ Rd and we have completed the proof of Proposition 3.1. □
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first component. The control process Î± = (Î±s) is supposed to take its values in a given metric space. U, and the process MÏµ,Î± , being a part of solution, is a square integrable F-martingale orthogonal to the Brownian motion W . For each Ïµ > 0 and (t, x) âˆˆ [0,T] Ã— Rd, we adopt as value function the minimization of Y. Ïµ,Î± t over. 
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