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LiveCycle ES2 development tools performance In LiveCycle ES2 the development model has changed from the repository centric approach that was used in previous versions to a new application-centric model. In the new model customers have found that the size or complexity of the application can influence the performance and usability of the application management mechanisms in LiveCycle, such as the LiveCycle Admin UI for application management and the LiveCycle Workbench features for managing applications.



Overview This document will explain the types of performance limitations you will encounter for large or complex applications and provide recommendations for structuring your application to avoid problems.



Recommended minimum LiveCycle patch level During LiveCycle ES2 service pack 2 and subsequent development programs several performance enhancements and fixes to bugs affecting the performance of application development and maintenance processes were made. It is critical that these fixes by applied to any ES2 system that will support ongoing maintenance of large applications. The critical fixes are: • LiveCycle ES2 SP2 9.0.0.2 • LiveCycle ES2 QF LC_9.0.0.2_QF_2.38 • LiveCycle Workbench ES2.5 QF LC_9.5.0.2_QF_9500.06 The performance results discussed in this report were obtained with these software fixes in place.



Recommended limits for application There are no set guidelines for actual modularity of any given application, the developer will need to exercise reasonable common sense when developing in the ES2 application model. The practical limits will be a matter of the actual responsiveness and level of patience of the developer. If one begins to see dozens of process or assets accumulating in an application, this should be a signal to review the application’s modularity. Another warning sign is if an application deployment begins to take prolonged times (over a few minutes) or actually times out. As a general guideline, based on the typical times required to perform typical operations, Adobe recommends that applications be designed to contain no more than 250 to 400 assets. Applications above 400 assets up to 1,000 or so are likely to induce frustration when attempting to perform developer tasks. Applications above 1,200 assets may require the use of non-default settings for transaction timeout and memory settings in the Java application server.



General recommendations The new development model introduced with LiveCycle ES2 is application centric rather than relying on loose assets in the repository. When developing applications it is critical that proper modular design patterns are used. There are three primary factors that should be considered: • Number of processes in the application • Physical size of the application (the number of bytes) • Actions executed by the application’s process during deployment There is no set limit for the number of assets within an application; however larger applications could lead to issues during deployment due to transactional constraints. LiveCycle was tested with significantly sized applications, however, a point will be reached where deployments will suffer from performance issues if applications become too large or complex. In addition, it should be noted that manageability and maintenance of an application will become more difficult as the number of assets in an application grow. Also note that the use of slow performing systems and network latency will exacerbate deployment problems with large applications. Modularity should be a primary development objective when designing applications. Putting all assets into a single monolithic application does not take advantage of the application model and the modularity that it allows. Modular development will allow for greater control over versioning, better performance, and much more flexibility in application design. Modularity does not mean breaking up application assets simply to reduce the number of items in an application. Assets should be grouped so they target a specific use case, area of functionality, or so they are grouped because they are maintained in a similar way or by a similar group of developers. Consider the case of Java and creating applications; it is possible to put all of your Java classes into one jar file. You could even take third party libraries, un-jar them, and then re-jar them into your applications jar file. If you took this approach you would quickly reach a point where your application is unmaintainable. Application development in LiveCycle should be thought of in a similar fashion, taking advantage of the capabilities that are present to provide modularity. How to separate existing applications will depend on the interrelationship of assets held inside the application. In most cases, when an asset is moved to another application the other assets that depend on it will need to be modified to reflect the new location of the asset. For example, a process that uses a form would need to be modified to use the new form asset in its new location.



Results and analysis Broadly, the types of operations that a developer carries on in Workbench and Admin UI can be broken down into three groups. • very often executed—these include functions such as check-out and check-in single as-sets, adding single assets or groups. These are things that would happen many times per hour and where the greatest sensitivity to performance exists. • often executed—these operations include the unit test cycle of an application after developing it, syncing of an application before beginning to work on it. These things take place only a few times per hour and are of moderate performance sensitivity. • seldom executed—these operations include major deployment operations or creation of LCAs. These activities would take place only a few times a day and are the least performance sensitive.



Very often executed Activities that would happen many times per hour are where the greatest sensitivity to performance exists. Within the test plan functions such as check-out and check-in single assets, adding single assets or groups were examined.
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For the largest application we examined, the performance if individual asset check-in and check-out was uniformly fast at about 1.5 seconds or less. The time to check in groups of as-sets was longer. In test case 3.2.2 groups of 69 assets consistently were checked in within 26 seconds regardless of the complexity of the application. The following chart illustrates the essentially linear relationship between the bulk of assets being added, checked-out or checked-in in one operation and the time it takes to complete the operation in Workbench.



If we take the threshold of usability or user patience as 15 seconds, this chart shows that about 40 assets may be checked-in or out or added to the application at once while still remaining usably responsive. These statistics are not dependent on the total number of assets within the application, only the number of assets affected by the operation.



Often executed These operations represent activities that take place only a few times per hour and are of moderate performance sensitivity. For most developers the check-in, deploy, test cycle is a repetitive group of activities, as would be the syncing of an application before beginning to work on it. The longest operation that the developer would experience in the typical edit, check-in, deploy, test cycle is the deploy operation. The time it takes to complete a deploy operation is very de-pendent on the complexity of the application. The chart below shows the relationship between the size of the application and the time taken to deploy. The blue series represents the time taken in Workbench and the red line is the same deploy operation done via the Admin U/I.



The size of application that can be reasonably handled in the check-in, deploy, test cycle is dependent on the patience of the developer. If we assume a reasonable limit on the allowable de-ploy time is 60 seconds, then the practical limit on application size is about 400 assets.
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Within LiveCycle ES2 deployment is a transactional operation and when deployment takes above a few hundred seconds the transaction timeout setting will come into play. The transaction timeout recommended by Adobe is 600 seconds, however shorter timeouts of 300 are commonly the default with application servers. When deploying large applications the trans-action timeout may be the operational limit, and in this case applications in the 1,200 to 1,500 asset range may be the practical limit. For large applications these results show that the AdminUI method for deploying an application was slightly faster than the same deploy operation done through Workbench. Another commonly seen activity is getting a local copy of the application from the server. This is required before it is possible to edit or examine any of the individual assets within. Typically this operation would be performed a few times a day at most. The performance of getting applications varies with the size of the application and the relationship is shown in the chart below.



The size of application that can be reasonably handled is dependent on the patience of the developer. If we assume a reasonable limit on the allowable deploy time is 60 seconds, then the practical limit on application size is about 250 assets or less. Using a practical limit of 400 as-sets based on the more common check-in, deploy, test cycle above, we might expect get operations for this size of application to take about 150 seconds at the limit of practical usability.



Seldom executed Several of the maintenance operations required for applications are things that occur only during major deployment or system maintenance periods, such as when moving an application from development to test. Tasks of this type include exporting or importing an LCA, undeploying, deleting or deploying whole applications. The performance of all of these activities varies by application complexity and the following charts illustrate the relationship between the application complexity and the time taken. In each of these charts functions done in Workbench are shown in blue and functions done in Admin UI are red.
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While user or administrator patience is a factor for these functions, the most likely practical limit is the possibility to encounter a transaction timeout or other resource limitation. For the functions tested in these scenarios the practical limit of application size is not less than 700 as-sets and applications above 700 assets up to 1,200 or so would be manageable, if the limits of developer usability can be circumvented.
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Detailed test plan The test methodology used is to create successively larger applications by adding known sets of assets to an existing application, and measure the performance of several key functions at each incremental level of application size. Initially we start by creating a new application. Then import, via drag-and-drop a copy of the Group C application asset, containing 69 assets in six directories. Within the application view in LiveCycle Workbench this resembles the following:



The asset group is imported, we rename the source directory sets so that the import is into a new directory within the application each time. The last digits are used to sequentially number the copies.



Assets The assets used to construct the large test application are composed of several types to mimic a typical real world application. The breakdown of asset type by aggregate size is as follows:



The assets consist of two types. a simple reference process and a repeated asset group.
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Simple reference process The application contains a single instance of the simple reference process. This group of assets contains a single form, single data and single simple process as shown below.



Repeated asset group The vast bulk of the application assets are within the repeated asset group. This group defines the asset type mixture and the vast majority if the individual assets. The group contains 69 separate assets, organized into 6 subdirectories. The following table lists the breakdown of the asset groups. Group



Files



Folders



Size on Disk



Forms



Processes



Other



Total Assets



Group C



116



6



4,682,200



42



7



20



69



Simple



5



0



96,351



1



1



1
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Test plan The test plan consists of repeating the following basic sequence of operations and timing critical steps within each phase. The phases are: • add files from asset Group C to the application • check-in the added group of files • deploy the complete application • invoke the sample service within the application • export an LCA of the application • check out a single asset within the application • check in a single asset within the application • undeploy the application using AdminUI • delete the whole application using AdminU • import the whole application from the LCA usingAdminUI • deploy the application using AdminUI • open a folder containing many assets in Workbench in the Server view • from Workbench get application from the server for local work The detailed steps in each of these operations is described in the following sections
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Add Files Within Workbench, drag and drop a new copy of the Group C fileset to add to the content of the application. This step adds an incremental level of complexity to the application.



Time how long this takes, including update of the UI afterwards. Because this action in Work-bench causes background activity to complete, it is necessary to watch the CPU meter to reveal when the operation is fully complete and Workbench is ready to work on new tasks.
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Checkin The newly added files are now checked-in to the server. Since the group of files being added is the same each time, the number and size of assets being checked in at each incremental step is the same each time.



After check-in, the disappearance of the progress popup is your indication that things are finished and at this point Workbench is ready to do something new.
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Deploy In this step we are deploying the modified application.



Simply time until the progress window goes away. Invoke In this step we invoke the reference process in the “Simple process” part of the application. This is used for assessing the initial invocation time for a process after deployment.



The process is instrumented to generate log messages that can be used to assess performance. Look for log messages of this type in the application server log. [11/15/10 10:06:47:268 EST] 00000025 SystemOut



O TRACEMESSAGE ID workbench-again STEP START



[11/15/10 10:06:49:461 EST] 00000025 SystemOut



O TRACEMESSAGE ID workbench-again STEP MID1



[11/15/10 10:06:49:556 EST] 00000025 SystemOut



O TRACEMESSAGE ID workbench-again STEP MID2



[11/15/10 10:06:54:115 EST] 00000025 SystemOut



O TRACEMESSAGE ID workbench-again STEP END



The process itself is self-contained. It uses a form and XML data that are stored as assets to render a document and return it. The process can be invoked from within Workbench or as a web service from a different test tool.
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Export LCA At this point the entire application is exported as an LCA. Statistics about the LCA size and content are also measured. Exporting LCA has to be timed in two stages. • from the menu selection to the appearance of the create archive wizard; and • from wizard completion to the completion of the export operation. The time recorded in the results is the sum of these two times. The first step shown below is to invoke the export wizard. The time taken is timed.



The export wizard requires some user-interactive data entry to specify the target file for the LCA. This user interactive part is not timed. Once completed, we begin a timer when the “finish” button is pressed.
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Checkout This step looks at the time to check out a single asset within the application from Workbench. The chosen asset is the first form, in the Forms subdirectory of the last copy of the group C as-set set within the application.



Checkin This step looks at the time to check back in a single asset within the application from Work-bench. The chosen asset is the first form, in the Forms subdirectory of the last copy of the group C asset set within the application.
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Undeploy AdminUI This step uses the LiveCycle Admin UI application management feature to undeploy the entire application.



Each of the Admin UI actions has a confirmation popup and the time measured is from accepting the confirmation to the reloading of the Admin UI screen with the completed or updated in-formation.



Delete AdminUI This step uses the LiveCycle Admin UI application management feature to delete the entire application.
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This Admin UI action has a confirmation popup and the time measured is from accepting the confirmation to the reloading of the Admin UI screen with the updated information.



Import LCA AdminUI This step uses the LiveCycle Admin UI application management feature to import the LCA previously created in step 3.2.5. The first step is to select the import function. Then in the following screen choose the most recently created LCA file.



From this screen press the “preview” button to load the LCA. This will lead to the preview application screen shown below. At this point pressing the “import” button will cause the LCA to import. Timing is from this point until the application management screen is reloaded with the import complete.
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Deploy AdminUI This step uses the LiveCycle Admin UI application management feature to deploy the newly imported application.



This Admin UI action has a confirmation popup and the time measured is from accepting the confirmation to the reloading of the Admin UI screen with the updated information.



Open Folder Server view In this step we return to Workbench and go to Server view of the application that has just been imported. We measure the time taken to expand a large folder within the application. We go to the last of the Group C folders that has been added and expand the Forms folder and time how long this takes.
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Get Application In this step we look at the time taken to “get application” from the server to enable Workbench to be able to work with it. Since the original application has been deleted and re-imported to the server, the Workbench version of the application is out of date we first delete the old version of the application from the local view.



Next we go to the “get applications” function and pick our application.



After the progress bar disappears, Workbench is still busy rebuilding views. To assess when this is complete, look for the CPU to become idle again.
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The time measured is the total time to retrieve the application and for Workbench to be ready to begin work.



System details The following gives the detailed configurations of the systems used to benchmark the application maintenance tasks and produce the performance results described in this document. The use of more or less powerful systems in a given customer environment, or a different combination of software and infrastructure could affect the performance results obtained. LiveCycle ES2 Server Application server hardware Hewlett-Packard HP DL380 G5 hardware platform. • 2 × Quad-core Intel Xeon X5450 @3GHz • 2 × 146 GB SAS 10K HDD, in RAID1 • 8 GB RAM The CINT2006 Rate benchmark = 106. Application server software • Microsoft Windows 2003 SP2 64-bit • IBM WebSphere 7.0.0.13 Base • Adobe LiveCycle ES2 • LiveCycle ES2 SP2 9.0.0.2 • LiveCycle ES2 QF LC_9.0.0.2_QF_2.11 • LiveCycle ES2 QF LC_9.0.0.2_QF_2.16 Database server Hewlett-Packard DL360 G6 hardware platform. • 2 × 8-Core Intel Xeon E5540 @2.53 GHz • 16 GB memory • Smart Array P410i SAS disk controller
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• 4 x146 GB SAS 10K drives in a RAID 0 configuration • Microsoft Windows 2003 SP2 64-bit • Oracle 10g 64-bit The CINT2006 Rate benchmark = 197. LiveCycle ES2 Workbench desktop Workbench hardware LiveCycle ES Workbench was run on a developer desktop system with the following configuration • Dell Precision-670 Workstation • 2 × 3.2GHz Intel Xeon 3.4 GHz CPUs • 2.0 GB of memory Workbench software • Microsoft Windows XP SP3 32-bit • Adobe LiveCycle Workbench ES2.5 Version: 9.5.0.0.20100908.1.247189 • LiveCycle Workbench ES2.5 QF LC_9.5.0.2_QF_9500.02
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Detailed results The following table lists the detailed timing results for each of the test cases described in section 3.2. All of the times are given in seconds. Service invocation times above approximately one hour were not measured. LCA



Count



Assets



Add



Checkin



Deploy



Invoke



Export



Check



Check



LCA



out



in



Files



00.lca



0



3



2.8



2.3



01.lca



1



02.lca



2



03.lca



3



04.lca



4



05.lca



5



348



06.lca



6



417



14.7



07.lca



7



486



18.0



08.lca



8



555



17.7



09.lca



9



624



18.1



10.lca



10



693



19.8



11.lca



11



762



20.7



3.0



0.4



72



9.4



141



11.2



20.0



9.0



0.6



19.3



18.2



0.9



210



12.0



279



11.5



22.6



27.7



1.3



20.4



39.3



1.2



14.0



20.7



50.2



24.2 26.0 21.3



94.2



2.5



22.6



107.3



3.1



22.5



128.0



3.5



23.3



141.6



4.0



2.3



Undeploy



Delete



0.9



0.9



1.4



6.0



0.9



1.2



11.5



0.8



1.1



15.8



0.7



1.2



13.9



21.8



0.9



1.0



20.3



1.7



28.9



0.9



1.0



67.7



2.0



30.7



0.9



83.6



2.4



35.7



0.8



39.5



0.9



1.1



42.4



1.0



1.1



47.5



1.0



1.2



60.0



59.3



49.8



0.9



1.1



67.0



68.6



Import



Deploy



Open



LCA



AdminUI



Folder



1.8



0.5



Get



1.3



5.7



3.5



9.8



6.4



12.6



7.8



0.6



27.4



9.5



11.9



20.1



15.2



0.6



49.0



18.3



27.5



28.5



0.5



72.8



24.6



35.7



33.4



0.5



98.0



26.1



30.3



43.2



43.4



0.5



127.5



1.2



32.9



35.0



53.7



54.0



0.5



159.0



1.2



41.7



41.0



62.6



68.1



0.5



194.2



47.2



47.9



73.5



80.4



0.5



226.9



52.8



51.3



82.1



97.2



0.5



273.0



94.8



111.7



0.5



308.0



104.8



131.2



0.5



351.7



Table 1 detailed timing results for test cases LCA



Group



Count



Files



Folders



Size



Forms



Processes



Other



on Disk



Total



LCA Size



Assets



Zip Reported Files



00.lca



Simple



1



5



0



96,351



1



1



1



3



22,059



6



01.lca



Group C



1



121



6



4,778,551



43



8



21



72



1,706,110



122



02.lca



Group C



2



237



12



9,460,751



85



15



41



141



3,390,063



238



03.lca



Group C



3



353



18



14,142,951



127



22



61



210



5,074,166



354



04.lca



Group C



4



469



24



18,825,151



169



29



81



279



6,757,816



470



05.lca



Group C



5



585



30



23,507,351



211



36



101



348



8,441,088



586



06.lca



Group C



6



701



36



28,189,551



253



43



121



417



10,124,372



702



07.lca



Group C



7



817



42



32,871,751



295



50



141



486



11,807,688



818



08.lca



Group C



8



933



48



37,553,951



337



57



161



555



13,491,644



934



09.lca



Group C



9



1049



54



42,236,151



379



64



181



624



15,175,455



1050



10.lca



Group C



10



1165



60



46,918,351



421



71



201



693



16,859,946



1166



11.lca



Group C



11



1281



66



51,600,551



463



78



221



762



18,543,870



1282



Table 2 LCA size and contents breakdown



Further information For more information and additional product details: www.adobe.com/devnet/livecycle/



• LiveCycle’s Leveraging Legacy Solutions Documentation http://help.stage.adobe.com/en_US/LiveCycle/9.5/WorkbenchHelp/WS92d06802c76abadb7e4e0266128402897ed-7ff8.html • Craig Randall’s blog Understanding LiveCycle ES2′s application model http://craigrandall.net/archives/2010/05/livecycle-es2-app-model/ • Java Modularity—Why Modularity Matters http://java.dzone.com/articles/java-modularity-2-why
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