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Abstract. In this paper, we propose a novel learning method for face detection using discriminative feature selection. The main deﬁciency of the boosting algorithm for face detection is its long training time. Through statistical learning theory, our discriminative feature selection method can make the training process for face detection much faster than the boosting algorithm without degrading the generalization performance. Being diﬀerent from the boosting algorithm which works in an iterative learning way, our method can directly solve the learning problem of face detection. Our method is a novel ensemble learning method for combining multiple weak classiﬁers. The most discriminative component classiﬁers are selected for the ensemble. Our experiments show that the proposed discriminative feature selection method is more eﬃcient than the boosting algorithm for face detection.
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Introduction



Face recognition techniques have been developed over the past few decades. A ﬁrst step of any face recognition system is detecting the locations in images where faces are present. Face detection has long been an important and active area in vision research. However, face detection from a single image is a challenging task because of variability in scale, location, orientation (up-right, rotated), and pose (frontal, proﬁle). Facial expression, occlusion, and lighting conditions also change the overall appearance of faces. Furthermore, most of the applications of face detection now demand not only accuracy but also real-time response. Viola and Jones proposed an eﬀective coarse-to-ﬁne scheme using boosting algorithm and cascade structure for face detection [17]. Their framework has prompted considerable interest in further investigating the use of boosting algorithm and cascade structure for face detection, e.g., [4], [14], [18], [6], [19], [5], [7]. Sung and Poggio [15] established a face detection approach based on a mixture of Gaussian model. Rowley and Kanade [12] designed a neural network based face detection approach that uses a small set of simple image features. In [9], Osuna et al. described an SVM-based method for face detection. Romdhani et al. [11] presented another SVM-based face detection system by introducing the concept of reduced set vectors and the sequential evaluation strategy. The SNoW (sparse network of winnows) face detection system by Yang et al. [20] is a sparse network of linear functions that utilizes winnows update rules. In I. King et al. (Eds.): ICONIP 2006, Part II, LNCS 4233, pp. 187–196, 2006. c Springer-Verlag Berlin Heidelberg 2006 
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[10], Papageorgiou and Poggio established a trainable system for face detection using SVMs and overcomplete Haar wavelet transform. Using an energy-based loss function, Osadchy et al. [8] designed convolutional networks for real-time simultaneous face detection and pose estimation. Schneiderman and Kanade [13] established an object detection system using boosting algorithm and wavelet transform. The excellent work of Viola and Jones [17] has redeﬁned what can be achieved by an eﬃcient implementation of a face detection system. They formulated the detection task as a series of non-face rejection problems. Since then, a number of systems have been proposed to extend the idea of detecting faces through the boosting algorithm. For example, Li et al. [4] developed a face detection method through FloatBoost learning. The work by Lienhart and Maydt [5] focused on extending the set of Haar-like features. In [7], Liu and Shum introduced a Kullback-Leibler boosting to derive weak learners by maximizing projected KL distances. The boosting algorithm is a milestone of the research on face detection. However, the main deﬁciency of the boosting algorithm for face detection is that a very long training time is required. Using statistical learning theory, we propose a discriminative feature selection method, which can make the training process for face detection much faster than the boosting algorithm without degrading the generalization performance. The boosting algorithm is an iterative learning method, and our discriminative feature selection method can directly solve the learning problem of face detection.
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Related Work



Viola and Jones [17] have made three key contributions to face detection: Haarlike feature, boosting algorithm and cascade structure. All the three contributions are very important. Haar-like feature is good foundation for image representation in face detection. There are many motivations for using Haar-like features rather than the pixels directly. The most common reason is that Haarlike features can act to encode ad-hoc domain knowledge that is diﬃcult to learn using a ﬁnite quantity of training data. Unlike the Haar basis, a set of Haar-like features is overcomplete. So the Haar-like feature can more eﬃciently represent image in detail than the raw pixel data. Another advantage of using Haar-like feature is that the feature can be rapid calculated using so-called ‘integral image’. The integral image is an intermediate representation for the image which is very similar to the summed area table used in computer graphics for texture mapping. The integral image can be computed from an image using a few operations per pixel. Once computed, any one of these Haar-like features can be computed at any scale or location in constant time. AdaBoost algorithm was used to select a small number of important features from a huge library of potential Haar-like features [17]. Within any image subwindow the total number of Haar-like features is very large, far larger than the number of pixels. In order to ensure fast classiﬁcation, the learning process
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must exclude a large majority of the available features, and focus on a small set of critical features. The goal of feature selection is achieved using AdaBoost learning algorithm by constraining each weak classiﬁer to depend on only a single feature. As a result each stage of the boosting process, which selects a new weak classiﬁer, can be viewed as a feature selection process. The weak learning algorithm is designed to select the single Haar-like feature which best separates the positive and negative examples. For each feature, the weak learner determines the optimal threshold classiﬁcation function, such that the minimum number of examples are misclassiﬁed. A weak classiﬁer h(x, f, p, θ) thus consists of a feature (f ), a threshold (θ) and a polarity (p) indicating the direction of the inequality [17]:  1 if pf (x) < pθ h(x, f, p, θ) = (1) 0 otherwise Here x is a ﬁxed size pixel sub-window of an image.
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Discriminative Feature Selection



The discriminative feature selection approach proposed in this paper consists of two main steps. The ﬁrst step is to extract Haar-like features and train single feature weak classiﬁers, and the second step is to search out a small set of critical features (namely critical weak classiﬁers) and build classiﬁers for face detection. 3.1



Feature Extraction



Our feature extraction process uses the Haar-like features as used by Viola and Jones [17]. Being similar to [17], the Haar-like features to be extracted have ﬁve prototypes. We also use the weak classiﬁer h(x, f, p, θ) as shown in equation (1) in our feature extraction process. Unfortunately, as showed in Figure.1, the boosting algorithm for face detection requires all weak classiﬁers be retrained in each iteration step because the training data have been re-weighted. This is a computationally demanding task which is in the inner loop of the boosting algorithm. Therefore, the boosting algorithm for face detection has very long training time. As showed in Figure.2, we train all weak classiﬁers once in advance without retraining the weak classiﬁers in the afterward discriminative feature selection process. In [19], the same strategy was used and a forward feature selection (FFS) method was proposed for face detection. All weak classiﬁers h(x, f, p, θ) are trained on single Haar-like feature after Haar-like feature extraction and the thresholds for every single feature are obtained. By thresholding every single Haar-like feature with these weak classiﬁers, we set each feature to binary value, zero or one. As a result, the data space becomes a binary value space after feature extraction. Feature selection and classiﬁer construction will be ﬁnished within this binary value data space.
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Train all weak classifiers



Train all weak classifiers



Discriminative feature selection



Boosting iteration step



Fig. 1. Weak classiﬁers training and boosting algorithm



3.2



Fig. 2. Weak classiﬁers training and discriminative feature selection



Learning and Feature Selection



After feature extraction and thresholding on every single feature by weak classiﬁers, learning is carried out using statistical learning theory [16] for feature selection and classiﬁer construction in the binary value feature space. So our method is a novel ensemble learning method for combining multiple weak classiﬁers. Every single feature is a weak classiﬁer in this speciﬁc environment. The most discriminative weak classiﬁers (namely discriminative features) are selected for the ensemble. We use the optimal separating hyperplane in the output space of all the weak classiﬁers as the combining mechanism for classiﬁer ensemble learning using the statistical learning theory. Statistical learning theory is not only a tool for the theoretical analysis but also a tool for creating practical algorithms for pattern recognition. This abstract theoretical analysis allows us to discover a general model of generalization. On the basis of the VC dimension concept, constructive distribution-independent bounds on the rate of convergence of learning processes can be obtained and the structural risk minimization principle has been found. Optimal separating hyperplane and support vector machines (SVMs) [16] are machine learning techniques which are well-founded in statistical learning theory. As an application of the theoretical breakthrough, SVMs have high generalization ability and are capable of learning in high-dimensional spaces with a small number of training examples. It accomplishes this by minimizing a bound on the empirical error and the complexity of the classiﬁer, at the same time. This controlling of both the training set error and the classiﬁer’s complexity has allowed SVMs to be successfully applied to very high dimensional learning tasks. We are interesting in the optimal separating hyperplane which can also be called linear SVMs because of the nature of the data sets under investigation. Linear SVMs use the optimal hyperplane (w · x) + b = 0



(2)



which can separate the training vectors without error and has maximum distance to the closest vectors. In our method, the input vector x is in the output space of all the weak classiﬁers. We use this optimal separating hyperplane in the output space of all the weak classiﬁers to combine multiple weak classiﬁers. To ﬁnd
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the optimal hyperplane one has to solve the following quadratic programming problem: minimize the functional Φ(w) =



1 (w · w) 2



(3)



under the inequality constraints yi [(xi · w) + b] ≥ 1,



i = 1, 2, . . . , l.



(4)



where yi ∈ {−1, 1} is class label [16]. According to the hyperplane as shown in equation (2), the linear discriminant function can be constructed for SVMs classiﬁer as follows: f (x) = sign{(w · x) + b}



(5)



The inner product of weight vector w = (w1 , w2 , . . . , wn ) and input vector x = (x1 , x2 , . . . , xn ) determines the value of f (x). Intuitively, the input features in a subset of (x1 , x2 , . . . , xn ) that are weighted by the largest absolute value subset of (w1 , w2 , . . . , wn ) inﬂuence most the classiﬁcation decision. If the classiﬁer performs well, the input feature subset with the largest weights should correspond to the most informative features . Therefore, the weights |wk | of the linear discriminant function can be used as feature ranking coeﬃcients [2], [3], [1]. However, this way for feature ranking is a greedy method and we should look for more evidences for feature selection. In [3] and [1], support vectors have been used as evidence. Assume the distance between the optimal hyperplane and the support vectors is Δ, the optimal hyperplane can be viewed as a kind of Δ-margin separating hyperplane which is located in the center of margin (−Δ, Δ). According to [16], the set of Δ-margin separating hyperplanes has the VC dimension h bounded by the inequality  2   R ,n + 1 (6) h ≤ min Δ2 where R is the radius of a sphere which can bound the training vectors x ∈ X and n is the dimension of the space. Inequality (6) points out the relationship between margin Δ and VC dimension: a larger Δ means a smaller VC dimension. Therefore, in order to obtain high generalization ability, we should still maintain margin large after feature selection. However, because the dimensionality of original input space has been reduced after feature selection, the margin is usually to shrink and what we can do is trying our best to make the shrink small to some extent. Therefore, in feature selection process, we should preferentially select the features which make more contribution to maintaining the margin large. This is another evidence for feature ranking. To realize this idea, a coeﬃcient is given by      1   1  xi,k − xj,k  ck =  (7) l−  l+ i∈SV+  j∈SV−
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where SV+ denotes the support vectors belong to positive samples, SV− denotes the support vectors belong to negative samples, l+ denotes the number of SV+ , l− denotes the number of SV− , and xi,k denotes the kth feature of support vector i in input space Rn . The larger ck indicates that the kth feature of feature space can make more contribution to maintaining the margin large. Therefore, ck can assist |wk | for feature ranking. The solution is that, combining the two evidences, we can order the features by ranking ck |wk | and select the features which have larger value of ck |wk |. We present below an outline of the discriminative feature selection and classiﬁer training algorithm. • Input: Training examples (using binary Haar-like features) X0 = {x1 , x2 , . . . xl }T • Initialize: Indices for selected features: s = [1, 2, . . . n] Train the SVM classiﬁer using samples X0 • For t = 1, . . . , T : 1. Compute the ranking criteria ck |wk | according to the trained SVMs 2. Order the features by decreasing ck |wk |, select the top Mt features, and eliminate the other features 3. Update s by eliminating the indices which not belong to the selected features 4. Restrict training examples to selected feature indices X = X0 (:, s) 5. Train the SVM classiﬁer using samples X • Outputs: The small set of critical features and the ﬁnal SVM classiﬁer Usually, the iterative loop in the algorithm can be terminated before the training samples can not be separated by a hyperplane. Clearly, this algorithm can integrate the two tasks, feature selection and classiﬁer training, into a single consistent framework and make the feature selection process more eﬀective. Using this discriminative feature selection method, we can search out the small set of critical features and build classiﬁers for face detection.
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Experiments



We have made several sets of experiments to illustrate the eﬀectiveness of the proposed discriminative feature selection algorithm for face detection. In all experiments reported here, we use the MIT-CBCL face database [3] , a database of faces and non-faces that have been used extensively at the Center for Biological and Computational Learning at MIT. All input gray-scale images are of size
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Fig. 3. Some face and non-face sample images in the MIT-CBCL database −3
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Fig. 4. The diversity of |wk |
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19×19 and the dimensionality of the resulting input vectors is N = 361. Figure 3 depicts some face and non-face sample images in the MIT-CBCL database. The overall database is partitioned into two subsets: the training set and test set. The training set is composed of 2429 face images and 4548 non-face images. The test set is composed of 472 face images and 23573 non-face images. All the image data have been histogram equalized . All of the experiments were performed on a 3.0GHz Pentium 4 PC with 2.0GB RAM. After Haar-like feature extraction, the dimensionality of the feature vectors without feature selection is N = 27348. In the binary value feature space of the dimensionality N = 27348, we train linear SVMs and obtain the coeﬃcients ck and |wk |. The diversities of ck , |wk | and ck |wk | have been showed in Figures.4 through 6, respectively. Figures 7 through 9 show, respectively, ck , |wk | and ck |wk | being ordered increasingly. From these ﬁgures, we can see that ck |wk | has the steepest variability curve which is useful for feature selection. To evaluate the diﬀerent impacts of the three coeﬃcients on feature selection, we use the three coeﬃcients respectively to select features. We use four iterative steps (T = 4) and the parameter Mt is set as: M1 = 5000, M2 = 1000, M3 = 500, M4 = 200. After feature selection, the classiﬁcation accuracy is examined on the test data set. The test results are showed in Table 1, where ‘FS-W’, ‘FS-C’, and ‘FS-CW’ denote the feature selection using coeﬃcient |wk |, the feature selection using coeﬃcient ck , and the feature selection using coeﬃcient ck |wk |, respectively. The
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Fig. 7. |wk | ordered increasingly
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Table 1. Test results using three coeﬃcients respectively Methods No. features True positive rate (%) True negative rate (%)
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FS-CW
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500
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98.8589



200



41.5254



98.5025



linear SVMs are used as classiﬁer in the three cases. Through Table 1 we can see that the FS-CW approach is the best one among the three methods. Figure 10 shows the ROC (receiver operating characteristic) curves for the face detection test. In this set of experiments, we have used four diﬀerent methods for comparison study. In Figure 10, ‘FFS’, ‘Viola-Boosting’, and ‘Pixel Method’ denote the forward feature selection method [19], the AdaBoost algorithm [17], and the linear SVMs using raw pixel data, respectively. The experimental setting of our method is the same as mentioned above. We used linear SVMs as the weight setting algorithm of the FFS method. In the pixel method, we used the raw image pixel data as input features and didn’t use the Haar-like features. But the Haar-like features have been used for the FFS and Viola-Boosting. The dimensionality of the raw pixel feature vectors is N = 361 and the parameter C of the linear SVMs was set to 0.001 for the pixel method. For the other three methods, our discriminative feature selection method, FFS and the ViolaBoosting, the dimensionality of the feature vectors is N = 200 after feature
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Fig. 10. ROC (receiver operating characteristic) curves for the face detection test



selection. Through Figure 10, we can see that the accuracy of our method is the highest among the four methods. And our method has much shorter training time than the Viola-Boosting algorithm. In our experiments, the training time of our discriminative feature selection method is 15 minutes and the training time of Viola-Boosting is 7 hours. The accuracy of the pixel method is very low because it doesn’t use Haar-like features.



5



Conclusions



We have presented a discriminative feature selection method for face detection. This discriminative feature selection method can make the training process for face detection much faster than the boosting algorithm without degrading the generalization performance. The boosting algorithm works in an iterative way, while our discriminative feature selection method can directly solve the learning problem of face detection. Our method is a novel ensemble learning method for combining multiple weak classiﬁers. We use the optimal separating hyperplane in the output space of all the weak classiﬁers as the combining mechanism for classiﬁer ensemble learning. The most discriminative component classiﬁers are selected for the ensemble. Through the experimental results, we can see that our method is more eﬃcient than the boosting algorithm for face detection. We also can see that the Haar-like features are more powerful than the raw pixel features. We can learn more detail of the nature of the learning methods for face detection in this study.
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