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Abstract. An efficient image annotation and retrieval system is highly desired for the increase of amounts of image information. Clustering algorithms make it possible to represent images with finite symbols. Based on this, many statistical models, which analyze correspondence between visual features and words, have been published for image annotation. But most of these models cluster only using visual features, ignoring semantics of images. In this paper, we propose a novel model based on semi-supervised clustering with semantic soft constraints which can utilize both visual features and semantic meanings. Our method first measures the semantic distance with generic knowledge (e.g. WordNet) between regions of the training images with manual annotations. Then a semisupervised clustering algorithm with semantic soft constraints is proposed to cluster regions with semantic soft constraints which are formed by semantic distance. The experiment results show that our model improves performance of image annotation and retrieval system. Keywords: image annotation, semi-supervised clustering, soft constraints, semantic distance.



1 Introduction With the rapid development of digital photography, digital image data has increased tremendously in recent years. Consequently image retrieval has drawn the attention of many researchers. Content-based image retrieval (CBIR) computes relevance based on the visual similarity of low-level image features. However there is a gap between low-level visual features and semantic meanings. The so-called semantic gap is a major problem that needs to be solved for most CBIR approaches. Consequently, image annotation which can settle this problem has received extensive attention recently. One approach to automatically annotate images is to look at the probability of associating words with image regions. Mori et al. [1] proposed a co-occurrence model in which they looked at the co-occurrence of words with image regions created using a regular grid. Duygulu et al [2] proposed to describe images using a vocabulary of *
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blobs. First, regions are created using a segmentation algorithm like normalized cuts. For each region, features are computed and then blobs are generated by clustering the image features for these regions across images. Each image is generated by using a certain number of these blobs. Their Translation Model (TM) applies one of the classical statistical machine translation models to translate from the set of keywords of an image to the set of blobs forming the image. Jeon et al [3]used a cross-media relevance model (CMRM) to perform both image annotation and ranked retrieval. Since most of above approaches rely on clustering as the basis for automatic image annotation, the performance of annotation is strongly influenced by the quality of clustering. However, most approaches perform region clustering only based on lowlevel visual features, ignoring semantic concepts of images. Thus regions with different semantic concepts but share similar appearance may be grouped, leading to a poor clustering performance. To address this problem, we first measure the correlations of annotations based on semantic distance. Next, we select some of the semantic distance of annotations as soft constraints, and then develop a semi-supervised clustering with these semantic soft constraints when clustering the regions to blobs. So the new approach comprehensively uses both semantic concepts and low-level features. In the previous research some efforts have been made to cluster using a semisupervised method. The prior knowledge was provided at the instance level in the form of positive (must-link) and negative (cannot-link) pairwise constraints in [4-5]. Soft constraints were introduced in the dissertation of Wagsta [6]. [7] proposed a principled probabilistic framework based on Hidden Markov Random Fields (HMRFs) for semi-supervised clustering. Our clustering approach can be seen as an extend work by [7] whose method gets a good performance, but only copes with the hard constraints. To account for soft constraints, we use a more complex objective function. The main contribution of this paper is as follows: we propose an image annotation model based on semi-supervised clustering which can make use of the semantic meanings of images, and develop an image annotation and retrieval system. This paper is organized as follows: Section 2 explains semantic distance measure and how it forms the soft constraints, and presents our proposed approach of the semisupervise clustering which can utilize these semantic soft constraints. Section 3 presents experiment setup and results of our approach. Section 4 presents conclusion and a comment on future work.



2 Region Clustering with Semantic Soft Constraints Most approaches perform image regions clustering merely based on visual features. Thus regions with different semantic concepts but similar appearance may be easily grouped, which will lead to poor clustering performance. In TM & CMRM model, each training image is represented by a set of keywords and visual tokens, and every visual token inherits all the concepts from its image.
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That is to say, we can get the semantic meanings of training images as prior knowledge in an image annotation task. So by using the structure and content of WordNet or any other thesaurus, similarities between tokens can be calculated not only using visual token feature but also semantic concepts. A natural way to use these semantic similarities is to impose constraints on the processing of clustering. Then we develop a semi-supervised clustering approach with semantic soft constraints which consist of soft must-link / cannot-link constraints. So, the task contains the following parts: • Measure semantic distance between visual tokens. • Form soft constraints • Develop a semi-supervised clustering using these constraints 2.1 Measuring Semantic Distance We will use the structure and content of WordNet for measuring semantic similarity between two concepts. Current state of the art can be classified to different categories such as: Node-Based [8-10], Distance-Based [11]. In our system, we choose LIN measure. Lin et al. [9] used the first Information Content (IC) notion and took into account the similarity between selected concepts. Lin used Corpus to get the probabilities of each concept and computed how many times the concept appears in the Corpus. Next, the probabilities of each concept were calculated by the relative frequency. So the Information Content (IC) is determined. With regard to semantic similarity between two concepts, Lin used the IC values of these concepts along with the IC value of lowest common subsumer (lcs) of these two concepts. similarity (c1 , c2 ) =



2 × IC (lcs (c1 , c2 )) IC (c1 ) + IC (c2 )



(1)



Furthermore, we can get semantic distance between visual tokens: −1 t1.image = t2 .image ⎧⎪ D (t1 ,t 2 ) = ⎨1 − average[ min similarity (t .keyword , t .keyword )] t .image ≠ t .image p 2 q 1 1 2 ⎪⎩ min( p , q ) max( p , q )



(2)



Where t1 , t2 refer to visual tokens, t1 .image means the image which t1 belongs to,



t1 .keyword p means the p-th keyword with which t1 .image is manually annotated. When t1 , t2 belong to the same image, it is no use to calculate the semantic distance between them for their keywords are the same, so we set its value -1. 2.2 Form Soft Constraints



By using semantic distances between visual tokens, constraints can be formed. There are two common constraints: must-link constraints and cannot-link constraints.
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A cannot-link/ must-link constraint means two data (in our work, it is a token) cannot/ must be put in the same cluster. They are always “hard” constraints, while in our work we can define a constraint with an additional strength factor which is called a “soft” constraint. Compared with a hard constraint [12], a soft constraint has many advantages in our task. For example, there are two certain tokens: token A in the image“sky trees” and token B in another image“sky grass’. It is hard to use hard must-link constraints to say that token A and token B must in the same cluster, but it can be described by a soft must-link constraint with a strength factor s. If the semantic distance D between token A and B is smaller than the down-threshold, we think they have a soft mustlink constraint with a strength factor s = D. So, a soft constraint can better utilize known knowledge than a hard constraint, and can easily cope with semantic distance. Constraints can be listed using the following expression: if up - threshold < D < 1 ⎧ -D S= ⎨ ⎩1 − D if 0 < D < down - threshold



(3)



( A, B, S ) : define a constraint; A,B: tokens; S :strength factor



If semantic distance is out of threshold, a constraint will be formed. When S>0, (A, B, S) defines a soft must-link constraint; When S


After forming soft constraints between regions from different images, we perform clustering with these constraints to generate region clusters/blobs. 2.3.1 HMRF-Kmeans HMRF-Kmeans [7] motivates an objective function derived from the posterior energy of the HMRF framework. J obj =



∑ D( x , μ i



xi ∈X



+



∑



( xi , x j )∈C



li



)+



∑



( xi , x j )∈M



wij D( xi , x j ) I (li ≠ l j )



wij ( Dmax − D( xi , x j )) I (li = l j )



(4)



Where M is the set of must-link constraints, C is the set of cannot-link constraints, wij / wij is the penalty cost for violating a must-link/cannot-link constraint between xi and xj, and li refers to the cluster label of xi. μli refers to the representative of cluster li . I is an indicator function (I[true] = 1, I[false] = 0). The first term in this objective function is the standard Kmeans’ objective function; the second term is a penalty function for violating must-link constraints; while the third term is a penalty function for violating cannot-link constraints. The algorithms developed to find a minimal value of this objective function, using an iterative relocation approach like Kmeans.
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2.3.2 Soft HMRF-Kmeans But HMRF-Kmeans can only cope with hard constraints. We achieve clustering with soft constraints by modifying HMRF-Kmeans’ objective function to deal with a realvalued penalty for violating constraints. Two methods are proposed: • Indicator method In the original objective function, Indicator function I (a) is a two-value function.



( ( I (true) = 1, I ( false) = 0) ) In order to deal with soft constraints, Indicator function can be modified to a real function I ′(a) range from 0 to 1. And the value of real indicator function I ′(a) equals the absolute value of the strength factor S when a is true. ( ( I (true) = S , I ( false) = 0) ) So in the modified objective function, the penalty is



proportional to the absolute value of the strength factor S. • MVS method MVS ( xi , μ h ) means in all soft constraints ( xi ,B,S) if xi in cluster h calculating the maximum strength of the violated constraints. MVS ( xi , μ h ) can be calculated as follows:



MVS ( xi , μ h ) =



nViol × max S nConst violate constraints



(5)



Where nConst is the times when S gets maximum value, nViol is the times when S gets maximum value and constraint is violated. New objective function combines MVS with old objective function in the following way: J oMbjS ( x i , μ h ) =



J obj ( x i , μ h ) 1 − M V S ( xi , μ h )



(6)



MS will reach a very high value. In When MVS gets a value which is near to 1, J obj



this case, xi will not choose cluster h. Therefore, the new objective function can show how strong constraints are. Finally, we combine these two methods, and get the soft objective function: SO FT J obj ( xi , μ h ) = [ D ( x i , μ h ) + ∑ wij D ( x i , x j ) I ′ ( li ≠ l j ) S >0



-∑



S 


wij D ( x i , x j ) I ′( li = l j )] /(1 − M VS ( xi , μ h ))



(7)



Note that we remove Dmax for accelerating the processing of the algorithm and it will not alter the meaning of objective function. Soft HMRF-Kmeans aims to minimize the penalty of violating the soft constraints, which can be achieved by minimizing the new objective function. In detail, Soft HMRF-Kmeans is also an EM-like algorithm:
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− In the E-step, given the current cluster representatives, every data point is reSOFT assigned to the cluster which minimizes its contribution to J obj . Iterated SOFT conditional mode (ICM) [13] is applied to reduce J obj .



− In the M-step, the cluster representatives {μn }hK=1 are re-estimated from the cluster SOFT assignments to minimize J obj for the current assignment. Also the clustering distance measure D is updated to reduce the objective function by transforming the space. We define L2 distance measure D = A*|X-Y|, every weight am in A would be updated using the update rule: am = am + μ



SOFT ∂J obj



am



3 Experiment and Result 3.1 Dataset and Model Parameter



We use the dataset in Duygulu et al[2]. The dataset consists of 5,000 images from 50 Corel Stock Photo cds. Each cd includes 100 images on the same topic. Segmentation using normalized cuts followed by quantization ensures that there are 1-10 blobs for each image. Each image was also assigned 1-5 keywords. Overall there are 374 words in the dataset. Dataset is divided into 2 parts - the training set of 4500 images and the test set of 500 images. Two thresholds need to be defined to form constraints, and we choose up-threshold = 0.9, down-threshold = 0.3 which are tuned according to the experiment. Unit constraint costs W and W are used for all constraints, since indicator function already provides individual weights for the constraints. Other parameter such as constraints can be automatically handled by our model. 3.2 Results and Discussion



We perform image annotations based on CMRM model [3] and compare Soft HMRFKmeans/CMRM with Hard HMRF-Kmeans/CMRM as well as Kmeans/CMRM. • Soft HMRF-Kmeans/CMRM: use Soft HMRF-Kmeans in CMRM model. • Hard HMRF-Kmeans/CMRM: use Hard HMRF-Kmeans in CMRM model. And it only uses cannot-link constraints because it is difficulty to form hard must-link constraints according to the Section 2.2. • Kmeans/CMRM: only use unsupervised Kmeans in CMRM model.



Fig. 1 shows some annotation results based on these three models. Fig. 2 is a precise-recall graph and demonstrates the performance of the retrieval system. Comparing these three image annotation models, system performance enhances when using a semi-supervised clustering method. And soft HMRF-Kmeans/CMRM gets the best performance.
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Image



Original annotation



boats horizon shops water water sky man people clouds water sky clouds pillar buildings boats ships water sky vehicle



Kmeans/CMRM Hard HMRFKmeans/CMRM Soft HMRFKmeans/CMRM



mountain people road tree temple buddha people sky tree people buildings street swimmers people street road grass mountain



beach people sand water sky sand hills dunes water sand sky dunes people water sand beach dunes people water



Fig. 1. Automatic annotations (best five words) compared with the original manual annotations
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Fig. 2. Performance of the three model



We can see more detail in Fig. 1. The automatic annotations of Kmeans/CMRM often contain some irrelevant keywords, e.g. “man”, “people” in first image. And the semi-clustering/CMRM can remove some of them, e.g. “people” (first image), “sky” (second image), “hills” (third image). Comparing with Hard HMRF-Kmeans/CMRM, Soft HMRF-Kmeans/CMRM can remove more irrelevant keywords (e.g. “sky” in third image) and extend the existed keywords (e.g. “boats” in the first image is extended with “ships” and “vehicle”; “street” which is the automatic annotations of Hard HMRF-Kmeans/CMRM in the second image is extended with “road”, and the same is to “sand” in the third image). Therefore, when apply Soft HMRF-Kmeans to cluster regions to blobs, our system naturally have the ability of “removing” and “extending” when using semantic constraints. Manual annotations are not always true, e.g. “shops” (first image). But In the Soft HMRF-Kmeans/CMRM model, it is corrected with “ships”. So this may be a useful approach in checking the accuracy of manual annotations.
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Fig.3 shows that blobs formed by Kmeans are not well described. The test image and the training image are 5 blobs in common while they have not any semantic relation. But blobs formed by Soft HMRF-Kmeans are described better. The two images have little blobs in common. So blobs formed by Soft HMRF-Kmeans are better descriptors of images.



Left: training image Right: test image Soft HMRF-Kmeans Kmeans



Blobs: 56 95 259 458 62 56 106 256 Blobs: 83 419 186 8 33 33 250 142 142 199



Blobs: 362 507 159 20 64 92 106 Blobs: 449 145 8 484 33 142 145 142 269



Fig. 3. different clustering method to form blobs



4 Conclusions and Future Works We have shown a semi-supervised clustering can help existed region-based image annotation model improve the performance of annotating and retrieving image. Using semantic meanings of regions, soft constraints can be formed to get better results. Obtaining large amounts of labeled training and test data is difficult but we believe this is needed for improvements in both performance and evaluation of the algorithms proposed here. Better feature extraction will probably improve the results. Other areas of possible research include the use of captions in the World Wide Web. We believe that this is a fruitful area of research for applying semi-supervised learning method in image or video annotation.
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