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Deconvolution techniques are developed for improving lidar resolution when the sampling intervals are shorter than the sensing laser pulse. Such approaches permit the maximum-resolved lidar return in the case of arbitrary-shaped long laser pulses such as those used in C02 lidars. The general algorithms are based on the Fourier-deconvolution technique as well as on the solution of the first kind of Volterra integral equation. In the case of rectangular pulses a simple and convenient recurrence algorithm is proposed and is analyzed in detail. The effect of stationary additive noise on algorithm performance is investigated. The theoretical analysis is supported by computer simulations demonstrating the increased resolution of the retrieved lidar profiles.



1.



INTRODUCTION



The resolution of pulsed lidars is usually accepted to be of the order of the pulse spatial size, if the integration period of the photodetector is negligible.' The original lidar equation describing the lidar return has the form of the following convolution': jrctI2



F(t) =1



f(t -2z/c)(z')dz',



(1)



-'C(t-T)2



where F(t) is the lidar return at moment t after the pulse emission, (0) = P(0)/1Pp is the pulse-shape function defined as pulse-power shape QP(0)normalized to its peak value 9P, c is the speed of light, is the pulse duration, (¢(Z) = aZ-q(z)p(z)S2(z) isthemaximum-resolved (shortpulse) lidar profile at range z, a is a constant, -q(z)is the receiving efficiency of the lidar, /3(z) is the atmospheric backscattering coefficient, and 9J(z) is the atmospheric transmittance. In the case of short-enough pulses (T -> 0), we obtain the well-known normal form of the lidar equation: FN(t) = Jf'(z



ct/2),



N = (c/2)ff(t')dt',



(2)



which describes the maximum-resolved (short-pulse) lidar return and is commonly used in the lidar-data analysis. However, as is noted in Refs. 2-5, the routine application of Eq. (2) to the case of long-sensing pulses might lead to an incorrect interpretation of the lidar data. This problem is investigated in Refs. 4 and 5, in which the original lidar equation is modified to a form similar to Eq. (2) by introduction of the so-called correction function C,(z) as an additional factor in Eq. (2). This factor is the ratio of Eq. (1) to Eq. (2), taking into account that t 2z/c. Mathematically it is presented by a complicated integral expression that depends not only on the pulse shape but also on the atmospheric transmittance, the backscattering distribution, the receiving efficiency of the lidar, etc. Therefore, the determination of Gr(Z) and the atmospheric 0740-3232/93/112296-11$06.00



parameters of interest requires some preliminary information on the influence of f(t), 91(z), j8(z), q(z), etc. The relation between (z) and ,3(z) is also of importance. So the correction-function approach is developed and is used



for determination of atmospheric backscattering and water-vapor (or other gas) content profiles for both incoherent 4 and coherent 5 differential-absorption lidar with use of C02 lasers. In the incoherent case, for instance, this technique consists of a two-step iteration procedure based on three crucial assumptions.4 First, at 10 /.m, the backscattering and the transmittance factors in the lidar equation in clear atmosphere are independent. Second, the correction function is sensitive to 3 and insensitive to



the water-vapor amount and to distribution at weakabsorption wavelengths. Third, the ratio of the correction functions at two H 2 0-differential-absorption-lidar wavelengths is insensitive to the ,Bdistribution and sensitive to the H 20 amount and distribution. In the present paper we develop a general approach to the lidar-data analysis that is based on Eq. (1). That is, we divide the problem into two successive stages. The first stage is a clearly defined mathematical problem: to solve Eq. (1) with respect to the maximum-resolved profile (z = ct/2) at measured F(t) and known (measured or estimated4'6 ) f(t), without any prior information. We only suppose that the functions , and F have some quite general properties, such as continuity, differentiability, and integrability, following from their physical nature. Since the sampling interval T.of the analog-to-digital converters is assumed to be small compared with the pulse duration r, we would achieve an improved lidar resolution scale of less than cT/2 and even of the order of cT,/2. When the length c/2 is less than the least spatial variation scale of (D(z), the maximum resolution might be practically achieved at a sufficiently low noise level. The determination of F(z) allows us to use, as a second stage of the problem, detailed traditional methods for processing and interpreting the lidar data (see, e.g., Refs. 7 and 8). The effect of a stationary additive noise is also investigated. The theoretical analysis is supported by computer simulations. © 1993 Optical Society of America
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2.



INVERSE ALGORITHMS



Mathematically, when functions F(t) and f(t') are known, Eq. (1) is an integral equation with respect to the shortpulse lidar profile 'D(z). The lower integration limit in Eq. (1) corresponds only to the case of finite pulse duration. In the case of pulses whose tails decrease asymptotically, we may write zo as a lower integration



limit, where



zo is the coordinate of the initial scattering volume In both cases, we can solve



contributing to the signal.



the integral equation for 41(z)by using the Fouriertransformation technique. Besides, in the latter case we might have to solve the first kind of Volterra integral equation by using well-known mathematical methods.9 Below we analyze in more detail the feasibilities of the above-mentioned mathematical techniques for retrieving '1(z) on the basis of integral equation (1). A specific algorithm proposed here for the case of rectangular pulses will be considered as well. A.



The numerical procedure of calculating :D(z) on the basis of Eq. (6) includes the fast-Fourier-transformation algorithm for F(t) and f(t') sampled by some minimum initial interval Ato, e.g., Ato = rT. The data can be processed with a larger spacing At = mAto (m is an integer) if, as shown below,it would improve the final result by suppressing the effect of an additive noise. At the same time, in order for any distortions of the retrieved ;ID(z)to be avoided, the frequency 7/At must exceed the characteristic upper-frequency limit CO of the spectrum (Zw)1D(k= 2w/c) = F(w)f(w). We suppose that the real integration interval [-tt, tj] [instead of (-oo,oo)in Eq. (5a)] is large enough that 4)(z) is fully restored for values of z from z = z to some characteristic distance z, = ctc/2 for which 1D(z,)practically vanishes. It means that t must exceed t, because z = ctz/2 is the upper limit of z for which 


Fourier-Deconvolution Technique t - 2z'/c = 0 in Eq. (1) leads to the



The substitution relation



F(t) = (c/2) f(0)41[c(t- 0)/2]dO,



(3)



where for the case of finite pulse duration A = r when



t - 2zo/c ŽTand , = t - 2zo/cwhent - 2zo/c


t - 2z 0/c. The finite integration limits appearing in Eq. (3) indicate only the points where the integrand be-



comes identical to zero. In fact, the functions F(t), 'D(z = ct/2) and f(t) are defined and integrable over the interval (-coc), and we may consider the integration as being performed from - to +cc. In this way, we avoid the misleading impression that there are variable integration limits. The Fourier transformation of Eq. (3), taking into account the last remark in both cases of the sounding pulses, provides



F(w) = f(wA(k),



(4)
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a(Z) = Dc(Z)



D(Z)



-



(Z)(AZ)2



(7)



where (cD(z)is the profile numerically restored on the basis of Eqs. (5) and (6), K is a factor described in Appendix A, 3I"(z)is the second derivative of ¢(z) with respect to z, and Az = cAt/2. We further denote by symbols such as (PJ(y) (J = I,II,...) the Jth derivative of the function p



with respect to y. In the presence of additive noise n(t) interfering with the lidar return F(t), the signal to be processed is F(t) + n(t). In this case, a random error s(t) is added to 1Djt) = (,(z =_ct/2). With Eq. (6), the expression for a can be formally written as E(t) =



(cY



1



7



[h(wj)/f(w)]exp(-jwt)dwj,



(8)



where



= fn(t)expucot)dt. ()



(9)



where F(w)



= fF(t)exp(jcot)dt,



(5a)



f(w) =



f



f(t)exp(jwt)dt =



'1(k)



J



1D(z)exp(jkz)dz



=



f(t)exp(jwt)dt, =



_00



(D(z)exp(jkz)dz



~~~~~~zo



(5b) (5c)



are Fourier transforms, assumed to exist, of F(t), f(t'), and '1(z), respectively; k 2/c, j is imaginary unity, and r -for long-tailed pulses. From Eq. (4), using the inverse Fourier transformation, we obtain the following algorithm for retrieval



of '1(z) (t



2z/c):



'1(z) = (2 7r0` J(1(k)exp(-jkz)dk



= (rc)'



7



[F(w)/f(w)]exp(-j2woz/c)dw



-:(t) = (rc)'



f



[F(w)/f(w)]exp(-jwt)dw.



(6)



Assuming that n(t) is a stationary stochastic process with correlation radius r smaller than t and using Eqs. (8) and (9), we obtain (in the limit t1 -> -) the following expression for the variance De = (e(W): = (rc)-227rf D



[I.(w)/If()]d ,



(10)



where If(w)) f(w)12 and In(w) = limt,-. Dnt-2Kn(O) exp( jwo)dOare the spectral densities of f(t') and n(t), respectively, Dn = (n2(t)) is the variance of n(t), () denotes an ensemble average, Kn(o) covn(O)/Dnis the correlation coefficient, and covn(O)= (n(t)n(t + 0)) is the covariance of n(t). According to Eq. (10), when the noise spectrum Ij(w) is wider (tends to zero more slowly) than If(w) we would have an infinite value of Ds. Consequently, some type of low-pass filtering is always necessary for decreasing the noise influence as it is achieved here with the use of different computing steps. Certainly, as shown below,an additional preliminary low-pass filtering improves the results from the deconvolution.
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From Eq. (10) we can estimate the effect of a finite computing step At on the value of DE by replacing the inte-



gration interval (-oo)



By the substitution t' = 2z/c, and with double differentiation assuming that f(O) = 0, we obtain



with the interval [-,r/At,,g/At].



Then we have



cD(ct/2) = 9;(t) + K(t - t')(D(ct/2)dt',



(13)



r n/At



De = ()-



2



2'tTJ



[I( W)/If(Q)]d).



(11)



An estimation of the general behavior of De based on Eq. (11) shows that, when At increases above T,, the effect of the noise always decreases as a result of a corresponding narrowing of its spectral band, although the variance De can be large when the spectrum I,, (a))is wider than the spectrum If (), especially when the latter becomes zero for some discrete values of w c Conl, where O,,g is some characteristic upper-frequency limit of the noise. The rectangular laser pulse is an example in which the spectrum If () = 0 for a) = ir/T; i is an integer. In such cases one can use the deconvolution techniques considered below and be free of the indicated difficulty. When the spectrum 1(@) is narrow compared with If(w), i.e., when T, exceeds the pulse duration, from Eq. (11) we obtain Ds = Detmin= (2/c)2Dn/(rf2 ) [if= f of(t')dt' is the effective pulse duration]. This value is the lower limit of the variance at fixed pulse duration and At.



If the measured pulse shape is fm(t) = f(t) + Af(t), where f(t) is the true pulse shape and Af(t) is the uncertainty in its measurement, the denominator in the integrand function of Eq. (6) will be not [(co)but f(c) + Af W), where Af () is the Fourier transform of Af (t). In the case of a well-defined pulse shape, the amplitude of Af(t) is much less than unity. If Af (t) is a slow function compared with f(t), the spectrum Af(o)) is narrow compared with f(co) and is concentrated around co= 0, affecting in this way the low-frequency components of F(w). In the opposite case of fast variation of Af (t) in comparison with f(t), the spectrum Af(t) is wider than f(w) and affects the high-frequency components of (z) appreciably. In general, the magnitude of the uncertainty Au(z) in the retrieval of 4(z) can be estimated on the basis of Eq. (6) as



Au(z)= (D,(z)- (z) =



f



where Dr(z ct/2) is the profile restored with use of the pulse shape fm(t). As can be seen, the general expression of Au(z = ct/2) does not represent a local dependence on (4(z) and Af(z), because (Z) and Af(w) are integrals over all values of z = ct/2. For instance, for a narrow spectrum Af(), the general expression may be simplified to the form Au(z = ct/2) Tf - to (D(t')Af(t - t')dt', which indicates a proportionality to the magnitudes of (Dand Af, including interactions of Af with earlier values (at t' < t) of (. Certainly, variations of (z) with amplitude Al may be distinguished only when IA,(z)l << Al. B. Deconvolution by Solution of the Volterra Integral Equation As mentioned above, Eq. (1) can be written in the form



J f(t - 2z/c)((z')dz'.



t-to



(D(z= ct12)= 9;(t) + Jo R(;)M;t- )d4,



(14)



where the substitution t' = t -



is used meanwhile. '.Ki (;) is the resolvent, Ki(;) =



Here, R(;) =



e)d6,and K() =K(. The bias error 8(z = ct/2) = (cD(z= ct/2) - V(z = ct/2) caused by the finite calculation step At is obtainable on the basis of Eqs. (14) and (B4 below), provided that the resolvent R is known almost without error as if it were calculated with a computing step much less than At. The 0'K._ (S)Kl-



result is that



8(z= ct/2)= -(2/30)(At)4 [fIv(t) -



_



91"(to)R'(t- to) -



9'(to)R"(t- t) ...(to)R(t - to)]. (15)



Here, (D,(z = ct/2) is the profile numerically restored on the basis of Eq. (14). In the presence of a stationary additive noise n(t), the



corresponding random error s is given according to Eq. (14) by



J se(t)= (t) +



whre1() 2c~"()/'()



to



R()lt



- Od4,



(16)



DE = ((t)2) = D c1= +2R~dt-to +1[ 2 R(;)Kj(;)d4 t-o + ffR(~')R(4`)K 1(~"- 0



(12)



11



(17)



0



where D, = ((t) 2) is the variance of (t), K(0) = cov1(0)/D



is the correlation coefficient of (t), and cov (0) = (1(t + 0)1(t))is the covariance of (t). For cov(O)we have (see AppendixB) covi(6)= limbooa(lC(t+ 0)1c(t)) = limAt so covl,(0) = E2DnKn'(0), where (t) is a discrete analog of 1(t), cov,(0) = ((t + 0)1c(t)), and E = 2/[cf'(0)]. For At >> rc we estimate cov,(0) (see Appendix B) as covJ() -(1.12E)2DnKn ()AAt)4.



(18)



Consequently, KJ(0) = Knv(0)/Kn~v(0),



Jct2



zo



f'(O), f'(0) = f(t - t')|,=t, and to = 2zo/c. Equation (13) is the second kind of Volterra integral equation with respect to (D(ct/2= z), which has a unique continuous solution within the interval [to,t] ([zo, z], respectively), when i;(t) is a continuous function within the same interval and the kernel K(t - t') is a continuous or square-summable function of t and t' over some rectangle {to ' t, t' • 0}. The solution of Eq. (13) is obtainable' in the form



where (t) = (2/c)n"I(t)ff'(0). The variance De is obtained from Eq. (16) in the form



1



F(w)A'(w)[f(w) + &(w)] exp(-jwt)dw,



F(t) =



where 9i;(t)= (2/c)F(t)/f'(0), K(t - t') = - fl(t - ')



Kj,(0)= Kn(0i),



D, = EVDnKnN(0),



DK(=



(1.12E)2Dn/(At)4 ,



(19)



(20)
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where D, = covi,(O),Kz,(0) = covz,()/Di,, and KnIV(O)= KnWv(o) =o Tr-4. As follows from relations (17)-(20), the decrease of the noise-correlation time T, leads to a sharp increase of the variance D - T'-4. However, the real discrete calculation procedure with use of a finite spacing At > r, restricts the noise effect to a value of De D (At)-4. This value is (At/Tr) 4 times less than the case At < T and decreases with the increase of the interval At, now playing the role of correlation time. When T increases, the noise effect vanishes -'rj 4 . The uncertainty Af(t) in the pulse shape results in an uncertainty AK(0)in the determination of the kernel K(g), from which an error AR(() arises in the determination of the resolvent R(e). This leads to a retrieval error Au(z = t/2) = 4Ir(Z) - b(z), where the restored profile ¢D,(z) corresponds to the measured pulse shape f (t) = f (t) + Af(t). If Af (t) is a smooth function of t compared with f(t), we have AK(g) - -Af,'(g)/f'(O). According to Eqs. (12) and (13) and the expression ;(0),using integration by parts, we obtain Au(z= t/2) = foAtR(e)9i9(t )d = AR(O)F'(t)+ AR'(O)F(t)+ A t 0 AR(,)F(t Thus the error Au(z) depends in a nonlocal way (through F) on 4' and might increase proportionately to t - to. Besides, it is proportional to the higher-order derivatives of Af(e), with respect to AR(g) Af1 (e)-



C. Deconvolution in the Case of Rectangular Pulses



In the case of rectangular laser pulses, when f(t') = 1 for t' E [0,T] and f (t) = 0 for t' ¢ [0,T],the differentiation of Eq. (1) leads to the relation (2/C)F'(t) + D[c(t - T)/2] = (ct/2),



(21)



which is a recurrence algorithm for retrieving the highresolution lidar return V(z = ct/2) on the basis of F(t) sampled by an interval Ato, and 4D(z)is known in some cT/2-longspatial interval (for instance, from z = zo-cr/2 to z = zo). From Eq. (21) we obtain



D'(ct/2)



2Q



-E F'(t C i=O



(Q+ 1)T]/2}, (22)



- i) + 4'{c[t-



where Q = [(t - t)/T] is the integer part of (t - to)/Tand cr/2 cC[t - (Q + 1)r]/2 c zo. The distortion caused by a finite computing step At 2 Ato can be estimated on the basis of Eq. (22) as



zo -



8(t



=



2z/c) = 4')(ct/2)- 4(ct/2)



=-i [Fc'(t - i) - F'(t - i)] Q



-(2/30c) (At)4



FV(t -



iT),



(23)



i=0



where 4D(ct/2)is the profile numerically calculated on the basis of Eq. (21) and FcI(t) is a discrete analog of FI(t), which is estimated in Appendix B. On the other hand, from Eq. (21) we obtain the expression FV(t) = (c/2)5{4'IV(ct/2) - 4DIV[c(t-



)/2]},



(24)



on the basis of which Eq. (23) acquires the form 8(t) = -(1/30)(cAt/2)



4



4'IV(Ct/2).



cording to Eq. (22) the error e and its variance are given, respectively, by (26)



Ci=



Ds(t)= ((t)) Q



= (4/c2)(Q + 1)Dn'+ (4/c2) E covnl[(q



In the presence of an additive stationary noise n(t), ac-



- i)T],



iq=0



(27)



where the variance and the covariance of n'(t) are as follows (see Appendix B):



Dn' = ([n'(t)]2) = -DnKn(0)Io=o,



COVnl[(q i)T]= (n(t



-



ir)n(t - q))



= -DnKnII(0) |



(28)



=(q-i)f-



In the case of wideband noise with correlation scale Tc < T, we can neglect the second sum in Eq. (27) and obtain, using Eq. (28), DE



=



-(4/C



2



)(Q + 1)DnKn (0)o=o.



(29)



Expression (29) is valid when c, >> At, and then Kn1(0) I0=0 _ Tc-2 .



It shows that the recurrence character of algorithm (21) leads to accumulation of the noise with the increase of z - (Q + 1). Moreover, with respect to KnII(o)I0=o c- 2 , the less T, the stronger the noise effect. At a finite computing step At >> T, we have (see



Appendix B)



0.9(4/c2 )(Q + 1)Dn/(At)2 .



De= D-



(30)



Obviously, by suitable choice of a data-processing step At = mAto > r we can decrease the noise effect proportionally to r/At, lowering at the same time the resolution to the order of At. At T, >> T, an estimation of the variance De based on Eqs. (26)-(28) yields De -(4/c 2 )Dn(Q + 1)2Kn"(0)I 9 =o [(t - t)/(TT)] 2. As can be seen, the increase of r, leads to a reduction of the noise effect. The pulse-shape uncertainty can be formulated as if the rectangular pulse is an approximation (fn (t) 1 for t E [0,T], and fjt) 0 for t [0,T]), of some real pulse shape that is identical to zero for t t [0,T]. Then, in the integrand function of Eq. (1), instead of f(t - 2z/c) we have [1 + Af(t - 2z/c)], where Af(IAfI<< 1) is the error that is due to the approximation. In this case, on the lefthand side of Eq. (21) the additional term pa(t) = -(c/2) foAf(u)4D[c(t - u)/2]du appears. When Af(u) = Af = constant, we obtain pa(t) = -Af{4(ct/2) - 4D[c(t - T)/2]1, and the total error resulting from all recurrence cycles is Au(z = ct/2) = (I?,(Z)- 4D(z)



- ) + pa(t - 2) +**] = [q~pjt)+ ~pjt = Af 4(z = ct/2). In general, pa(t) - Af(0)4'(ct/2) + Af(T)4D[c(t- T)/2] (2/c)Af ({)F(t), where 6 E [0,T]. The total error



A,(z = ct/2) = Af(0)(D(ct/2)- [f() (25)
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Q



- Af(O)] Q



X 74_1[c(t - i)] + (2/c) A'(ei)F(t - i), i=1



i=O
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where {i E [0,T]. So, except for the local term Af(0)(D(z),



Au(z) involves the contribution (2/c)A'(eo)F(t) = froA'()(D4[c(t - 0)/2]dg of all interactions of A' with D within the pulse duration, as well as the accumulated errors from all preceding recurrence cycles. 3.



SIMULATIONS



Two models of additive normal-distribution noise n(t) have been simulated, namely, white noise and Guassiancorrelation noise. The noise level is specified by the ratio of the amplitude Am = (c/2)(CT/87r) of the oscillatory component S(t) of F(t) given in the form of Eq. (32), to the standard deviation \/'H of the noise, i.e., by some input (before processing) signal-to-noise ratio (SNR) =



SNRoin= Am/V~n = cCT/(167rYD).



In the computer experiments that demonstrate below the



performance of the inverse algorithms discussed in Section 2, we use the following model for the short-pulse lidar profile:



The profiles D, restored on the basis of all three algorithms in the absence of noise are not given in separate figures because they do not differ visibly from the profile of (D. The actually obtained as well as the theoretically



0



A(t - to) 3 exp[-G/(t - to)] + C sin2 [2ir(t - t)/T]



- t)Y 3exp[-G/(t - to)] ((z = ct/2) = W A(t A(t - t)Y 3 exp[-G/(t - to)] + B + b2 - (t - ta - bo)2ITO' A(t - to) 3 exp[-G/(t- to)]+ B + b2 _ (t - ta- 3bTo)2/To2 3 At - tY exp[-G/(t - to)] where W is a system constant and the other parameters are as specified in Table 1. As can be seen, 'F(z) is the sum of some mean lidar profile, a high-resolution component of period T/2 in the near field, and a double-peak structure introducing discontinuities at a farther range. The graph of (Dversus sample number is given in Fig. 1. The sample rate corresponds to a range cell of 15 m or a time cell of 0.1 ,us. The rectangular pulse duration T is chosen to be twice as large as T, i.e., = 2T (see Fig. 1). In this case, on the basis of Eqs. (1) and (31) we obtain the following analytical form of the recorded long-pulse lidar response F(t):



F(t) = W . 2



for for for for



t to < G+ t 



to, t ' G + to, to < t t, t t + 2bTo, for ta + 2bTo< t ta + for t > ta + 4bTo,



for t



H(t) + C(t - to)/2 - S(t) L(t) + CT/2 - M(t) L(t)+ C(to+ G+ - t)/2-



for to < t ' to + , for to +



(CT/8r)sin(4wrG/T) + S(t- )



L(t)



to,



< t ' to + G,



forto+ G < t < to+G + , for to + G +



-



t < t, for t < t t + 2bTo, for t + 2bT, < t t + 4bT0, for t + 4bTo< t < t + , for t + < t t + T + 4bTo, for ta + T + 4bTo < t,



ta) t - 2bTo) + N(2bTo)



L(t) + 2N(2bTo) L(t) + N(ta +



T +



2bTo - t) + N(2bTo)



L(t) where H(t) = (A/G)exp[-G/(t - to)][G-' + (t - to)'], S(t) (CT/8iT)sin[4nw(t - t)/T], L(t) = H(t) - H(t - ), M(t) = S(t) - S(t - ), and N(t) = (B + b2)t - [(t bTO) 3 + (bTo) 3 ]/(3To 2 ).



The graph of F versus sample number corresponding to Eq. (32) is given in Fig. 2 by the dashed curve. Another pulse shape used here and presented in Fig. 3 is



f(t) = t[(\/,rl)exp(-t2/rl2)



4bTo,



predicted [Eqs. (7), (15), and (25)] systematic errors at At = 4At0 are represented in Figs. 4(a), 4(b), and 4(c) for the cases of Fourier deconvolution, Volterra deconvolution and rectangular pulses, respectively. The factor K in the case of Fourier deconvolution is empirically chosen as a constant equal to 0.1. The resolvent R is calculated almost ideally by a computing step that is 20 times less than Ato. The relative error 6/D for all three cases corresponding to Figs. 4(a), 4(b), and 4(c) is represented in Fig. 4(d). Obviously, there is an agreement between the theoretical predictions and the actually obtained results for the errors; that is, the highest accuracy is achieved in the case of rect-
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L(t) + N(t L(t) + N(t
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+ (xe/T 2 )exp(-t/-2)]/f, (33)



where f, is the peak value of the numerator and TI, T2, X, and the initial (the least) calculation step Atoare as specified in Table 1. The TEA-CO 2-laser pulses have similar but shorter shapes with extremely sharp spikes.6 The lidar response F(t) corresponding to pulse shape (33) and to model (31) is calculated numerically with Eq. (1). Its shape is shown in Fig. 2 by the solid curve.



(32)



angular pulses. In this case, as well as in the Fourierdeconvolution case, oscillations of the error 6 exist that have a phase angle 7r(opposite phase) with respect to the oscillations of 'D(z). Thus the magnitude of the error has maxima at the sharpest changes of 4'(z). These changes provide the main contribution to the high-frequency region of CD(wo), which is cut [and 'D(z)is smoothed] because of the finite step At. In the case of Volterra deconvolution, oscillations of 6exist as a result of the oscillations of 'F(z) but without any simple phase correspondence. In general, for small-enough steps At, the errors would have negligible values. At the discontinuities, the analytic expressions of the errors [Eqs. (7), (15), and (25)] are not valid, although sharp changes of 'F,(z) corresponding to the discontinuities are identified. The explanation of this fact is that the algorithms perceive the functions F and (D as differentiable and continuous ones but having together
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Table 1. Model Parameters of Short-Pulse



Profiles and Pulse Shape Parameter



Unit



Value



Short-pulse profile models 3



A G C



/.s Constant



B



Constant



0.03



b to T To t.



Constant ups I.s .s /is



0.25 4 5 7 70



3000 20 0.1



pAs



tb



As



20



4



u.s



28



/-s



td



te T. t. Yl Y2



35



U.s p's .s Constant Constant



49.6 60 30 0.25 0.35



Model of the pulse shape 1i



As



1



T2



AUs



2



Constant /is



0.4 10



/.s



0.1



x T



2301



a slightly higher value in the Fourier-deconvolution case. The rates of reduction of the noise effect with the increase of At are also comparable, with a slight advantage of the Volterra-deconvolution case. The case of rectangular pulses is represented in Fig. 6 at (a) At = Atoand (b) At = 4Ato, where the accumulation of the noise is easily seen. In this case, the noise effect is feeble compared with that in the other two cases. However, after (z) is retrieved at At = Ato, the output corresponding to SNRoin(after processing) SNR = SNRoU = C/(2\1Ds) = (Q + 1)-12 (c/4)Ato/(\/DH) is still 2r(Q + 1)/2 times less than the input SNRoin= 10 [see Eqs. (29)-(31)]. As can be seen, when the computing step At increases, the effect of the noise decreases. At the same time, the distortions of (De, with respect to increase. In the case of correlated noise with correlation time r, Ato, we have obtained similar results, because the white noise sampled by the interval Atois not distinguishable, in practice, from such a correlated noise. The resolution of retrieving (D(z = ct/2) in the absence of noise depends on At; that is, all the components of D with a characteristic period exceeding (e.g., several times) At would be resolved. The achieved range-resolution scale As is conditionally defined with respect to cAt/2. For instance, the results from the simulations show that the details of (z) are still resolved when T 6At, although the retrieval error is increased. So we may conditionally
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Fig. 1. Graph of the testing profile (Dgiven by Eq. (31),as a function of sample number; the relative width of the rectangular pulse with duration 2T is given.
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Fig. 2. Original lidar returns F corresponding to the given testing profile (D[Eq. (31)] for the rectangular pulse with duration T= 2T (dashed curve) and for the pulse shape f(t) given by Eq. (33) (solid curve).
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with their derivatives extremely sharp changes instead of discontinuities. Figure 5 shows the profiles of (s, restored in the presence of white noise (SNRoin= 10) on the basis of the



Fourier-deconvolution technique at (a) At = Ato and (b) At = 4Ato. The profile of ( [Eq. (31)] is also represented in Fig. 5. The case of deconvolution by resolution of the Volterra integral equation at the same noise level (not shown) leads to similar results. In both cases, the initial ranges of the error E (at At = Ato) considerably exceed the oscillation amplitude C of the retrieved profile (¢(z) [see Eq. (31)] and have comparable magnitudes, with
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Fig. 3. Graph of the pulse shape f(t) given by Eq. (33).
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Fig. 4. Theoretically predicted (solid curve) and calculated (separate points) systematic errors versus sample number for the cases of (a) Fourier deconvolution, (b) Volterra deconvolution, and (c) rectangular



pulse.



(d) Curves 1, 2, and 3 show the calculated relative errors
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for curves (a), (b), and (c), respectively. The computing step At = 4Ato. a.u. is arbitrary units.



accept that the resolution scale As = 5cAt/2. Certainly, the decrease of At improves the resolution. On the other hand, in the presence of noise, At must be sufficiently large (which restricts the improvement of the resolution) that the output-noise level [-(Ds) 12 ] is (several times) less than the amplitude Al of some varying (oscillatory) component to be resolved. If we assume that the relation 5(Ds) 12 = A,



(34)



is to be satisfied and use Eqs. (11), (17), and (30), taking



into account the relation At = 2As/5c, we can estimate the dependence of AS on the input-noise level [(Dn)"1 2] for all three techniques. ,c << At << Tf we obtain



So, from Eqs. (11) and (34), for



As= ASF= 125SNRPF- 2 Acd,



(34)



where A~d= Cd/2, d = f .K()dO is the definition of the correlation time ,, SNRPF = [4Dn/(C 2 Tg2 A12 )] -1/2, and rg(wm) = If ..f(t)exp(jwmt)dtl = I m )I < f; wr E [0, r/At] is some mean frequency. Consequently, in the Fourier-deconvolution case the resolution scale As = AF taken in units of A~dis proportional to the noise variance Dn or is inversely proportional to some squared partial (defined with respect to Al) signal-to-noise ratio SNR SNRPF.



In the Volterra-deconvolution case, on the basis of Eq. (17), where the expression in the square brackets is estimated to be -1, for T, << At << Tf we obtain As = Asv = 12(SNRpv)-" 2 Ae,



(36)



where Ae = cTe/2 is an estimate of the pulse length because, on the basis of Eq. (33), the time quantity Te = [f'(0)] -' is interpreted as some estimate of the pulse duration, SNRpv=



[4Dn/(c2 e2 Az2 )]



-112.



So, in this case, the



resolution AS = Asv in units of Ae is inversely proportional to the square root of some partial SNR = SNRpv. In an analogous way, for the case of rectangular pulses we have



As= ASR= 25(SNRPR)-'A;



(37)



i.e., the achievable resolution AS = ASR in units of the pulse length A = cr/2 is inversely proportional to the par-



tial SNR = SNRPR= {[0.9(Q + 1)4Dn]/(c2 2 A 12)}"12 ,



which in addition decreases [_(Q + 1)- 1 2] with the increase in the number of recurrence cycles. Equations (35)-(37) describe the dependence of the achievable resolution scale As on noise level and allow us to predict what types of details of F(z = ct/2) are resolvable in the presence of noise. So if T, is the expected or
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SNRo = 10 a noticeable decrease in the noise influence is reached only when At = 4Ato [see Fig. 8(a)], while at the same time the fine structure resolved is retained. In Fig. 8(b) we have represented the same case as in Fig. 8(a), but we have additionally improved it by low-pass filtering (smoothing) the input noise n, using moving averaging with a 4Ato-wide window. At higher noise levels
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order to suppress the noise effectively. However, this would lead to strong distortions of C 1,, with respect to (I, including the loss of the striations. The relation between the resolution and the noise level has the same behavior as in the cases of Volterra and rectangular deconvolution. The effect of a large-scale (slowlyfluctuating) correlated noise has been tested by addition to F(t) of a constant Co or a sine function 93 (t) = A sin(2irt/T) with a period T, that is much longer than the pulse duration given as X or Tf. The results obtained show that when a constant Co is
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the noise influence is obtained for At = 8Ato. These cases are illustrated in Figs. 8(c) and 8(d), respectively, where an improvement is achieved as above by use of a preliminary 8Ato-widewindow moving averaging. As can be seen, the fine structure of CFi(z) is still resolved, but the contrast of the least-scale striations is progressively decreased, as may be expected. At a higher noise level we
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the required (desirable) period of the oscillatory component (with amplitude Al) to be resolved, it must be larger than As; i.e., T > As. In the case when As > T,, we
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have to decrease Dn in some way, e.g., by averaging over



some sufficient number of laser shots. As Figs. 5 and 6 show, in the simulations presented ASF- T, = T/2 < show, but ASR<< T, = T/2 < . The relation between the resolution and the noise level in the case of Fourier deconvolution is illustrated in Fig. 8 below.
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consists of the same smooth component as the model in Fig. 1 but with a strong sharp discontinuity superimposed upon it and multiscale striations at farther ranges. The
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The same pulse shape as in Fig. 3 [Eq. (33)] is considered. In the absence of noise, CFI(z)and the restored CF10(z) do not differ visibly when At ' Ato. In Fig. 8 the original profile CFI(z)is given for comparison. At the initial computing step At = Ato, we obtain for (Di(z)pictures that are



like those in Figs. 5(a) and 6(a). At a noise level
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Fig. 7. Graph of the testing profile (D as a function of sample number.



added or when T8 -* o, the noise effect is negligible in the Volterra- or the rectangular-pulse-deconvolution cases (see Subsections 2.B and 2.C). In the Fourierdeconvolution case, the retrieved profile (cD(z)is elevated with respect to 4(z) at a height (2/crf)Co or (2/cTf)A,. This shift up can be observed only at large values of CO and A, (see Subsection 2.A).



The Fourier-deconvolution and the rectangular-pulse algorithms operate in real time, taking into account the actual pulse shape measured for every laser shot. The Volterra-deconvolution algorithm can operate in real time only if the resolvent R(O) is previously calculated on the basis of a known pulse shape f(t) estimated in any way' or averaged over a number of laser shots. This leads to an additional error in the retrieval of 4)(z), but the calculation of R(;) is a slow process, especially when f(t) contains spikes. Then the norm of the integral operator in Eq. (13) has a large magnitude leading to feeble convergence of the resolvent series (Subsection 2.B). On the other hand, the Volterra-deconvolution technique is free of the abovementioned difficulty of the Fourier-deconvolution technique (Subsection 2.A) and is applicable to pulse shapes f(t) whose spectrum f(w)) is equal to zero at some discrete values of X ' to,,.



4.



SUMMARY



In this paper we have developed some inverse deconvolu-



tion algorithms to improve the lidar resolution to scales that are less than the pulse length and that are even of the order of the sampling interval (which is supposed to be shorter than the sensing laser pulse). It is shown that
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these algorithms permit, in the case of long laser pulses of arbitrary shape, retrieval of the maximum-resolved lidar return on the basis of known pulse shape and original lidar return. The principal advantage here is that the profile (D(z) can be retrieved only on the basis of lidar data without any prior additional information on the relation between different (e.g., backscattering and transmittance) factors in the lidar equation. Moreover, we can analyze, in principle, not only single-scattering but higher-order scattering effects, as well. This possibility follows, for instance, from the results of the work 0 in which the short-pulse lidar equation, taking account of the doublescattering effect, is reduced to a form similar to Eq. (2), namely, FN(t



2z/c) = FNj + FN2 =



['(z) + r(z)],



where the term FN2 = r(z) describing the doublescattering contribution is a function only of the distance z. Then, when the double scattering is of importance, instead of (¢(z) the integrand function in Eq. (1) contains the sum (Z)



+



W(z).



accuracy in the retrieval of (z) can be reached on the basis of a more extensive separate investigation. The results presented here are directly related to lidar systems that use TEA CO2 lasers. Certainly they are applicable to all cases of laser sensing with long pulses of arbitrary (including rectangular) shapes.1 " 2 Further development of this research would include processing of real lidar data and investigation in more detail of possibilities for improving lidar resolution in the presence of multiplicative fluctuations that are typical of the coherentlidar response. The influence of pulse-shape uncertainty on retrieval error is also an important problem to be studied in more detail.



APPENDIX A:



ESTIMATION OF THE



FOURIER-DECONVOLUTION



BIAS ERROR



RESULTING FROM A FINITE COMPUTING STEP The function (D,(z) in Eq. (7) can be represented in the form



The general algorithms are based on the Fourierdeconvolution technique or on the solution of the first kind of Volterra integral equation. A simple and convenient algorithm is developed for the case of rectangular pulses. The feasibilities of the algorithms are investigated and are compared theoretically and by means of computer simulations. The investigations show that in the absence of noise a high accuracy in the restoration of the normal lidar return is achievable for a short-enough computing step. The bias error 8 depends, in general, on the value of At and on the shape of (z) [see, e.g., Eqs. (7), (15), and (25) and Figs. 4(a)-4(c)]. For Volterra deconvolution the dependence is more complicated. It contains in addition the influence of the pulse shape through the resolvent. Naturally, for a lower value of At and a smoother shape of cD(z),we have less bias error. Note, as well, that possible discontinuities of 4(z) can be identified. The effect of a stationary additive noise on the algorithm performance and on the achievable resolution is also investigated. The results obtained show that, even at a comparatively high initial SNR, a broadband noise, i.e., fast fluctuations with correlation time T,less than the pulse duration, can cause a considerable noise effect such that the retrieved profile is fully disguised. One can reduce the noise influence by using a suitable computing step At > T, and by satisfying the inequality ol < r/Atin order to avoid essential distortions and lowering of the resolution of (F(z). On the contrary, the algorithm performance decreases the effect of narrow-band noise (increases SNR) when T, exceeds the pulse duration considerably (see in Section 2 the expressions for De at T in all three cases under consideration). The error caused by the pulse-shape uncertainty is discussed and estimated, as well (Subsections 2.A-2.C). This error is shown to depend nonlocally on the magnitudes of , the pulse-shape uncertainty, and the derivatives of the pulse-shape uncertainty. Besides, a tendency is pointed out, which is intrinsic mainly to the Volterradeconvolution and the rectangular-pulse algorithms, to accumulation of error with an increase in z or in the number of the recurrence cycle. A more detailed understanding of the influence of pulse-shape uncertainty on
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t 2z/c. On the other hand, according to Eq. (5c) or (6) we have
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By combining Eqs. (Al) and (A2) and integrating over w, we obtain
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With respect to f .(sin x/x)dx = r, on the basis of Eq. (A3) we have
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where the substitution (t' - t),w/At= x is used. The Tailor-series expansion of (D[t + x(At/ir)] in Eq. (A4) at the point x = 0 leads to the expression 8(t) = K'@II(t)(At)2.



(A5)



We have assumed here that FD"(t)$ 0. When VF"(t)= 0 (e.g., for points of inflection), we have 8(t) 'DJ(t)(AW, where (Fj(t) is the following even derivative different from zero (J = IV or VI or .. .). The factor
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Ax-)+ .. }dx (A6)



depends, in general, on the shape of ¢(t), on t and on At. With respect to VF"(t)= (c2/4)(FI"(z)and At = (2/c)Az, instead of Eq. (A5) we can write 8(z) = 8(z = ct/2)
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K"(zD)AZ 2 .
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APPENDIX B: ERRORS IN THE NUMERICAL CALCULATION OF FIRST AND SECOND DERIVATIVES: VARIANCES AND COVARIANCES OF THE FIRST DERIVATIVE AND OF THE SECOND DERIVATIVE OF THE RANDOM FUNCTION The numerical derivative f(t) of the function f(t) of the argument t, obtained by differentiation of the corresponding Lagrangian-interpolation polynomial of degree 4 relevant to the five successive points t + iAt (i = 0, ±1, ±2) is given by 3



of covfl(O)by using Eq. (Bi). When At >>T,, we can take into account only terms such as (f(t + 0 ± it)f(t ± iAt)) and obtain CoVfI (0)
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Correspondingly, the variance DcfI = coVf(O)



09Df/(At) 2 .



(B8)



The covariance covfp(O)= (f "(t + 0)f"(t)) and the variance Df" = (fy2 ) of the second derivative f`(t) as well as their discrete analogies covfyc(0)= (1"(t + 0)f¢`(t)) and DCfY = covfxlc(O) are obtainable on the basis of Eq. (B2) and
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of considerations similar to those in the case of the first derivative. The results are (Bi)



The numerical derivative of Eq. (Bi) obtained on the basis of the same procedure gives the second numerical derivative f`(t) of the function f (t) in the form fc"(t) =
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DfP= covfii(0) = DfKf'(0) e-o, covffl(0) -1.25DfKf(0)/(At) DCfII
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