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Abstract Since the advent of public key cryptosystems, RSA has been one of the most widely used and popular public key cryptosystems. One of the reasons for this is that when implemented properly, RSA delivers on its promise of security. Most of the attacks on RSA simply illustrate an improper implementation of RSA. The size of the RSA modulus has increased, over time, to provide the security demanded of it; and this trend will continue. As the size of the modulus increases, it becomes more advantageous to use Multi-prime RSA with three or more primes rather than RSA. While the security of RSA has been under scrutiny since its inception, there has been little work done on the security of Multi-prime RSA. Thus, if Multi-prime RSA is to be used in practice, its security must be heavily inspected as well. The first step in this direction is to consider the known attacks on RSA and extend them to Multi-prime RSA. The main objective of this work is to begin this process. In particular, two attacks on small exponent RSA will be considered: the low public exponent partial key attack of Boneh, Durfee, and Frankel, and the low private key attack by Boneh and Durfee.



vii



Acknowledgements There are many people that I would like to thank. Edlyn Teske, my supervisor, for her guidance, support and patience. Alfred Menezes and Doug Stinson, my thesis readers, for their helpful comments. Mo King Low, my fellow conspirator in Multi-prime RSA, for being a friend and for all the helpful discussions about our work. Frances Hannigan and Lori McConnell, the women that made things run smoothly, for all their help. John Proos, for answering all my questions and for the many games of chess. Charles Lam, for all the movies. Tom Holly and Sam Lam, for friendship and for all the emails. Nancy and Steve Hinek, my parents, for their unending love and support.



ix



for my grandmothers who I love dearly



xi



Contents 1 Introduction 1.1 Public Key Cryptosystems, RSA and Multi-prime RSA 1.2 Why Use Multi-prime RSA? . . . . . . . . . . . . . . . 1.3 Selecting Key Sizes . . . . . . . . . . . . . . . . . . . . 1.4 A Brief Introduction to Lattice Theory . . . . . . . . . 2 Low Public Exponent Partial Key Attack 2.1 2-Prime Partial Key Attack . . . . . . . . 2.2 3-Prime Partial Key Attack . . . . . . . . 2.2.1 Theoretical Considerations . . . . . 2.2.2 Experimental Results . . . . . . . . 2.3 4-Prime Partial Key Attack . . . . . . . . 2.3.1 Theoretical Considerations . . . . . 2.3.2 Experimental Results . . . . . . . . 2.4 Leaking Bits . . . . . . . . . . . . . . . . . 2.5 Summary . . . . . . . . . . . . . . . . . .



. . . . . . . . .



3 Low Private Key Attack 3.1 Solving The Small Inverse Problem . . . . . 3.2 The Boneh-Durfee Lattice . . . . . . . . . . 3.2.1 The X-Shift Lattice . . . . . . . . . 3.2.2 Extending The Boneh-Durfee Lattice 3.3 The Bl¨omer-May Lattice . . . . . . . . . . . 3.4 Defeating The Attack . . . . . . . . . . . . . xiii



. . . . . . . . .



. . . . . .



. . . . . . . . .



. . . . . .



. . . . . . . . .



. . . . . .



. . . . . . . . .



. . . . . .



. . . . . . . . .



. . . . . .



. . . . . . . . .



. . . . . .



. . . .



. . . . . . . . .



. . . . . .



. . . .



. . . . . . . . .



. . . . . .



. . . .



. . . . . . . . .



. . . . . .



. . . .



. . . . . . . . .



. . . . . .



. . . .



. . . . . . . . .



. . . . . .



. . . .



. . . . . . . . .



. . . . . .



. . . .



1 2 9 11 14



. . . . . . . . .



17 17 28 30 34 38 39 42 43 47



. . . . . .



49 52 54 61 63 63 70



3.5 3.6



But Does It Work For Large d? . . . . . . . . . . . . . . . . . . . . Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .



71 73



4 Conclusion 4.1 Low Public Exponent Partial Key Attack . . . . . . . . . . . . . . . 4.2 Low Private Key Attack . . . . . . . . . . . . . . . . . . . . . . . .



75 75 76



A Experimental Data A.1 Low Public Exponent Partial Key Attack . . . . . . . . . . . . . . . A.2 Low Private Exponent Attack . . . . . . . . . . . . . . . . . . . . .



79 79 80



Bibliography



91



xiv



List of Figures 2.1



Pseudo-code : Computing solutions to k Fˆ (x, y) ≡ 0 (mod 2ν ). . . .



35



3.1 3.2 3.3 3.4



The Boneh-Durfee basis BBD (2, 1). . . . . . . . . . . . . . . Upper bounds on δ : Boneh-Durfee attack I (N ∼ 2000 bits). The Bl¨omer-May basis BBM (2, 1). . . . . . . . . . . . . . . . Upper bounds on δ : Bl¨omer-May attack (N ∼ 2000 bits). .



56 62 65 70



xv



. . . .



. . . .



. . . .



. . . .



List of Tables 1.1 1.2 1.3



Some insecure instances of RSA. . . . . . . . . . . . . . . . . . . . . Safe values of r for r-prime RSA. . . . . . . . . . . . . . . . . . . . Matching RSA key sizes with symmetric key cryptosystems. . . . .



6 13 14



2.1 2.2 2.3 2.4



25 26 36



2.5 2.6



Number of solutions to (x − p1 )(x − p2 ) ≡ 0 mod 2ν . . . . . . . . . . Distribution of the number of solutions of (x − p1 )(x − p2 ) ≡ 0 mod 2ν . Number of solutions of k F¯ (x, y) ≡ 0 (mod 2ν ). . . . . . . . . . . . . Distribution of the number of solutions of k F¯ (x, y) ≡ 0 (mod 210 ) with respect to the number of common least significant bits of p1 , p2 , p3 . ¯ y, z) ≡ 0 (mod 2ν ). . . . . . . . . . . Number of solutions of k G(x, Summary of partial key attack on Multi-prime RSA. . . . . . . . .



37 43 48



3.1 3.2 3.3 3.4 3.5



Upper Upper Upper Upper Upper



61 62 64 68 69



A.1 A.2 A.3 A.4 A.5 A.6 A.7



Number of solutions of k F¯ (x, y) ≡ 0 mod 2ν : e = 3. . . . . . Number of solutions of k F¯ (x, y) ≡ 0 mod 2ν : e = 216 + 1 (i). Number of solutions of k F¯ (x, y) ≡ 0 mod 2ν : e = 216 + 1 (ii). Upper bounds on δ : 2-prime Boneh-Durfee attack I. . . . . Upper bounds on δ : 3-prime Boneh-Durfee attack I. . . . . Upper bounds on δ : 4-prime Boneh-Durfee attack I. . . . . Upper bounds on δ : 2-prime Bl¨omer-May attack. . . . . . .



bounds bounds bounds bounds bounds



on on on on on



δ δ δ δ δ



: : : : :



Boneh-Durfee attack I (α = 1). . . . . . . . . X-shift lattice (α = 1). . . . . . . . . . . . . . Boneh-Durfee attack III (r = 2, α = 1) from [5]. Bl¨omer-May attack (α = 1). . . . . . . . . . . Bl¨omer-May attack (r = 2, α = 1) from [2]. . .



xvii



. . . . . . .



. . . . . . .



. . . . . . .



. . . . . . .



81 82 83 84 85 86 87



A.8 Upper bounds on δ : 3-prime Bl¨omer-May attack. . . . . . . . . . . A.9 Upper bounds on δ : 4-prime Bl¨omer-May attack. . . . . . . . . . .



xviii



88 89



Chapter 1 Introduction The RSA cryptosystem is one of the most widely used public key cryptosystems. The main drawback of RSA, however, is the somewhat large computational time needed for encryption and decryption. In order to decrease the computation time some implementations of RSA use a small encryption or decryption exponent. Care must be taken when doing this though, as was first shown by Wiener [30], when he demonstrated that if the private key, d, satisfied d < N 1/4 , where N is the RSA modulus, then full knowledge of d could be extracted from only the public key (N and encryption exponent e). Since then, other attacks on RSA that exploit the smallness of the encryption or decryption exponent have been presented. For a fine survey of these small exponent and other attacks on RSA, see Boneh [3]. It should be pointed out that since the RSA cryptosystem was first introduced in the August 1977 issue of Scientific American, no attack on it has been able to render it useless. There are instances of RSA that are insecure, however (e.g., using d < N 1/4 ). In fact, many of the attacks on RSA that have been proposed usually point out a class of instances of RSA that are insecure. The focus of this work is to examine two attacks on low exponent RSA and determine if they can be extended to Multi-prime RSA. In particular, we will consider Boneh, Durfee, and Frankel’s low public exponent partial key attack and the low private exponent attacks by Boneh and Durfee, and Bl¨omer and May. By extending 1
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these attacks to Multi-prime RSA we can then point out instances of Multi-prime RSA that are insecure. The ultimate goal is to make recommendations about securely implementing Multi-prime RSA. In the remainder of this chapter we will define the RSA and Multi-prime RSA cryptosystems, discuss the issue of choosing a proper key size, and briefly introduce the theory of lattices. In Chapter 2 we consider the small public exponent partial key attack on RSA by Boneh, Durfee, and Frankel [6]. We will show that their original attack is not successful in all cases, and then extend their corrected attack to 3- and 4-prime RSA. It will also be shown that some of the most significant bits of the secret key might be exposed in Multi-prime RSA when using a small public key. Chapter 3 discusses the small private exponent attacks on RSA by Boneh and Durfee [5], and Bl¨omer and May [2]. We will show that their theoretical bounds on the private exponent are incorrect and then present new bounds for RSA as well as 3- and 4-prime RSA. This work concludes with a brief summary of all results obtained, in the form of suggestions for the secure implementation of Multi-prime RSA, as well as suggestions for continued work in the area.



1.1



Public Key Cryptosystems, RSA and Multiprime RSA



The notion of a public key cryptosystem was first introduced by Diffie and Hellman in 1976. Their definition is as follows: Definition 1.1 Public Key Cryptosystem (Diffie-Hellman [13]): A public key cryptosystem is a pair of families {EK }K∈{K} and {DK }K∈{K} of algorithms
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representing invertible transformations, EK : {M } → {M } DK : {M } → {M } on a finite message space {M }, such that 1. for every K ∈ {K}, EK is the inverse of DK , 2. for every K ∈ {K} and M ∈ {M }, the algorithms EK and DK are easy to compute, 3. for almost every K ∈ {K}, each easily computed algorithm equivalent to D K is computationally infeasible to derive from EK , 4. for every K ∈ {K}, it is feasible to compute inverse pairs EK and DK from K. The parameter K is called the key and is chosen from a finite key space {K}. A public key cryptosystem can be used to securely send messages between two identities (i.e., provide privacy) and in some cases to digitally sign a message (i.e., ensure authenticity). Consider two identities which we will call Alice and Bob. Suppose Bob wants to securely send a message to Alice. In the public key cryptosystem setting Alice chooses a random key K ∈ {K} and publicly reveals her encryption algorithm, EK . The third property in Definition 1.1 assures Alice that her decryption algorithm, DK , cannot be easily obtained as a result of her revealing EK . Bob, wishing to send Alice a message M ∈ {M }, sends EK (M ). Alice can recover the message using her decryption algorithm, DK , as DK (EK (M )) = M . Since Alice is the only identity that knows K (and hence DK ) only Alice can recover M from EK (M ). Some instances of public key cryptosystems can be used to digitally sign messages. The cryptosystem that this work focuses on, RSA, is one such cryptosystem. In the RSA cryptosystem (to be defined shortly), suppose that Alice wishes to digitally sign a message M ∈ {M } that she is sending to Bob. Alice can send both x = M and y = DK (M ) to Bob. Bob then checks if EK (y) = x. If they are equal, Bob can be convinced that Alice sent the message since only she has knowledge of
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K (and hence DK ) and so only she could have computed DK (M ). The first realization of a public key cryptosystem, the RSA cryptosystem [26], was introduced in 1977 by Rivest, Shamir and Adleman. In order to describe the RSA cryptosystem we first need to recall some definitions: ZN : The ring of integers modulo N .



Definition 1.2



Definition 1.3 Z∗N : The set of units of ZN . It is a multiplicative group that consists of all elements in ZN that are relatively prime to N . Definition 1.4 φ(N ): Euler φ-function. It is the number of elements in Z∗N . Q Q In particular, for N = i pi , a product of distinct primes, φ(N ) = i (pi − 1). We also need the following version of Fermat’s Little Theorem:



Theorem 1.1 (Fermat) Let p1 , . . . , pr be r distinct primes and let N = Then for all 0 ≤ a < N and any positive integer k,



Q



i



pi .



akφ(N )+1 ≡ a (mod N ), where φ(N ) =



Q



i



(pi − 1) is the Euler φ-function.



We now present a simplified version of the RSA cryptosystem, sometimes called textbook RSA, as given by Stinson [28] with our notation. Definition 1.5 The RSA Cryptosystem: Let N = p1 p2 , where p1 and p2 are primes. We define the message space and key space by {M } = ZN , and {K} = {(N, p1 , p2 , e, d) | N = p1 p2 , p1 , p2 prime, ed ≡ 1 (mod φ(N ))}, respectively. The encryption and decryption algorithms, represented by their mappings, are given by EK (x) = xe mod N,
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and DK (y) = y d mod N, where x, y ∈ ZN . The values N and e are public, while the values p1 , p2 , and d are secret. The public parameters, hN, ei, are called the public key, while the secret parameters, hN, di, are called the private key. The encrypting algorithm is completely described by hN, ei, while the decrypting algorithm is completely described by hN, di. The parameters e, d, N are called the public exponent, private exponent, and RSA modulus, respectively. Notice that Theorem 1.1 ensures that the first property of Definition 1.1 is satisfied. Since ed ≡ 1 (mod φ(N )) we have that ed = kφ(N ) + 1 for some positive integer k, and so DK (EK (x)) = DK (xe mod N ) = (xe )d mod N = xed mod N = xkφ(N )+1 mod N = x mod N = x, for all x ∈ ZN , and similarly EK (DK (y)) = y for all y ∈ ZN . Both the encryption and decryption algorithms can be implemented efficiently, thus the second property of Definition 1.1 is also satisfied. For examples of specific techniques for modular exponentiation see Proos [24]. The third property of Definition 1.1 provides the security of the cryptosystem. The security of RSA relies on the supposed hardness of two problems: integer factoring and computing eth roots modulo some composite integer having unknown factorization. We will assume that these are currently both hard problems (i.e.,
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there is no known polynomial time algorithm to solve either problem). Of course, particular instances of RSA can be quite insecure. For example, Table 1.1 shows some insecure instances of RSA. These instances should illustrate the fact that the primes must be chosen carefully if the cryptosystem is to be secure. Instance Reason for Insecurity 2 N =p factoring N is easy N = 2p factoring N is easy e=1 finding eth roots is √ easy small N naive factoring takes O( N ) time small p1 naive factoring takes Θ(p1 ) time small |p1 − p2 | naive factoring takes O(|p1 − p2 |) time Table 1.1: Some insecure instances of RSA. By naive factoring we mean an exhaus√ tive search: starting at either 2 (and searching up) or N (and searching down).



Notice that the fourth property of Definition 1.1 follows trivially from the definition of the key space. As stated earlier, this is a simplified version of RSA. In practice, in order to be secure, some preprocessing of the plaintext must be done before encryption occurs [8]. One example of preprocessing is to use optimal asymmetric encryption padding (OAEP) [1]. The method of first encoding a plaintext by OAEP and then encrypting it with RSA is provably semantically secure, in the random oracle model, assuming that RSA encryption is a one-way function. We now define a simplified version of the Multi-prime RSA cryptosystem: Q Definition 1.6 Multi-prime RSA: Let N = ri=1 pi , where the pi are distinct primes. We define the message space and key space by {M } = ZN ,
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and {K} = {(N, p1 , . . . , pr , e, d) | N =



r Y i=1



pi , p1 , . . . , pr prime, ed ≡ 1 (mod φ(N ))},



respectively. The encryption and decryption algorithms, represented by their mappings, are given by EK (x) = xe mod N, and DK (y) = y d mod N, where x, y ∈ ZN . The values N and e are public, while the values p1 , . . . , pr , and d are secret. That the Multi-prime RSA cryptosystem is a public key cryptosystem follows exactly from the same reasons that RSA is a public key cryptosystem. Again, the public parameters, hN, ei, are called the public key, while the secret parameters, hN, di, are called the private key. In fact, all of the notation for the parameters in RSA carries over to Multi-prime RSA. Like the version of RSA that we presented, this version of Multi-prime RSA is a simplified version. In practice, some kind of preprocessing of the plaintext must be done before encryption (e.g., OAEP). We will now summarize the notation used in RSA and Multi-prime RSA. Definition 1.7 r-prime RSA: This is the Multi-prime RSA cryptosystem whose modulus is the product of r pairwise distinct primes. Notice that 2-prime RSA is simply RSA. Definition 1.8 N : N is an n-bit Multi-prime RSA modulus. If there is any confusion, we will denote N by Nr to denote that N is the modulus for r-prime RSA (i.e., Nr is the product of r distinct primes). Definition 1.9



e, d: The encryption and decryption exponents, respectively.
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Definition 1.10



public/private key relation: ed ≡ 1 (mod φ(N )).



Definition 1.11 positive integer k.



public/private key equation: ed − kφ(N ) = 1 for some



We will only consider r-prime RSA with balanced primes. That is, for a given modulus N , we assume all of the primes are roughly N 1/r . Having balanced primes ensures that the smallest factor of N is as large as possible. That this is desirable will become evident in Section 1.3 (Selecting Key Sizes). Further, we only consider r-prime RSA whose modulus is the product of pairwise distinct primes. We formalize these assumptions with the following: 2-prime RSA Assumptions: Let N = N2 = p1 p2 be an n-bit RSA modulus. The primes p1 and p2 satisfy 4 < N 1/2 /2 < p1 < N 1/2 < p2 < 2N 1/2 . Thus both p1 and p2 are approximately n/2-bit primes. Euler’s φ-function for this case is given by φ(N ) = (p1 − 1)(p2 − 1)



= N − p1 − p2 + 1.



3-prime RSA Assumptions: Let N = N3 = p1 p2 p3 be an n-bit 3-prime RSA modulus. The primes satisfy p1 < p 2 < p 3 , 4 < N 1/3 /2 < p1 < N 1/3 , N 1/3 < p3 < 2N 1/3 . Thus, all three primes are approximately n/3-bit numbers. Euler’s φ-function for this case is given by φ(N ) = (p1 − 1)(p2 − 1)(p3 − 1)



= N − (p1 p2 + p2 p3 + p3 p1 ) + (p1 + p2 + p3 ) − 1.
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4-prime RSA Assumptions: Let N = N4 = p1 p2 p3 p4 be an n-bit 4-prime RSA modulus. The primes satisfy p1 < p 2 < p 3 < p 4 , 4 < N 1/4 /2 < p1 < N 1/4 , N 1/4 < p4 < 2N 1/4 . Thus, all four primes are approximately n/4-bit numbers. Euler’s φ-function for this case is given by φ(N ) = (p1 − 1)(p2 − 1)(p3 − 1)(p4 − 1)



= N − (p1 p2 p3 + p1 p2 p4 + p1 p3 p4 + p2 p3 p4 )



+(p1 p2 + p1 p3 + p1 p4 + p2 p3 + p2 p4 + p3 p4 )



−(p1 + p2 + p3 + p4 ) + 1.



1.2



Why Use Multi-prime RSA?



Now that we have defined the Multi-prime RSA cryptosystem, we will answer the next natural question: what are the benefits of using Multi-prime RSA over RSA? As mentioned earlier, RSA is computationally expensive. One way of speeding up decryption, other than choosing a small private exponent, is to use the Chinese Remainder Theorem (CRT). For r-prime RSA, consider a ciphertext, C, that we wish to decrypt. Rather than computing C d mod N straight off, we will compute M1 = C d mod p1 , .. . Mr = C d mod pr . Since the pi are all relatively prime we can then use M1 , . . . , Mr along with the CRT to construct M = C d mod p1 · · · pr .
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Let us consider the cost of a modular exponentiation. If we let Tred be the maximum number of bit operations needed to reduce an l-bit number modulo X, where l ≤ 2X, then the number of bit operations needed to compute xη mod X for some x ∈ ZX and η ∈ Z+ is at most 2dlog2 (η)e · dlog2 (X)e2 · Tred . This follows since the number of bit operations needed to multiply two k-bit numbers is at most k 2 [18] and we need to compute at most dlog2 (η)e + (dlog2 (η)e − 1) multiplications (to compute xη using the square and multiply method, for example, requires dlog 2 (η)e squarings and at most dlog2 (η)e − 1 other multiplications [24]). Now, assuming that we compute the r modular exponentiations in parallel, that the cost to reconstruct M from M1 , . . . , Mr is the same for each r, and that Tred is approximately the same for X = p1 , . . . , pr , then the cost of computing C d mod N for r-prime RSA is simply the number of bit operations needed to compute C d mod N 1/r . If we let T2 = (1/2)dlog2 (η)e · dlog2 (N )e2 · Tred , then for 2-, 3-, and 4-prime RSA, the cost to compute C d mod N is bounded above by



2dlog2 (η)e · dlog2 (N 1/2 )e2 · Tred 2dlog2 (η)e · dlog2 (N 1/3 )e2 · Tred 2dlog2 (η)e · dlog2 (N 1/4 )e2 · Tred



= T2 = (4/9) T2 = (1/4) T2



for r = 2, for r = 3, for r = 4.



Thus, the worst case cost for 3-prime RSA is 4/9 the worst case cost for RSA, while the worst case cost for 4-prime RSA is 1/4 the worst case cost for RSA. Further speed-up can occur by reducing η mod (pi − 1) for each modular exponentiation as well, which reduces the number of multiplications (this is simply applying Fermat’s Little Theorem to xη mod pi ). So, by using the CRT one can speed up the decryption process, or, it can be used to speed up digital signature generation as well. Unfortunately, this can not be used to speed up encryption, as that would require exposing the factorization of N.
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Selecting Key Sizes



The security of RSA and Multi-prime RSA is based on the belief that 1. factoring the RSA modulus, and 2. computing eth roots modulo N , are hard problems. Whether these two problems are equivalent is an open problem that has existed since RSA was first proposed [26]. It is known, however, that computing eth roots modulo N is not harder than factoring N , and recent work by Boneh and Venkatesan [9] provides some evidence that, for small encryption exponent RSA in particular, breaking RSA (i.e., computing eth roots modulo N ) may be easier than factoring the modulus. Integer factorization is a well studied problem. Computing eth roots modulo N is not a well studied problem. This is one of the reasons that so little progress had been made towards proving the equivalence of the two problems and is also one of the reasons for the tendency to base the security of RSA solely on factoring. Ideally, we would like to choose a key size such that both of these problems are hard to solve, i.e., computing eth roots modulo N is hard to solve. Unfortunately, because of the lack of information on computing eth roots modulo N (i.e., we do not know any efficient algorithm to do this) we will only base the choice of key size on the efficiency of known factoring algorithms. In fact, in light of Boneh and Venkatesan’s results on small encryption exponent RSA, which is one of the cases we are considering, this criterion for choosing key sizes is doubly unfortunate. With that all said, we will now discuss the proper choice of key size for Multiprime RSA based on the work on Lenstra [19], which bases the choice of key size on known factoring algorithms. For Multi-prime RSA, by key size we mean the size of the RSA modulus and hence r times the size of the r prime numbers used to generate the modulus. There are two issues that we must address: how many primes can we use in the modulus, and how large should the modulus be? We will
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discuss these in order. Now, since all of the security will be based on factoring, we begin by first introducing the two best factoring algorithms known to date: the number field sieve and the elliptic curve method. For a thorough discussion of these factoring algorithms, see Crandall and Pomerance [12]. The number field sieve (NFS) is the fastest currently known generic factoring algorithm. The heuristic asymptotic runtime of the algorithm is given by [12] L[N ] = exp((1.923 + o(1))(log N )1/3 (log log N )2/3 ). Notice that the NFS depends only on the size of the number, N , that we are trying to factor. The elliptic curve method (ECM) on the other hand depends not only on N , but on the size of the smallest prime factor of N , here p1 . The heuristic asymptotic runtime of the the ECM algorithm is given by [12] √ E[N, p1 ] = (log2 N )2 exp(( 2 + o(1))(log p1 )1/2 (log log p1 )1/2 ). While the NFS is the fastest known factoring algorithm, the ECM can be much faster if the smallest prime factor is quite small. In order to maximize the ECM runtime we need to maximize the size of the smallest prime factor. For Multi-prime RSA, this is accomplished by balancing the primes. Thus, the reason for using balanced primes to ensure that the ECM runtime is maximized. For a given RSA modulus size the NFS runtime is fixed. The runtime of the ECM, however, decreases as the number of primes in the modulus increases. We would then like to find the largest number of primes, r, allowed before the ECM is faster than the NFS. To do this, we will find the value of r such that the algorithms are equivalent (in some way) for a fixed modulus size. In order to say that two algorithms are equivalent, we first must say what is meant by equivalent. We will distinguish between two kinds of equivalence as follows: • Two algorithms are computationally equivalent if running them takes, on av-
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• Two algorithms are cost equivalent if acquiring the hardware to run them in the same expected amount of time costs the same. For four popular RSA modulus sizes, 1024, 2048, 4096, and 8192, Lenstra [19] has computed the largest possible value for r such that using the ECM is not faster than using the NFS and has extrapolated the values for some future years. The results are shown in Table 1.2 for both the cost equivalent model and computational equivalent model.



Year 2001 2010 2020 2030



Cost Equivalent Modulus Size (bits) 1024 2048 4096 8192 2 3 3 4 2 3 3 4 3 3 4 4 4 4 4 5



Computationally Equivalent Modulus Size (bits) Year 1024 2048 4096 8192 2001 3 3 4 4 2010 3 4 4 5 2020 4 4 4 5 2030 5 5 5 5



Table 1.2: Maximum number of primes for Multi-prime RSA for popular modulus sizes. Both computational and cost equivalent results are shown. This data is taken from Lenstra [19].



Thus, from Table 1.2, we see that we can use more than two primes in the RSA modulus without reducing the security (based solely on factoring). In the computational equivalent model, it is safe to use three or more primes for all moduli sizes and years considered. For the cost equivalent model, it is safe to use three or more primes for all moduli greater than 2048 bits. The data found in Table 1.2 basically addresses our first concern (i.e., how many primes can we have in the modulus). Our second issue for key size is simply the size of the modulus. Here we will give RSA key sizes that match the security level of many popular and newly introduced symmetric key cryptosystems. The data, taken from Lenstra [19], is shown in Table 1.3. The symmetric key cryptosystems used to match security with are:
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DES, 2K3DES, 3K3DES, AES-128, AES-192, and AES-256. Here iK3DES refers to triple DES with i keys. The data presented in Table 1.3 show the maximum number of primes allowed in the RSA modulus and size of each prime (balanced of course) so that the security is matched to the given symmetric key cryptosystem. Both computational and cost equivalent models of equivalence are shown. Year 2001 2010 2020 2030



DES 2K3DES 2 : 217 2 : 667 2 : 310 3 : 575 2 : 259 3 : 511 3 : 248 4 : 489 3 : 216 3 : 591 4 : 227 4 : 559 3 : 265 4 : 509 5 : 217 5 : 507



3K3DES 2 : 971 3 : 809 3 : 730 4 : 678 3 : 829 4 : 762 4 : 702 5 : 682



AES-128 AES-192 3 : 882 4 : 1725 3 :1075 4 : 1980 3 : 981 4 : 1857 4 : 890 5 : 1699 4 : 824 4 : 2011 4 : 989 5 : 1832 4 : 919 5 : 1738 5 : 876 5 : 1972



AES-256 4 : 3460 5 : 3078 5 : 2929 5 : 3250 5 : 3115 6 : 2873 5 : 3308 6 : 3044



Table 1.3: Number of factors, r, and factor size, in bits, for matching r-prime RSA moduli with various symmetric key cryptosystems. The computationally equivalent result is below the cost equivalent result. This table is from Lenstra [19].



1.4



A Brief Introduction to Lattice Theory



All of the attacks that we consider use lattices and lattice reduction algorithms. For this reason, we present a very brief introduction to the theory of lattices. For a thorough description of lattices and how they apply to cryptography, see Nguyen and Stern [23]. The material of this introduction is mostly from Durfee and Nguyen [14] and Boneh and Durfee [4]. P Let u1 , . . . , uw ∈ Zn with w ≤ n. The set L = { w i=1 ai ui |ai ∈ Z} of all integer linear combinations of the ui ’s is a lattice. It is called the lattice spanned by hu1 , . . . , uw i. Further, if the vectors u1 , . . . , uw are linearly independent over Z, then hu1 , . . . , uw i is called a basis of L. There are an infinite number of bases for each lattice L. All bases for a given lattice share two common parameters: the
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lattice rank and the lattice volume. The lattice rank (or dimension) is the number, w, of vectors in the basis. The lattice volume (or determinant), denoted by vol(L), is the w-dimensional volume of the parallelepiped spanned by the ui ’s. If w = n the lattice is said to have full rank. In the full rank case, the volume is also equal to the absolute value of the determinant of any basis. An important feature of lattices is that given any basis of a lattice, we can create a new basis such that the vectors in the new basis are in some way “small”. This is accomplished by the LLL lattice reduction algorithm, named after its creators: Lenstra, Lenstra, and Lov´asz [20]. The LLL algorithm, given a basis hu1 , . . . , uw i, runs in polynomial time and generates a new basis hb1 , . . . , bw i. The new basis is called a LLL-reduced basis. The main feature of the vectors in the LLL-reduced basis that we will need is summarized in the following. Theorem 1.2 (Durfee and Nguyen [14]) Any LLL-reduced basis hb1 , . . . , bw i of a lattice L in Zn satisfies: ||b1 || ≤ 2w/2 vol(L)1/w



and ||b2 || ≤ 2(w−1)/2 vol(L)1/(w−1) .



Other lattice reduction algorithms exist but for the purpose of this work it is sufficient to consider only the LLL lattice reduction algorithm. Further, the LLL reduction algorithm will be treated as a black box.



Chapter 2 Low Public Exponent Partial Key Attack A partial key-exposure attack is an attack in which some bits of the private key are known and are used to try to extract the rest of the bits. We will discuss a partial key-exposure attack in which some of the bits of the private exponent d are exposed to the adversary. This chapter presents a low public exponent partial key-exposure attack on RSA and then extends it to 3- and 4-prime RSA. The chapter ends by showing that r-prime RSA can leak some of the most significant bits of d for any r provided that e is small enough.



2.1



2-Prime Partial Key Attack



A partial key-exposure attack on low public exponent RSA was first described by Boneh, Durfee, and Frankel [6]. We will present this original attack, show that it is flawed, and then present Boneh, Durfee, and Frankel’s corrected attack [7]. The attack makes use of the following result. Theorem 2.1 (BDF Corollary 2.2 [6, 7]) Let N = p1 p2 be an n-bit RSA modulus. Let s ≥ 2n/4 be given and suppose p0 := p1 mod s is known. Then it is possible to factor N in time polynomial in n. 17
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Theorem 2.1 is based on the work of Coppersmith [10]. It uses a lattice reduction algorithm (LLL) to obtain two bivariate polynomials whose roots include p 1 and p2 . In some instances, we can extract p1 and p2 from these polynomials. We will denote the runtime of the algorithm embedded in Theorem 2.1 by TC (n). In the sequel, when we refer to applying Theorem 2.1, we actually mean that we are applying the lattice reduction algorithm embedded in Theorem 2.1. Thus, the runtime of applying Theorem 2.1 is also TC (n). The basic outline of the attack consists of the following steps: 1. Generate a polynomial modulo 2n/4 whose solution set includes p1 mod 2n/4 . The polynomial will explicitly depend on the n/4 least significant bits of the private exponent d. 2. Compute all solutions of the polynomial modulo 2n/4 . Each solution is a candidate for p1 mod 2n/4 . 3. Apply Theorem 2.1 with each candidate of p1 mod 2n/4 to try to factor N . Working under the assumption that the time needed to find the solutions of the polynomial is negligible compared to TC (n), the runtime of the attack will be O(D · TC (n)), where D is total number of solutions (candidates) of the polynomial modulo 2n/4 . In more detail, the attack is as follows. Let N be an n-bit RSA modulus and let e, the public exponent, be small. Suppose that we are given d0 = d mod 2n/4 , the n/4 least significant bits of the private exponent d. From the private/public key equation we have that ed = 1 + kφ(N ) for some integer k. Since d < φ(N ) we must have that 1 ≤ k < e. Making the substitution φ(N ) = N − (p1 + p2 ) + 1 we see that ed = 1 + k(N − p1 − p2 + 1).
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If we make the additional substitution p2 = N/p1 we have ed = 1 + k(N − p1 − N/p1 + 1). From this we note that p1 is a solution for x in the equation ed = 1 + k(N − x − N/x + 1), which leads to the following quadratic equation in x: kx2 + (ed − 1 − k(N + 1))x + kN = 0.



(2.1)



We then reduce (2.1) modulo 2n/4 to obtain kx2 + (ed0 − 1 − k(N + 1))x + kN ≡ 0 (mod 2n/4 ),



(2.2)



where we now know all of the coefficients except k. Since we know that 1 ≤ k < e and e is small, we find all solutions of k 0 x2 + (ed0 − 1 − k 0 (N + 1))x + k 0 N ≡ 0 (mod 2n/4 ), for each 1 ≤ k 0 < e. When k 0 = k, one of the roots will be p0 = p1 mod 2n/4 and applying Theorem 2.1 may allows us to factor N . For this attack to be feasible, the total number of solutions of (2.3) for all 1 ≤ k 0 < e must be reasonably small. To try and get a bound on the number of solutions, consider k 0 = k, and recall that φ(N ) = N − p1 − p2 + 1, N = p1 p2 , and ed − 1 = kφ(N ), so that ed − 1 − k(N + 1) = kφ(N ) − k(N + 1) = −k(p1 + p2 ). It is also true that ed0 − 1 − k(N + 1) ≡ −k(p1 + p2 ) (mod 2n/4 ),
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which lets us write (2.2) as k(x2 − (p1 + p2 )x + p1 p2 ) ≡ 0



(mod 2n/4 ).



(2.3)



If we now write k = 2t m for some integer t and an odd integer m then every solution of (2.3) is also a solution of m(x2 − (p1 + p2 )x + p1 p2 ) ≡ 0 (mod 2n/4−t ). Since m is odd, gcd(m, 2n/4−t ) = 1 and so m−1 exists modulo 2n/4−t , so all solutions also satisfy x2 − (p1 + p2 )x + p1 p2 ≡ 0 (mod 2n/4−t ), or (x − p1 )(x − p2 ) ≡ 0



(mod 2n/4−t ).



(2.4)



It is then claimed in [6] that this equation has at most two solutions via a Hensel lifting argument. This seems to be incorrect. Noting that p1 , p2 are odd primes, when reducing equation (2.4) modulo 2, we have (x − p1 )(x − p2 ) ≡ (x − 1)(x − 1) ≡ 0 (mod 2). To apply Hensel’s Lemma, the two factors must be relatively prime over the field Z2 . This is not the case for the equation that we are interested in. This does not prove that (2.4) has more than two solutions though. To see this, let ν = (n/4) − t and consider the modular quadratic equation (x − p1 )(x − p2 ) ≡ 0 (mod 2ν ).



(2.5)



We now make the following observations: Proposition 2.1 If ν ≥ 4 then (2.5) has at least four solutions modulo 2 ν . Proof: First consider p1 ≡ p2 (mod 2ν ). Then (2.5) becomes (x − p1 )2 ≡ 0



(mod 2ν ).



(2.6)
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2.1. 2-PRIME PARTIAL KEY ATTACK Since ν ≥ 4 we have that x = {p1 , p1 + 2dν/2e , p1 − 2dν/2e , p1 + 2dν/2e+1 },



(2.7)



are four distinct solutions (modulo 2ν ) of (2.5). Next consider p1 6≡ p2 (mod 2ν ). If p1 ≡ p2 (mod 2ν−1 ), letting m be the unique integer satisfying p2 = p1 + m2ν−1 we have (x − p1 )(x − p2 ) ≡ (x − p1 )(x − p1 − m2ν−1 ) ≡ (x − p1 )2 − m2ν−1 (x − p1 )



(mod 2ν ) (mod 2ν ).



Since all the primes are odd, we are only interested odd values of x. It then follows that (x − p1 )(x − p2 ) ≡ (x − p1 )2 (mod 2ν ), since (x−p1 ) will be even and either contains a factor of 2 or is zero (i.e., m2ν−1 (x− p1 ) ≡ 0 (mod 2ν )). So for odd x, (2.5) is equivalent to (2.6), and (2.7) will be four distinct solutions (modulo 2ν ). If p1 6≡ p2 (mod 2ν−1 ) then notice that x = p1 +2ν−1 is a solution to (2.5), since (p1 + 2ν−1 − p1 )(p1 + 2ν−1 − p2 ) ≡ 2ν−1 (p1 − p2 + 2ν−1 ) ≡ 2ν−1 (p1 − p2 ) + 22ν−2 ≡ 0



(mod 2ν ) (mod 2ν ) (mod 2ν ).



This follows since (p1 − p2 ) is even and has at least one factor of 2 (as p1 6= p2 ), and 2ν − 2 ≥ ν. Similarly, x = p2 + 2ν−1 is a solution. Four distinct solutions (modulo 2ν ) are then given by x = {p1 , p1 + 2ν−1 , p2 , p2 + 2ν−1 }. Thus (2.5) has at least four solutions (modulo 2ν ) whenever ν ≥ 4.



¥



Having exactly four solutions modulo 2ν (where ν = (n/2) − t) would lead to at most 4 · 2t solutions modulo 2n/4 . This then gives a bound on the number of so-
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lutions for k 0 = k. That is, the number of solutions for k 0 = k is bounded above by Dtheory (k) = 4 · 2m2 (k) , where m2 (k) is the 2-multiplicity of k. Since we do not know k, we exhaustively search 1 ≤ k 0 < e. For a particular k 0 , we find all the solutions and try to factor N (via Theorem 2.1) until either N is factored, or the number of solutions exceeds the theoretical bound. If the number of solutions exceeds the bound the current value of k 0 is dismissed, and the next value is considered. Let us consider the worst-case scenario. That is, N is factored using the last possible k 0 value with the last solution before we exceed the theoretical bound. We are interested in the total number of solutions (for all k 0 ) that need to be found in this case. Denote this number by D(e). We see that D(e) =



e−1 X



0



Dtheory (k ) =



k0 =1



e−1 X



k0 =1



4·2



m2 (k0 )



≤



e−1 X



k0 =1



4·2



log2 (k0 )



=



e−1 X



k0 =1



4k 0 ∈ O(e2 ).



This would make the attack feasible, as long as e is small enough. Unfortunately, there are some values of p1 , p2 that lead to many solutions. This brings us to the next observation. Proposition 2.2 If p1 ≡ p2 (mod 2ν ) then (2.5) has at least 2bν/2c solutions modulo 2ν . Proof: For any odd integer a, and any integer b ≥ dν/2e we see that x = p1 + a2b



(2.8)



is a solution to (x − p1 )2 ≡ 0



(mod 2ν ).



Notice that for a given dν/2e ≤ b ≤ ν − 1 there are 2ν−1−b values for a that yield distinct solutions ( mod 2ν ) of the form (2.8). The total number of distinct solutions of this form is then given by ν−1 X



b=dν/2e



bν/2c−1



2



ν−1−b



=



X y=0



2y = 2bν/2c − 1.
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Since x = p is also a solution, we see that there are at least 2bν/2c solutions (modulo 2ν ) to (2.5). ¥ Let us call the case when p1 ≡ p2 (mod 2ν ) a bad case. Going back to the original notation, ν = (n/4) − t, we then have that a bad case has at least 2bn/8−t/2c solutions for (2.4). Since each solution modulo 2n/4−t gives rise to at most 2t solutions modulo 2n/4 , we have that there are at least 2bn/8−t/2c 2t solutions for (2.3) in the worst-case. Enumerating over all possible 1 ≤ k 0 < e and recalling that t = m2 (k 0 ), we see that the total number of solutions for a bad case (in the worst-case scenario) is e−1 X



2



bn/8−m2 (k0 )/2c m2 (k0 )



2



k0 =1



≥ ≥



e−1 X



0



2n/8+m2 (k )/2−1



k0 =1 log2 e−1



X



2n/8+t/2−1



t=0



√ √ 2 e−1−1 √ = 2 2−1 n/8 1/2 ∈ Ω(2 e ). n/8−1



Thus, the total number of solutions to k 0 (x2 − (p1 + p2 )x + p1 p2 ) ≡ 0 (mod 2n/4 ), summing over all 1 ≤ k 0 < e for a bad case is Ω(2n/8 e1/2 ), which is fully exponential in log2 n, the number of bits of N . To investigate the number of solutions to (2.3) in an average case (random primes p1 , p2 ), we ran some experiments to estimate the number of roots of (2.4). Working under the assumption that random n/2-bit primes appear as random odd integers when reduced modulo 2ν for 2 ≤ ν ≤ n/4 we computed the number of roots of (x − p1 )(x − p2 ) ≡ 0 (mod 2µ )
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with many p1 , p2 (random odd integers modulo 2µ ) for various small µ. The results of the experiments are shown in the tables that follow. Table 2.1 contains the raw data, including the number of equations considered for each modulus. Table 2.2 shows the frequency distribution of equations with a certain number of solutions and the computed average number of solutions for each modulus. Based on the data obtained, we make the following conjectures. Conjecture 2.1 The number of solutions modulo 2µ is bounded above by 2dµ/2e . Conjecture 2.2 For moduli 2µ with µ ≥ 4, the fraction of p1 , p2 pairs (odd) that yield 2υ solutions is    where



 



1 2υ−1 1 2υ−1



+ ε0 if 2 ≤ υ ≤ dµ/2e, υ 6= bµ/2c 00 + ε + δ if υ = bµ/2c 0 otherwise



ε0 and ε00 are small, and



dµ/2e



δ =1−



X 2



1 2υ−1



,



which ensures that the sum of all the probabilities is one. We further hypothesize that the correction factors, ε0 and ε00 , in Conjecture 2.2 both approach zero as the sample size approaches infinity. Conjecture 2.3 The average number of solutions modulo 2µ , with randomly chosen odd p1 , p2 , is µ + ε with |ε| < 0.5. Again, we hypothesize that the correction factor, ε, in Conjecture 2.3 approaches zero as the sample size approaches infinity. Since each solution modulo 2n/4−t can be lifted to as many as 2t solutions modulo 2n/4 , Conjecture 2.3 tells us that the average number of solutions for a given t is



20 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



21 0 4 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



22 0 0 8 64 192 512 2048 8192 32768 131072 24929 25106 24990 24973 25077 25101 25002 25128 24838 24942 24939 24991 25093 24984 25106



23 0 0 0 0 64 512 1536 4096 16384 65536 12626 12508 12519 12620 12400 12417 12392 12591 12469 12506 12633 12549 12431 12504 12399



24 0 0 0 0 0 0 512 4096 12288 32768 6178 6202 6248 6194 6198 6216 6328 6152 6349 6362 6215 6194 6281 6339 6239



25 0 0 0 0 0 0 0 0 4096 32768 4698 3089 3092 3135 3127 3095 3160 3139 3178 3084 3102 3165 3230 3079 3192



0



0



79899



40038



20097



9948



Number of Solutions 26 27 28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1569 0 0 3095 0 0 2335 816 0 1489 1589 0 1611 1188 399 1587 773 811 1587 765 575 1445 756 398 1545 822 393 1556 769 401 1540 791 411 1564 794 365 1463 755 401 1529 791 385 1566 752 366



29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 191 391 292 183 197 194 172 197 186



210 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 114 197 126 97 90 91 98



211 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 46 87 70 57 48



212 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 44 37



213 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 11



214 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



215 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



216 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



5007



628



322



139



71



44



12



11



12



2538



1234



Sample Size (# p1 , p2 pairs) 1? 4? 16? 64? 256? 1024? 4096? 16384? 65536? 262144? 50000 50000 50000 50000 50000 50000 50000 50000 50000 50000 50000 50000 50000 50000 50000 .. . 160000
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Modulus 2ν 21 22 23 24 25 26 27 28 29 210 211 212 213 214 215 216 217 218 219 220 221 222 223 224 225 .. . 232



Table 2.1: Number of solutions to (x − p1 )(x − p2 ) ≡ 0 mod 2ν , where p1 , p2 are random odd integers modulo 2ν . (? ) indicates that all possible pairs (p1 , p2 ) mod 2ν were used.
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Modulus 2ν 21 22 23 24 25 26 27 28 29 210 211 212 213 214 215 216 217 218 219 220 221 222 223 224 225 . . . 32 2



20 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



21 0 100 50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



22 0 0 50 100 75 50 50 50 50 50 49.86 50.21 49.98 49.95 50.15 50.20 50.00 50.26 49.68 49.88 49.88 49.98 50.19 49.97 50.21



23 0 0 0 0 25 50 37.50 25 25 25 25.25 25.02 25.04 25.24 24.80 24.83 24.78 25.18 24.94 25.01 25.27 25.10 24.86 25.01 24.80



Percentage of Equations with Given Number of Solutions 24 25 26 27 28 29 210 211 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12.50 0 0 0 0 0 0 0 25 0 0 0 0 0 0 0 18.75 6.25 0 0 0 0 0 0 12.50 12.50 0 0 0 0 0 0 12.36 9.40 3.14 0 0 0 0 0 12.40 6.18 6.19 0 0 0 0 0 12.50 6.18 4.67 1.63 0 0 0 0 12.39 6.27 2.98 3.18 0 0 0 0 12.40 6.25 3.22 2.38 .80 0 0 0 12.43 6.19 3.17 1.55 1.62 0 0 0 12.66 6.32 3.17 1.53 1.15 .38 0 0 12.30 6.28 2.89 1.51 .80 .78 0 0 12.70 6.36 3.09 1.64 .79 .58 .23 0 12.72 6.17 3.11 1.54 .80 .37 .39 0 12.43 6.20 3.08 1.58 .82 .39 .25 .09 12.39 6.33 3.13 1.59 .73 .39 .19 .17 12.56 6.46 2.93 1.51 .80 .34 .18 .14 12.68 6.16 3.06 1.58 .77 .39 .18 .11 12.48 6.38 3.13 1.50 .73 .37 .20 .10



212 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 .03 .09 .07



213 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 .02



214 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



215 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



216 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0



0



0



49.94



25.02



12.56



.04



.03



.01



.01



.01



6.22



3.13



1.59



.77



.39



.20



.09



Average # of Solutions 1? 2? 3? 4? 5? 6? 7? 8? 9? 10? 11.01 11.93 13.06 13.98 15.12 16.13 16.92 17.83 19.47 19.93 20.57 21.45 21.55 23.77 24.55 . . . 32.32



Table 2.2: For each modulus, 2ν , the frequency distribution of equations with a given number of solutions is given. The average number of solutions (for each modulus) is calculated from the raw data. ( ? ) indicates that the average is the actual expected value (as all possible pairs (p1 , p2 ) mod 2ν were used).
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(n/4 − t)2t . Summing up the total number of solutions for all possible 1 ≤ k < e, and recalling that t = m2 (k), we see that the average total number of solutions to (2.3) is e−1 X



k0 =1



log2 e−1 0



(n/4 − m2 (k ))2



m2 (k0 )



≥



X t=0



(n/4 − t)2t



= (ne/2) − 2e log2 e + 2e − n/4 − 2 ∈ Ω(ne).



Thus, on average, the attack runs in time Ω(ne · TC (n)). In the original paper [6] however, it is claimed that the attack runs in time O(e log 2 e · TC (n)). That is, it is claimed that the number of solutions is O(e log 2 e). Since e log2 e < e log2 N = en we see that, in the average case, the claimed runtime of the attack is incorrect. The fact that (2.4) has more than two solutions is also pointed out by Steinfeld and Zheng [27]. In their work, they completely describe the solutions of (2.4). They show that the number of solutions depends on the number of shared least common bits of p1 and p2 . Letting tp1 −p2 denote the number of common least significant bits of p1 and p2 , and TBDF (n) denote the runtime of the attack due to Boneh, Durfee, and Frankel, the main result of Steinfeld and Zheng is as follows. Theorem 2.2 (SZ Corollary 1 [27]) Given the (n/4) least significant bits of d, the BDF [6] attack factors N within the following bound: TBDF (n) ≤



(



2eblog2 ec2tp1 −p2 +1 TC (n) if 2(tp1 −p2 − 1) < n/4 2eblog2 ec2n/8 TC (n) if 2(tp1 −p2 − 1) ≥ n/4



In a more recent version of their paper, Boneh, Durfee, and Frankel [7] have presented a new low public exponent partial key-exposure attack. The result of the attack is summarized by the following theorem (with all notation consistent with this work, in the context of the RSA cryptosystem).
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Theorem 2.3 (BDF [7]) Suppose p1 6≡ p2 (mod 4) and e ≤ 2(n/4)−3 . Then given the n/4 least significant bits of d, we can factor N in time O(e log 2 e · TC (n)). The proof of the theorem follows from the fact then when p1 6≡ p2 (mod 4) (i.e., p1 , p2 only share the least significant bit) the number of solutions to (2.4) is exactly four [7, 27]. Notice that we can test if p1 6≡ p2 (mod 4) by the following. Fact 2.1 p1 6≡ p2 (mod 4) ⇔ N = p1 p2 6≡ 1 (mod 4). This gives us an exact upper bound on the number of solutions of (2.3) when the correct value of k is used. Namely, when the correct value of k is used, the number of solutions of (2.2) is at most 4 · 2m2 (k) . In the revised attack, solutions to k 0 x2 + (ed0 − 1 − k 0 (N + 1))x + kN ≡ 0



(mod 2n/4 )



are computed for each 1 ≤ k 0 < e. Each solution is a potential candidate for p0 = p1 mod 2n/4 and is used to try to factor N by applying Theorem 2.1. If the number of solutions for a particular k 0 exceeds the theoretical bound then that value of k 0 is dismissed as incorrect and the next value is considered. Of course, the process stops if N is factored at any time.



2.2



3-Prime Partial Key Attack



We now consider the low exponent partial key attack by Boneh, Durfee, and Frankel [7] applied to 3-prime RSA. Proceeding in the same manner as Boneh, Durfee, and Frankel [7] we generate a polynomial from the public/private key relation. In this case, it is a bivariate polynomial, whose roots will contain (ˆ p 1 , pˆ2 ) = n/4 (p1 , p2 ) mod 2 , the low bits of two of the primes in N . We would then apply a lattice reduction algorithm to extract the rest of the bits of p1 , and p2 (and hence p3 ). For this attack to be feasible, we first must ensure that the number of solutions to the generated polynomial is reasonably small. Let N = p1 p2 p3 be an n-bit 3-prime RSA modulus, where p1 , p2 , p3 are three primes satisfying p1 < p 2 < p 3 ,
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2.2. 3-PRIME PARTIAL KEY ATTACK 4 < N 1/3 /2 < p1 < N 1/3 , and N 1/3 < p3 < 2N 1/3 . Let k be the unique integer that satisfies the public/private key equation ed − 1 = kφ(N ).



Let d0 = d mod 2n/4 (the n/4 least significant bits of d) be known. If we consider the public/private equation reduced modulo 2n/4 we have ed0 − 1 ≡ kφ(N ) (mod 2n/4 ), which only has two unknown variables, k, and φ(N ). Making the substitution φ(N ) = (p1 − 1)(p2 − 1)(p3 − 1)



= N − p1 p2 − p2 p3 − p3 p1 + p1 + p2 + p3 − 1,



we have ed0 − 1 ≡ k(N − p1 p2 − p2 p3 − p3 p1 + p1 + p2 + p3 − 1) (mod 2n/4 ). From this congruence we observe that (ˆ p1 , pˆ2 ) = (p1 mod 2n/4 , p2 mod 2n/4 ) is a solution for (x, y) in the modular equation: ed0 − 1 ≡ k(N − xy − N/x − N/y + x + y + N/xy − 1)



(mod 2n/4 ),



whose solutions are also solutions of (ed0 − 1)xy ≡ k(N xy − x2 y 2 − N y − N x + x2 y + xy 2 + N − xy) (mod 2n/4 ). Since e is small, and 1 ≤ k < e we proceed to find all solutions to (ed0 − 1)xy ≡ k 0 (N xy − x2 y 2 − N y − N x + x2 y + xy 2 + N − xy) (mod 2n/4 ) (2.9)
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for each 1 ≤ k 0 < e. When k 0 = k, we have that (x, y) = (p1 mod 2n/4 , p2 mod 2n/4 ) will be among the solutions. Thus, all solutions of (2.9) are candidates for (ˆ p 1 , pˆ2 ). The idea is to apply a lattice reduction algorithm for each candidate of (ˆ p1 , pˆ2 ) to factor N . For this scheme to be of any use, the number of candidates must be small (so that exhaustive search is feasible). With this in mind, we turn our attention to the number of solutions to (2.9).



2.2.1



Theoretical Considerations



Consider the following bivariate function F (x, y) = x2 y 2 + ax2 y + bxy 2 + cxy + dx + ey + f. Notice that F (x + ∆x, y + ∆y) = (x + ∆x)2 (y + ∆y)2 +a(x + ∆x)2 (y + ∆y) + b(x + ∆x)(y + ∆y)2 +c(x + ∆x)(y + ∆y) + d(x + ∆x) + e(y + ∆y) + f = x2 y 2 + ax2 y + bxy 2 + cxy + dx + ey + f +ax2 ∆y + by 2 ∆x + c(x∆y + y∆x) + d∆x + e∆y +M(2∆x, 2∆y, ∆x∆y, (∆x)2 , (∆y)2 ) = F (x, y) + ∆x(by 2 + cy + d) + ∆y(ax2 + cx + e) +M(2∆x, 2∆y, ∆x∆y, (∆x)2 , (∆y)2 ),



(2.10)



where M(β1 , β2 , . . . , βm ) is a linear combination of its arguments. That is, M(β1 , β2 , . . . , βm ) =



m X



αi βi ,



(2.11)



i=1



where αi ∈ Z. Letting ∆x = x0 2ν , ∆y = y0 2ν , ν ≥ 1, and reducing (2.10) modulo 2ν+1 will give F (x + x0 2ν , y + y0 2ν )
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2.2. 3-PRIME PARTIAL KEY ATTACK = F (x, y) + x0 2ν (by 2 + cy + d) + y0 2ν (ax2 + cx + e) + M(2ν+1 )



≡ F (x, y) + 2ν (x0 (by 2 + cy + d) + y0 (ax2 + cx + e)) (mod 2ν+1 )



≡ F (x, y) + 2ν (x0 hx (y) + y0 hy (x)) (mod 2ν+1 ),



(2.12)



where hx (y) := by 2 + cy + d, hy (x) := ax2 + cx + e. Let (ˆ x, yˆ) be a particular solution of F (x, y) ≡ 0 (mod 2ν ). This solution can possibly be lifted to a solution modulo 2ν+1 . The lifted solution (if it exists) will be of the form (x, y) = (ˆ x + x0 2ν , yˆ + y0 2ν ), where x0 , y0 ∈ {0, 1}. So each solution modulo 2ν can possibly be lifted to as many as 4 solutions modulo 2ν . We now make the following observation based on correspondence with S. Gao [15].



Lemma 2.1 Let x, y satisfy F (x, y) ≡ 0 (mod 2ν ) and x0 , y0 ∈ {0, 1}. Then



F (x + x0 2ν , y + y0 2ν ) ≡ 0 (mod 2ν+1 ) if and only if x0 hx (y) + y0 hy (x) ≡ F (x, y)/2ν (mod 2).



Proof: Since F (x, y) ≡ 0 (mod 2ν ) we have that F (x, y) = β2ν for some β ∈ Z. Using (2.12) we see that
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CHAPTER 2. LOW PUBLIC EXPONENT PARTIAL KEY ATTACK F (x + x0 2ν , y + y0 2ν ) ≡ 0 (mod 2ν+1 ) m F (x, y) + 2ν (x0 hx (y) + y0 hy (x)) ≡ 0 (mod 2ν+1 ) m ν 2 (β + x0 hx (y) + y0 hy (x)) ≡ 0 (mod 2ν+1 ) m (β + x0 hx (y) + y0 hy (x)) = 2γ for some integer γ m β ≡ x0 hx (y) + y0 hy (x) (mod 2) m ν F (x, y)/2 ≡ x0 hx (y) + y0 hy (x) (mod 2), ¥



which proves the lemma. Let us now assign particular values for the constants in F (x, y) to obtain



F¯ (x, y) = x2 y 2 − x2 y − xy 2 + (φ(N ) − N + 1)xy + N x + N y − N (2.13) ¯ x (y) = −y 2 + (φ(N ) − N + 1)y + N h ≡ y 2 + 1 (mod 2)



(2.14)



≡ x2 + 1



(2.15)



¯ y (x) = −x2 + (φ(N ) − N + 1)x + N h (mod 2).



This leads us to the next observation. Lemma 2.2 If (¯ x, y¯) is a solution of F¯ (x, y) ≡ 0 (mod 2ν ) with x¯, y¯ ≡ 1 (mod 2) then (¯ x, y¯) lifts to either 4 solutions modulo 2ν+1 or does not lift to any solution modulo 2ν+1 . Proof: Since x¯, y¯ ≡ 1 mod 2 we see from (2.14) and (2.15) that ¯ x (¯ ¯ x (¯ h y) ≡ h y ) ≡ 12 + 1 ≡ 0



(mod 2).



Thus ¯ y (¯ ¯ x (¯ x) ≡ 0 y ) + y0 h x0 h



(mod 2)
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for any values that x0 , y0 assume. By Lemma 2.1, we then have that if F¯ (¯ x, y¯)/2ν ≡ 1 (mod 2) then (¯ x, y¯) will not lift to any solution modulo 2ν+1 , while if F¯ (¯ x, y¯)/2ν ≡ 0 (mod 2) then (¯ x + x0 2ν , y¯ + y0 2ν ) will be a solution modulo 2ν+1 for any choice of x0 , y0 ∈ {0, 1} (i.e. four solutions). ¥ Lemmas 2.1 and 2.2 allow us to generate all solutions of F¯ (x, y) ≡ 0 (mod 2ν ) for any ν > η provided we know all the solutions modulo 2η . Notice that k F¯ (x, y) ≡ 0 (mod 2n/4 ) is simply (2.9). That is, k F¯ (x, y) ≡ k(x2 y 2 − x2 y − xy 2 − (N − 1)xy + N x + N y − N ) +(ed0 − 1)xy



(mod 2n/4 ).



So we can find all solutions of (2.9) by simply computing all the solutions of k F¯ (x, y) ≡ 0 (mod 2n/4 ), which Lemmas 2.1 and 2.2 allow us to do since we know that (p1 , p2 ) ≡ (1, 1) (mod 2). To find all the solutions of k F¯ (x, y) ≡ 0 (mod 2n/4 ) we need only find all the solutions of m2 (k) · F¯ (x, y) ≡ 0 (mod 2n/4 ). These will include all the solutions of F (x, y) ≡ 0 (mod 2n/4−t ), for 0 ≤ t ≤ m2 (k). Starting with the solution (x, y) = (1, 1) modulo 2 we apply Lemmas 2.1 and 2.2 to compute all solutions of F¯ (x, y) ≡ 0 (mod 2n/4 ). In the process, all solutions modulo 2n/4−t for 0 ≤ t ≤ m2 (k) will be computed. Thus, we have a method of computing all solutions of (2.9). While this method will find all solutions for any particular value of N used, it does not give any generic results for the number of solutions for arbitrary N . To this end, we make the following conjectures.



Conjecture 2.4 For a random non-negative integer z, if m2 (z) ≥ 1 then m2 (z/2) ≥ 1 with probability 1/2.
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Conjecture 2.5 For random 3-prime RSA modulus N , the number of solutions of F¯ (x, y) ≡ 0 (mod 2n/4 ) is exponential in n. To support Conjecture 2.5, consider any solution, (ˆ x, yˆ), of F¯ (x, y) ≡ 0 (mod 2ν ). Lemmas 2.1 and 2.2 show that this solution will lift to solutions modulo 2ν+1 if and only if F¯ (ˆ x, yˆ)/2ν ≡ 0 (mod 2). Notice that this is equivalent to saying that (ˆ x, yˆ) ν will lift if and only if m2 (F¯ (ˆ x, yˆ)/2 ) ≥ 1. Since (ˆ x, yˆ) is a solution modulo 2ν we know that F¯ (ˆ x, yˆ)/2ν−1 ≡ 0 (mod 2) (i.e., m2 (F¯ (ˆ x, yˆ)/2ν−1 ) ≥ 1). If we accept Conjecture 2.4, we will then have with probability 1/2 that m2 (F¯ (ˆ x, yˆ)/2ν ) ≥ 1. Since each solution that lifts will lift to exactly four solutions (Lemma 2.2), the average number of solutions that (ˆ x, yˆ) lifts to will be (1/2)4 = 2. So, on average, the number of solutions modulo 2ν+1 will be twice as many as the number of solutions modulo 2ν . Thus the average number of solutions modulo 2n/4 will be 2n/4 times the number of solutions modulo 2 (i.e., the number of solutions is exponential in n).



2.2.2



Experimental Results



Some experiments were carried out in order to try to estimate the average number of solutions to k F¯ (x, y) ≡ 0 mod 2n/4 for arbitrary N . Each experiment consisted of generating a random 3-prime RSA modulus N , and then computing all solutions of k F¯ (x, y) ≡ 0 (mod 2ν ) for 2 ≤ ν ≤ 10. Since all prime factors of N are odd, we know that (1, 1) is the desired solution modulo 2. By repeated application of Lemmas 2.1 and 2.2 we then compute all solutions modulo 2ν for 2 ≤ ν ≤ 10. The experiments were carried out for many random N , using public exponent e = 3 or e = 216 + 1. The pseudo-code for the algorithm is given in Figure 2.1. The results of the experiments are given in the Table 2.3. Based on these results, we make the following conjectures: Conjecture 2.6 For random modulus N (i.e., three random 50-bit primes) with
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INPUT: e, the public exponent. OUTPUT: Number of solutions of k Fˆ (x, y) ≡ 0 mod 2ν for 1 ≤ ν ≤ 10. begin algorithm p1 , p2 , p3 ←− random 50-bit primes such that GCD(e, φ(p1 p2 p3 )) = 1 d ←− e−1 mod φ(p1 p2 p3 ) k ←− (ed − 1)/φ(p1 p2 p3 ) S0 ←− {(1, 1)} for i = 2 . . . 10 do assert: number of solutions modulo 2i−1 is |S0 | Stemp ←− {} for each s ∈ S0 do if k F¯ (s)/2i−1 ≡ 0 (mod 2) then Stemp ←− Stemp + 4 lifted solutions of s end if end for output number of solutions modulo 2i = |Stemp | S0 ←− Stemp end for end algorithm Figure 2.1: Pseudo-code for computing the number of solutions of k Fˆ (x, y) ≡ 0 (mod 2ν ) for ν = 2, . . . , 10, using 50-bit primes. public exponent e = 3 or e = 216 + 1, and 4 ≤ ν ≤ 10, the minimum number of solutions of k F¯ (x, y) ≡ 0 (mod 2ν ) is four times as many as the minimum number of solutions of k Fˆ (x, y) ≡ 0 (mod 2ν−2 ). Conjecture 2.7 For random modulus N with public exponent e = 3, or e = 2 16 +1 and ν ≤ 10 , the minimum number of solutions of k F¯ (x, y) ≡ 0 (mod 2ν ) is Ω(2ν ). Conjecture 2.8 For public exponent e = 3, the number of solutions modulo 2 ν for random N is a multiple of 2ν+1 for ν = 3, . . . , 10. For public exponent e = 216 + 1, the number of solutions modulo 2ν for random N is a multiple of 2ν for ν = 3, . . . , 10. Notice that e only apears as an upper bound on k in k F¯ (x, y). It is then reasonable to assume that the number of solutions of k F¯ (x, y) ≡ 0 mod 2ν is at most weakly
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Modulo 22 23 24 25 26 27 28 29 210



Number of Solutions for e = 3 (2000 trials) ave ± σ min max 4±0 4 4 16 ± 0 16 16 64 ± 0 64 64 205 ± 64 64 256 592 ± 188 256 768 1431 ± 705 256 2304 3162 ± 1936 1024 6144 6856 ± 4853 1024 15360 14273 ± 11306 4096 43008



Number of Solutions for e = 216 + 1 (1500 trials) ave ± σ min max 4±0 4 4 16 ± 0 16 16 58 ± 13 16 64 191 ± 64 64 256 554 ± 302 64 1024 1504 ± 1175 256 4096 3868 ± 4081 256 16384 9610 ± 13405 1024 65536 * 1024 73728*



Table 2.3: Number of solutions of k F¯ (x, y) ≡ 0 (mod 2ν ) with random 150-bit 3-prime RSA modulus N , for 2 ≤ ν ≤ 10. σ denotes the standard deviation. (*) when the number of solutions exceeded 73728, the implementation terminated with a memory error. Thus the average was not computed. dependent on e. We will make the assumption that this (potential) dependence is negligible. With this in mind, we generalize the previous conjectures in the following way. Conjecture 2.9 For random 3-prime modulus N , the minimum number of solutions of k F¯ (x, y) ≡ 0 (mod 2ν ) is Ω(2ν ) for all ν ≥ 2. Conjecture 2.9 then tells us that the number of solutions of k F¯ (x, y) ≡ 0 (mod 2n/4 ) is Ω(2n/4 ), which is fully exponential in the size of N . This immediately leads to the following conjecture about the partial key attack on 3-prime RSA. Conjecture 2.10 For randomly chosen primes, the number of solutions to k Fˆ (x, y) ≡ 0 (mod 2n/4 ) is exponential in the size of the RSA modulus. Thus, the partial key attack is not feasible for 3-prime RSA. Recall from the 2-prime case that the runtime of the attack depends on the number of common least significant bits of the primes in the modulus. In fact, the final version of the attack due to Boneh, Durfee, and Frankel applies only when the primes in the modulus have only one common least significant bit. And, the results
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of Steinfeld and Zheng show that the original attack is infeasible if the primes share many least significant bits. It is natural to ask then if any such relation holds in the 3-prime case. To answer this question we conducted more experiments. In these experiments, we generated 100 random 3-prime RSA moduli with exactly l common least significant bits in the 3 primes for l = 1, . . . , 10 for e = 3 and e = 2 16 + 1. For each RSA modulus, we counted the number of solutions of F¯ (x, y) ≡ 0 (mod 2ν ) for ν = 1, . . . , 10 when e = 3 and for ν = 1, . . . , 9 when e = 216 + 1. The complete results can be found in Tables A.1,A.2, and A.3 (in the Appendix). In Table 2.4 we show the results for public exponent e = 3 and ν = 10, which captures the general behaviour of the data. While there does seem to be some relationship between



# sols 4096 6144 10240 12288 18432 24576 34816 36864 43008



1 0 56 0 11 14 6 0 12 1



2 0 55 0 0 19 0 7 0 19



3 0 50 0 0 26 0 24 0 0



# common bits 4 5 6 7 8 9 10 64 55 53 42 46 54 52 0 0 0 0 0 0 0 22 29 27 29 22 16 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 16 20 29 32 30 28 0 0 0 0 0 0 0 0 0 0 0 0 0 0



Table 2.4: Frequency of the number of solutions of F¯ (x, y) ≡ 0 (mod 210 ) with respect to the number of common least significant bits of the primes in the 3-prime modulus for public exponent e = 3. For each number of common bits, 100 3-prime RSA moduli of 150 bits were used. the number of solutions of F¯ (x, y) ≡ 0 (mod 2ν ) and the number of common least significant bits of the three primes in the modulus, this relationship is not like in the 2-prime case. In fact, the number of solutions cannot be determined by the number of common least significant bits alone. Notice that for a given number of common bits and a given ν, the number of solutions of F¯ (x, y) ≡ 0 (mod 2ν ), relative to the range of possible values, can be both large and small. Thus, we cannot for example force the number of solutions to be small (or large) by fixing
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the number of common least significant bits, as we could in the 2-prime case.



2.3



4-Prime Partial Key Attack



We now consider the low exponent partial key attack [6] applied to 4-prime RSA. Let N = p1 p2 p3 p4 be an n-bit 4-prime RSA modulus, where p1 , p2 , p3 , p4 are four primes satisfying p1 < p 2 < p 3 < p 4 , 4 < N 1/4 /2 < p1 < N 1/4 , and N 1/4 < p4 < 2N 1/4 . Let k be the unique integer that satisfies the public/private key equation ed − 1 = kφ(N )



(2.16)



where φ(N ) = (p1 − 1)(p2 − 1)(p3 − 1)(p4 − 1)



= N − p 1 p2 p3 − p 1 p3 p4 − p 1 p2 p4 − p 2 p3 p4



+p1 p2 + p1 p3 + p1 p4 + p2 p3 + p2 p4 + p3 p4



−p1 − p2 − p3 − p4 + 1.



(2.17)



Also let d0 = d mod 2n/4 (the n/4 least significant bits of d) be known. If we consider (2.16) modulo 2n/4 we have ed0 − 1 ≡ kφ(N ) (mod 2n/4 ). Using 2.17, we see that ed0 − 1 ≡ k(N − p1 p2 p3 − p1 p3 p4 − p1 p2 p4 − p2 p3 p4 + p1 p2 + p1 p3 + p1 p4 +p2 p3 + p2 p4 + p3 p4 − p1 − p2 − p3 − p4 + 1)



(mod 2n/4 ).
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2.3. 4-PRIME PARTIAL KEY ATTACK From this congruence we observe that (ˆ p1 , pˆ2 , pˆ3 ) = (p1 mod 2n/4 , p2 mod 2n/4 , p3 mod 2n/4 ) is a solution for (x, y, z) in the congruence ed0 − 1 ≡ k(N − xyz − N/x − N/y − N/z + xy + xz + yz +N/xy + N/xz + N/yz + N/xy −x − y − z − N/xyz + 1)



(mod 2n/4 ),



whose solutions are also solutions of xyz(ed0 − 1) ≡ k(N xyz − x2 y 2 z 2 − xyN − xzN − yzN



+x2 y 2 z + x2 yz 2 + xy 2 z 2 + xN + yN + zN −x2 yz − xy 2 z − xyz 2 − N + xyz)



(mod 2n/4 ). (2.18)



Proceeding in the same manner as the 3-prime case, we are interested in the number of solutions to (2.18).



2.3.1



Theoretical Considerations



Consider the following multivariate function G(x, y, z) = x2 y 2 z 2 + a(x2 y 2 z + x2 yz 2 + xy 2 z 2 ) + b(x2 yz + xy 2 z + xyz 2 ) +c(xyz) + d(xy + xz + yz) + e(x + y + z) + f. Notice that G(x + ∆x, y + ∆y, z + ∆z) = (x + ∆x)2 (y + ∆y)2 (z + ∆z)2 + a((x + ∆x)2 (y + ∆y)2 (z + ∆z) +(x + ∆x)2 (y + ∆y)(z + ∆z)2 + (x + ∆x)(y + ∆y)2 (z + ∆z)2 ) +b((x + ∆x)2 (y + ∆y)(z + ∆z) + (x + ∆x)(y + ∆y)2 (z + ∆z) +(x + ∆x)(y + ∆y)(z + ∆z)2 ) + c((x + ∆x)(y + ∆y)(z + ∆z))
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CHAPTER 2. LOW PUBLIC EXPONENT PARTIAL KEY ATTACK +d((x + ∆x)(y + ∆y) + (x + ∆x)(z + ∆z) + (y + ∆y)(z + ∆z)) +e((x + ∆x) + (y + ∆y) + (z + ∆z)) + f = x2 y 2 z 2 + a(x2 y 2 z + x2 yz 2 + xy 2 z 2 ) + b(x2 yz + xy 2 z + xyz 2 ) +c(xyz) + d(xy + xz + yz) + e(x + y + z) + f +a(xy∆z + zx∆y + yz∆x) + c(xy∆z + zx∆y + yz∆x) +d(x∆y + y∆x + x∆z + z∆x + y∆z + z∆y) + e(∆x + ∆y + ∆z) +M(2∆x, 2∆y, 2∆z, ∆x∆y, ∆y∆z, ∆z∆x, (∆x)2 , (∆y)2 , (∆z)2 ) = G(x, y, z) + ∆x(yz(a + c) + (y + z)d + e) +∆y(zx(a + c) + (z + x)d + e) + ∆z(xy(a + c) + (x + y)d + e) +M(2∆x, 2∆y, 2∆z, ∆x∆y, ∆y∆z, ∆z∆x, (∆x)2 , (∆y)2 , (∆z)2 ), (2.19)



where M(·) is defined in (2.11). Letting ∆x = x0 2ν , ∆y = y0 2ν , ∆z = z0 2ν , ν ≥ 1, and then reducing (2.19) modulo 2ν+1 will give G(x + ∆x, y + ∆y, z + ∆z) = G(x, y, z) + x0 2ν (yz(a + c) + (y + z)d + e) +y0 2ν (zx(a + c) + (z + x)d + e) +z0 2ν (xy(a + c) + (x + y)d + e) + M(2ν+1 )



≡ G(x, y, z) + 2ν (x0 gx (y, z) + y0 gy (x, z) + z0 gz (x, y)) (mod 2ν+1 ), where gx (y, z) := yz(a + c) + (y + z)d + e gy (x, z) := xz(a + c) + (x + z)d + e gz (x, y) := xy(a + c) + (x + y)d + e. Much like in the 3-prime case we make on observation about how solutions modulo 2ν lift to solutions modulo 2ν+1 . Lemma 2.3 Let x, y, z satisfy G(x, y, z) ≡ 0 (mod 2ν ) and x0 , y0 , z0 ∈ {0, 1}. Then
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G(x + x0 2ν , y + y0 2ν , z + z0 2ν ) ≡ 0 (mod 2ν+1 ) if and only if (x0 gx (y, z) + y0 gy (x, z) + z0 gz (x, y)) ≡ G(x, y, z)/2ν (mod 2). Proof: The proof follows in exactly the same manner as the proof of Lemma 2.1, which deals with the 3-prime case. ¥ Let us now choose particular values for the constants in G(x, y, z) to obtain ¯ y, z) = x2 y 2 z 2 − (x2 y 2 z + x2 yz 2 + xy 2 z 2 ) + (x2 yz + xy 2 z + xyz 2 ) G(x, +(φ(N ) − N − 1)(xyz) + N (xy + xz + yz) −N (x + y + z) + N



g¯x (y, z) = yz(−1 + φ(N ) − N − 1) + (y + z)N − N ≡ yz + y + z + 1



(mod 2)



g¯y (x, z) = xz(−1 + φ(N ) − N − 1) + (x + z)N − N ≡ xz + x + z + 1 (mod 2)



g¯z (x, y) = xy(−1 + φ(N ) − N − 1) + (x + y)N − N ≡ xy + x + y + 1 (mod 2).



This leads us to the next observation. ¯ y, z) ≡ 0 (mod 2ν ) with x¯, y¯, z¯ ≡ Lemma 2.4 If (¯ x, y¯, z¯) is a solution of G(x, 1 mod 2 then (¯ x, y¯, z¯) either lifts to 8 solutions modulo 2ν+1 or does not lift to any solution modulo 2ν+1 . Proof: Notice that gˆx (¯ y , z¯) ≡ gˆy (¯ x, z¯) ≡ gˆz (¯ x, y¯) ≡ 0 (mod 2). If (¯ x, y¯, z¯) lifts to ν+1 ν any solutions modulo 2 they will be of the form (¯ x + x0 2 , y¯ + y0 2ν , z¯ + z0 2ν ), where x0 , y0 , z0 ∈ {0, 1}. The previous observation then tells us that ¯ x + x0 2ν , y¯ + y0 2ν , z¯ + z0 2ν ) ≡ 0 (mod 2ν+1 ) G(¯ m ν ¯ x, y¯, z¯)/2 ≡ 0 (mod 2). G(¯
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Thus, the number of solutions modulo 2ν+1 depends solely on the 2-multiplicity of ¯ x, y¯, z¯). If m2 (G(¯ ¯ x, y¯, z¯)) > ν then (¯ G(¯ x + x0 2ν , y¯ + y0 2ν , z¯ + z0 2ν ) is a solution modulo 2ν+1 for all combinations of x0 , y0 , z0 ∈ {0, 1} (i.e. eight solutions). Otherwise, there is no solution modulo 2ν+1 . ¥ Much like in the 3-prime case, Lemmas 2.3 and 2.4 allow us to compute all so¯ y, z) ≡ 0 (mod 2ν ) for all ν ≥ η provided we know all the solutions lutions of G(x, modulo 2η . ¯ y, z) ≡ 0 (mod 2n/4 ) is equivalent to (2.18). That is, Notice that k G(x, ¯ y, z) ≡ xyz(ed0 − 1) k G(x,



−k(N xyz − x2 y 2 z 2 − xyN − xzN − yzN



+x2 y 2 z + x2 yz 2 + xy 2 z 2 + xN + yN + zN −x2 yz − xy 2 z − xyz 2 − N + xyz)



(mod 2n/4 ).



Thus, we can construct all relevant solutions of (2.18) starting with (1, 1, 1) mod 2 (since we know that p1 , p2 , p3 ≡ 1 (mod 2)). Like the 3-prime case however, the observation does not give any indication of how many solutions there will be in general, for randomly chosen primes. Keeping in mind the results of the 3-prime case, we dare to make the following conjecture. ¯ y, z) ≡ Conjecture 2.11 For randomly chosen primes, the number of solutions to k G(x, 0 (mod 2n/4 ) is exponential in the size of the RSA modulus. Thus, the partial key attack is not feasible for 4-prime RSA.



2.3.2



Experimental Results



To support Conjecture 2.11, we carried out some experiments to estimate the av¯ y, z) ≡ 0 (mod 2n/4 ) for random modulus N . erage number of solutions of k G(x, Each experiment consisted of generating a random RSA modulus N , and then com¯ y, z) ≡ 0 (mod 2ν ) for 2 ≤ ν ≤ 6. Since all of the puting all solutions of k G(x, primes in N are odd, we know that (1, 1, 1) is the desired solution modulo 2. By
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repeated application of Lemmas 2.3 and 2.4 we then compute all solutions modulo 2ν for 2 ≤ ν ≤ 6. The experiments were carried out for many random N , using public exponent e = 3. The pseudo-code is essentially the same as that given in Figure 2.1 for the 3-prime case, except that 4 primes are used, F¯ (x, y) is replaced ¯ y, z), and if solutions lift there are eight lifted solutions. The results with G(x, of the experiments are given in Table 2.5. Based on these results, we make the following conjecture.



Modulo 22 23 24 25 26



Number of Solutions for e = 3 (500 trials) ave ± σ min max 8±0 8 8 64 ± 0 64 64 512 ± 0 512 512 4096 ± 0 4096 4096 29585 ± 5485 4096 32768



¯ y, z) ≡ 0 (mod 2ν ) with random 200-bit Table 2.5: Number of solutions of k G(x, 4-prime RSA modulus N , for 2 ≤ ν ≤ 6. σ denotes the standard deviation. Conjecture 2.12 For random (200-bit) 4-prime RSA modulus N with public ex¯ y, z) ≡ 0 ponent e = 3 and ν ≤ 6 , the minimum number of solutions of k G(x, (mod 2ν ) is Ω(2ν ). Similar to the 3-prime case, we make the assumption that e only slightly affects the ˆ y, z) ≡ 0 (mod 2ν ). Thus, for small ν we see that the number of solutions of k G(x, emperical evidence does support Conjecture 2.11.



2.4



Leaking Bits



It was shown by Boneh [3] that the RSA cryptosystem can leak half of the most significant bits of the private exponent when the public exponent is small. We will show that using a small public exponent can leak some of the most significant bits of the private exponent no matter how many (distinct) primes are used in the RSA
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modulus. In fact, we will show that for an n-bit RSA modulus comprised of r primes that O( 1r ) of the most significant bits of the private exponent can be leaked. To see this, we look at the public/private key equation ed − kφ(N ) = 1. Recall that 1 ≤ k < e since d < φ(N ). We then let dk = b(kN + 1)/ec, which has the nice property that dk − d = = = < 



º kφ(N ) + 1 kN + 1 − e e ¶ µ kφ(N ) + 1 kN + 1 −α − for some 0 ≤ α < 1 e e k (N − φ(N )) − α e k (N − φ(N )) e N − φ(N ). ¹



So, if we know by how much N and φ(N ) differ, we also know by how much d and dk differ. To this end, let’s look at N − φ(N ). Recall that φ(N2 ) = N2 − (p1 + p2 ) + 1



> N2 − (N2 /p1 + N2 /p2 )



φ(N3 ) = N3 − (p1 p2 + p2 p3 + p3 p1 ) + (p1 + p2 + p3 ) − 1 > N3 − (N3 /p1 + N3 /p2 + N3 /p3 )



φ(N4 ) = N4 − (p1 p2 p3 + p1 p2 p4 + p1 p3 p4 + p2 p3 p4 )



+(p1 p2 + p1 p3 + p1 p4 + p2 p3 + p2 p4 + p3 p4 )



−(p1 + p2 + p3 + p4 ) + 1



> N4 − (N4 /p1 + N4 /p2 + N4 /p3 + N4 /p4 )
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2.4. LEAKING BITS for 2-,3-, and 4-prime RSA moduli and that φ(Nr ) > Nr −



r X



Nr /pi



(2.20)



i=1



in general. Also, for r-prime RSA, the primes must satisfy p1 1 1/r N 2 r 1/r Nr



< ... < p1 < pr



< pr 1/r < Nr 1/r < 2Nr .



Now, this all leads to the following bound for N − φ(N ): Nr − φ(Nr ) 



r X



Nr /pi



i=1



< (2r − 1)Nr1−1/r .



(2.21)



Pr (r−1)/r To see this, we only need to show that . Since i=1 Nr /pi < (2r − 1)Nr 1/r pi ≥ p1 > (1/2)Nr for each i = 1, . . . , r, we have that Nr /pi < 2Nr1−1/r for each i = 1, . . . , r. This leads to Nr − φ(Nr ) 



r X



Nr /pi 



i=1



r X



2Nr1−1/r = 2rNr1−1/r



i=1



as a first approximation. To obtain (2.21) we use a tighter bound on the term 1/r 1−1/r Nr /pr . Since pr > Nr , we have that Nr /pr < Nr . Thus, Nr − φ(Nr ) 



r X i=1



Nr /pi 



r−1 X i=1



2Nr1−1/r + Nr1−1/r = (2r − 1)Nr1−1/r .



Since Nr is an n-bit modulus, we can express (2.21) as Nr − φ(Nr ) < (2r − 1)Nr1−1/r
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(2.22)



So, this tells us that at least n/r − 1 − log 2 (r) of the most significant bits of dk and d agree. Thus, r-prime RSA with an n-bit modulus can leak Θ( nr ) of the most significant bits of d if we know dk . Unfortunately, we do not know the correct value of k. Since e is small however, we can compute dk0 for all 1 ≤ k 0 < e, which will give us candidates for the actual dk . For 2-prime RSA, it was pointed out by Boneh [3] that if e = 3 then the value of k is always known (k = 2). In fact, this result is true for r-prime RSA in general, as is shown in the following Lemma.



Lemma 2.5 Let N be the product of two or more distinct primes greater than 3, and d be the inverse of 3 modulo φ(N ). Then 3d − 1 = 2φ(N ). Proof: Let the number of primes in N be r, so that N = Πri=1 pi , and φ(N ) = Πri=1 (pi − 1). Since all the primes are greater than 3 we have 3 - N → 3 - pi for any i → pi 6≡ 0



(mod 3) for any i



→ pi − 1 6≡ 2



(mod 3) for any i,



and since the inverse of 3 exists modulo φ(N ) we have 3 - φ(N ) → 3 - (pi − 1) for any i → pi − 1 6≡ 0



(mod 3) for any i.



Thus pi − 1 ≡ 1 (mod 3) for all i, and so φ(N ) ≡ 1 (mod 3). Now, given that 3d ≡ 1 (mod φ(N )), we must have 3d − kφ(N ) = 1



(2.23)
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2.5. SUMMARY for some integer k. Reducing (2.23) modulo 3 we see that 1 ≡ −kφ(N ) ≡ −k



(mod 3)



or k ≡ −1 ≡ 2 (mod 3). Since d < φ(N ) we must have that 1 ≤ k < 3, and so we conclude that k = 2 whenever e = 3. ¥ We now make the following observation. Theorem 2.4 For r-prime RSA with an n-bit modulus, if public exponent e = 3 is used, then at least n/r − 1 − log2 (r) of the most significant bits of the private exponent d will be exposed. Proof: The results follows from the inequality in (2.22) and from the fact that we know the correct value of k. Lemma 2.5 ensures that we know the correct value of k since e = 3. ¥



2.5



Summary



For 2-, 3-, and 4-prime RSA with an n-bit modulus and small public exponent e, the partial key attack run-times are summarized in the Table 2.6. Also, the number of most significant bits of d that can be leaked is presented. For 2-prime RSA, as shown by Boneh, Durfee and Frankel [7] and Steinfeld and Zheng [27], when using a small public exponent, if an adversary is able to obtain the n/4 least significant bits of d and the primes in the RSA modulus have few common least significant bits then the adversary can possibly recover d. Unless the primes are generated to specifically have many common least significant bits, they will have few common bits with high probability.
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CHAPTER 2. LOW PUBLIC EXPONENT PARTIAL KEY ATTACK Attack Time Leaked bits 2-prime O(TC (n) · e log2 e) n/2 − 2 n/4 3-prime Ω(TC (n) · 2 ) n/3 − 2 n/4 4-prime Ω(TC (n) · 2 ) n/4 − 3



Table 2.6: Summary of partial key attack on Multi-prime RSA. TC (n) is the time to run the LLL algorithm. The number of most significant bits of d that can be leaked is also given.



For 3- and 4-prime RSA, while not proven, experimental evidence leads us to believe that the partial key attack is not feasible, as the runtime is exponential in the size of the RSA modulus, regardless of the number of common bits in the primes. Thus, it seems that when using a small public exponent, Multi-prime RSA with 3 or more primes is safer to use than RSA with respect to the partial key attack. So, it may be advantageous to use Multi-prime RSA with 3 or more primes in situations where small public exponents are used and the private key is somewhat vulnerable. For r-prime RSA, when using a small public exponent there is a risk of exposing at least n/r − 1 − log2 (r) of the most significant bits of the private exponent. Thus, the number of most significant bits of d that are at risk decreases as the number of primes in the modulus increases.



Chapter 3 Low Private Key Attack The danger of using a small private exponent in the RSA cryptosystem, with balanced primes, was first shown by Wiener in 1990 [30]. He showed that if d < N 0.25 then there exists a polynomial time attack, based on continued fractions, that results in a total break of the cryptosystem (i.e., d is exposed). It was later shown by Verheul and Tilborg [29] in 1997 that exposing the private key d can be accomplished in less time than an exhaustive search provided d < N 0.5 . Unfortunately, their algorithm runs in exponential time as soon as d > N 0.25 . The next improvement over Wiener’s result was presented at Eurocrypt ’99 by Boneh and Durfee [4]. They presented three attacks using a lattice reduction technique based on Coppersmith’s results. The first attack showed that if d < N 0.25 then it is possible to factor the modulus, N , and hence obtain d. This attack simply repeated Wiener’s results. The second and third attacks, however, showed that if d < N 0.284 and d < N 0.292 , respectively, then it is still possible to factor N . These were the first polynomial time attacks that exceeded Wiener’s results. Another attack based on the Boneh and Durfee attacks was presented by Bl¨omer and May at CaLC 2001 [2]. Their result shows if d < N 0.290 then it is possible to factor N . While this attack is slightly weaker than Boneh and Durfee’s third attack, it is simpler to analyze and it uses a smaller lattice. 49



50



CHAPTER 3. LOW PRIVATE KEY ATTACK



The attacks presented by Boneh and Durfee, and Bl¨omer and May both improve on Wiener’s attack. Unfortunately, the bounds on d that they report are incorrect. In this chapter, we will show why these bounds are not correct, present new (and weaker) bounds, and extend the attacks to 3- and 4-prime RSA. It should be pointed out that while the bounds given in [4, 2] are not correct, the attacks do work in practice. We will call the attacks presented by Boneh and Durfee the Boneh-Durfee attacks and the attack presented by Bl¨omer and May the Bl¨omer-May attack. For the Boneh-Durfee attacks, we further label them I, II, and III for the attacks that work when δ < 0.25, 0.284, and 0.292, respectively. In all of these attacks the goal is to factor N , from knowledge of φ(N ). In our presentation however, we will focus on exposing d, from knowledge of φ(N ). For 2-prime RSA it is well known that if we know e, N and d then we can factor N . Low [21] has shown that the result holds for 3- and 4-prime RSA also. So, by focusing on exposing d, we are not making the problem easier to solve. Let us begin with the public/private key equation for r-prime RSA, ed − kφ(Nr ) = 1, where k is some positive integer, and r ∈ Z+ , r > 1. Making the substitution φ(Nr ) = Nr + (φ(Nr ) − Nr ), we have ed − k(Nr + (φ(Nr ) − Nr )) = 1.



(3.1)



Writing s = φ(Nr ) − Nr and A = Nr , reducing (3.1) modulo e yields −k(A + s) ≡ 1



(mod e).



(3.2)



It is convenient to introduce the following notation. We will write e = N rα where α ∈ R+ , and let d < Nrδ = eδ/α for some δ ∈ R+ . In this notation, Wiener’s attack



51 can recover d provided that δ < 0.25. Let us consider what constraints k and s have. Notice that from the public/private key equation we have k = (ed − 1)/φ(Nr ) < ed/φ(Nr )



< 2ed/Nr = 2e1+(δ−1)/α = e1+(δ−1)/α+²2 ,



(3.3)



where e²2 = 2. This follows since φ(Nr ) > Nr /2 for any r, under the assumption that 4 < p1 < · · · < p r . Also, we have shown in Section 2.4, (2.21), that |φ(Nr ) − Nr | < (2r − 1)Nr1−1/r . So, letting e²r = (2r − 1), ar = 1 − 1/r and recalling that e = N α , we have |s| = |φ(Nr ) − Nr |



< (2r − 1) Nr1−1/r



= ear /α+²r .



(3.4)



Thus, we are left with the following problem: find integers k and s satisfying −k(A + s) ≡ 1



(mod e),



|k| < e1+(δ−1)/α+²2 ,



|s| < ear /α+²r .



(3.5)
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Boneh and Durfee refer to this as the small inverse problem 1 . In words, the problem is as follows: given an integer A, find an integer that is “close” to A whose inverse modulo e is “small”. If we can find all solutions of the small inverse problem then we can break rprime RSA. Since we know the public key hNr , ei and since one of the solutions will yield s = φ(Nr ) − Nr , we know e and φ(Nr ). We can then simply compute d = e−1 mod φ(Nr ). In order to find all solutions of the small inverse problem, the number of solutions has to be sufficiently small. Boneh and Durfee [4] comment that if |k| is bounded from above by e0.5−² , for any 0 < ² < 0.5, then, heuristically, the small inverse problem is likely to have a unique solution. They use this to conjecture that if |k| < e0.5 then RSA can be broken.



3.1



Solving The Small Inverse Problem



In this section we will solve the small inverse problem (3.5), stated as follows: given a polynomial f (x, y) = x(A + y) − 1, find (x0 , y0 ) such that f (x0 , y0 ) ≡ 0



(mod e),



|x0 | < X,



|y0 | < Y,



(3.6)



ar



δ−1



where X = e1+ α +²2 , and Y = e α +²r . The method of solution follows that of Boneh and Durfee [4]. Notice that (x0 , y0 ) = (−k, s) is a root of f (x, y) mod e. Boneh and Durfee [4] use the following result of Howgrave-Graham [16] to transform the modular equation in (3.6) into an integer equation. Given a polynomial P h(x, y) = i,j ai,j xi y j , define the norm by ||h(x, y)||2 :=



X i,j



|a2i,j |.



1 This is slightly more general than the small inverse problem defined by Boneh and Durfee [4], which is to find integers k and s satisfying



k(A + s) ≡ 1



(mod e),



|k| < eδ ,



|s| < e0.5 .



3.1. SOLVING THE SMALL INVERSE PROBLEM
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Theorem 3.1 (Howgrave-Graham [16]) Let h(x, y) ∈ Z[x, y] be a polynomial which is a sum of at most w monomials. Suppose that h(x0 , y0 ) ≡ 0 (mod em ) for √ some positive integer m, where |x0 | < X and |y0 | < Y . If ||h(xX, yY )|| < em / w, then h(x0 , y0 ) = 0 holds over the integers. This theorem shows that if a polynomial has a small norm then all small roots of the polynomial modulo a large modulus are also roots of the polynomial over the integers. The goal is then to construct such a polynomial that has (x0 , y0 ) = (−k, s) as a root modulo em for some m. To this end, given a positive integer m, define the polynomials gi,k (x, y) := xi f k (x, y)em−k



and hj,k (x, y) := y j f k (x, y)em−k .



(3.7)



The gi,k polynomials are referred to as x-shifts (as they shift f (x, y) by xi ) and the hj,k polynomials are referred to as y-shifts (which shift f (x, y) by y j ). Notice that by construction, (x0 , y0 ) is a root of all of these polynomials modulo em . We would like to find a low norm integer linear combination of the polynomials gi,k (xX, yY ) and hj,k (xX, yY ). To do this, we construct a lattice that is spanned by the coefficient vectors of the polynomials gi,k and hj,k for some parameters (i, j, k), that contains some small vectors in it. By a small vector, we mean that the norm of the polynomial corresponding to the vector is small enough to apply Theorem 3.1. The LLL lattice reduction algorithm can be used to find these small vectors. By Theorem 1.2, we have a bound on the first two vectors in the LLL-reduced basis. Namely, ||b1 || ≤ 2w/2 vol(L)1/w



and ||b2 || ≤ 2(w−1)/2 vol(L)1/(w−1) .



Let f1 (xX, yY ) and f2 (xX, yY ) be two polynomials such that their coefficient vectors are the reduced basis vectors b1 and b2 , respectively2 . If we can generate a lattice L such that √ (3.8) 2(w−1)/2 vol(L)1/(w−1) < em / w, 2



3.2.



A concrete example of a polynomial and its associated coefficient vector is given in Section
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then by applying Theorem 3.1 we have that all small roots of f1 and f2 modulo em are also roots of f1 and f2 over the integers. Thus, we have two bivariate equations over the integers, which have at least one common small root, (x0 , y0 ). Further, if these two polynomials are also algebraically independent3 , we can find the common roots. To do this, we compute the non-zero resultant h(y) = Resx (f1 , f2 ). One of the roots of h(y) must be y0 = s = φ(Nr ) − Nr . So, once y0 is found we know φ(Nr ) which allows us to compute d = e−1 mod φ(Nr ). It should be pointed out that in all the experiments carried out by Boneh and Durfee, and Bl¨omer and May, the two polynomials found are always algebraically independent, except in the first Boneh-Durfee attack that repeats Wiener’s result. In this case, it was shown by Bl¨omer and May [2] that the two polynomials are always algebraically dependent. We now focus on generating a lattice with sufficiently small volume. We will start with the Boneh-Durfee lattice [4, Section 4]. This is the lattice that all of the Boneh-Durfee and Bl¨omer-May attacks are based on.



3.2



The Boneh-Durfee Lattice



Given a positive integer m, we construct a lattice spanned by the coefficient vectors of the x-shift and y-shift polynomials for k = 0, . . . , m. For each k we use gi,k (xX, yY ) for i = 0, . . . , m − k and hj,k (xX, yY ) for j = 0, . . . , t for some parameter t, where t is to be determined later. Since the coefficient vectors are linearly independent they form a basis for the lattice. The lattice and basis will be denoted LBD (m, t) and BBD (m, t), respectively. All three of the Boneh-Durfee attacks use this lattice (in some way). The first attack (δ < 0.25), which reproduces Wiener’s result, uses the parameters t = 0 and m ≥ 1. The second attack (δ < 0.284) uses values t ≥ 1 and m ≥ 1, while the lattice for the third attack (δ < 0.292) uses only some of the rows in LBD (m, t). In this section, we will be mainly concerned with the second attack (δ < 0.284). 3



Two polynomials are algebraically independent if they do not have a common factor.



3.2. THE BONEH-DURFEE LATTICE
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The first and third attacks will be discussed briefly in Sections 3.2.1 and 3.2.2, respectively. It is convenient to introduce some notations on the rows and columns of the lattice basis BBD (m, t). The notations come directly from Bl¨omer and May [2, Section 3]. We refer to the coefficient vectors of the x-shifts as the X-block. The X-block is further divided into m + 1 blocks, denoted Xl , where l = 0, . . . , m. Each Xl block consists of the l + 1 coefficient vectors of gi,k (xX, yY ) with i + k = l. Each vector in Xl is denoted by Xl,k , where k denotes that the vector is the k-th vector in Xl . That is, Xl,k denotes the coefficient vector of gl−k,k (xX, yY ). We refer to the coefficient vectors of the y-shifts as the Y -block. The Y -block is further divided into t + 1 blocks, denoted Yj , where j = 0, . . . , t. Each Yj block consists of the m + 1 coefficient vectors that are shifted by y j . The k-th vector in Yj is the coefficient vector of gj,k (xX, yY ) and is denoted by Yj,k . The columns of BBD are each labeled by a monomial xi y j . All of the column vectors with label xl y j , l ≥ j form the X (l) column block. The Y (l) column block is defined as all the column vectors labeled with xi y i+l . To illustrate the basis construction and notations, we present BBD (m = 2, t = 1) as an example in Figure 3.1. It is also appropriate at this point to illustrate the relationship between polynomials and their associated coefficient vectors. For example, using the basis BBD (m = 2, t = 1) the polynomial 3 + x y + x2 y + 5 x y 2 has coefficient vector [3, 0, 1, 0, 1, 0, 0, 5, 0]T .



Since the lattice LBD (m, t) has full rank, the volume of the lattice is simply the
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BBD (2, 1) X0 X1 X X2



Y



Y1



X0,0 X1,0 X0,1 X2,0 X1,1 X0,2 Y1,0 Y1,1 Y1,2



:= := := := := := := := :=



e2 xe2 fe x 2 e2 xf e f2 ye2 yf e yf 2



X (1) x



xy



e2 X eAX



eXY



x2



X (2) x2 y



x2 y 2



y



Y (1) xy 2



x2 y 3



e2 Y −eY Y



eXY 2 −2XY 2



X2Y 3



e2 −e



1



−eX −2eAX



−2XY eAXY −2AXY



e2 X 2 eAX 2 A2 X 2



eX 2 Y 2AX 2 Y



A2 X 2 Y



X2Y 2



2AX 2 Y 2



Figure 3.1: The basis BBD (m = 2, t = 1). The matrix that represents the basis lies under and to the right of the double lines. The notation used to describe the rows and columns lies outside the double lines.



absolute determinant of the matrix generated by BBD (m, t). The dimension of the lattice is w = (m+1)(m+2)/2+t(m+1). By construction, the matrix is triangular, and so the determinant computation is straightforward (and easy). We will consider the determinant of the submatrix corresponding to the intersection of the X-block and the X (l) column blocks, denoted by detx , and the submatrix corresponding to the intersection of the Y -block with the Y (l) column blocks, denoted by dety , separately. The volume (determinant) of the lattice is then given by vol(LBD (m, t)) = detx · dety . (3.9) As shown by Boneh and Durfee [4], detx and dety are given by detx = em(m+1)(m+2)/3 · X m(m+1)(m+2)/3 · Y m(m+1)(m+2)/6 dety = etm(m+1)/2 · X tm(m+1)/2 · Y t(m+1)(m+t+1)/2 ,



(3.10) (3.11)



so that vol(LBD (m, t)) = eCe X CX Y CY , where Ce = m(m + 1)(m + 2)/3 + tm(m + 1)/2,



(3.12)
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3.2. THE BONEH-DURFEE LATTICE CX = m(m + 1)(m + 2)/3 + tm(m + 1)/2, CY



= m(m + 1)(m + 2)/6 + t(m + 1)(m + t + 1)/2.



Substituting the values X = e1+ obtain



δ−1 +²2 α



ar



and Y = e α +²r into (3.10) and (3.11) we



detx = em(m+1)(m+2)/3 · e(1+(δ−1)/α+²2 )m(m+1)(m+2)/3 · e(ar /α+²r )m(m+1)(m+2)/6



= em(m+1)(m+2)/3+(1+(δ−1)/α+²2 )m(m+1)(m+2)/3+(ar /α+²r )m(m+1)(m+2)/6 (3.13)



dety = etm(m+1)/2 · e(1+(δ−1)/α+²2 )tm(m+1)/2 · e(ar /α+²r )t(m+1)(m+t+1)/2 = etm(m+1)/2+(1+(δ−1)/α+²2 )tm(m+1)/2+(ar /α+²r )t(m+1)(m+t+1)/2 ,



(3.14)



so that vol(LBD (m, t)) = eC ,



(3.15)



where C = m(m + 1)(m + 2)/3 + (1 + (δ − 1)/α + ²2 )m(m + 1)(m + 2)/3 +(ar /α + ²r )m(m + 1)(m + 2)/6 + m(m + 1)(m + 2)/3



+tm(m + 1)/2 + (1 + (δ − 1)/α + ²2 )tm(m + 1)/2



+(ar /α + ²r )t(m + 1)(m + t + 1)/2 + tm(m + 1)/2. With the volume of the lattice computed, we now need to find parameters m and t such that (3.8) holds. That is, we would like to choose m and t such that (vol(LBD (m, t)))1/(w−1) 



em



√ , 2(w−1)/2 w



(3.16)



or em(w−1) 2(w−1)(w−1)/2 w(w−1)/2 < em(w−1)−²w ,



vol(LBD (m, t)) < eC



(3.17)
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where e−²w = 1/(2(w−1)(w−1)/2 w(w−1)/2 ). Since e is a positive integer and the exponential function is strictly increasing, we have that eC < em(w−1)−²w



←→



C < m(w − 1) − ²w .



(3.18)



Thus, (3.17) is equivalent to m(w − 1) − ²w > m(m + 1)(m + 2)/3



+(1 + (δ − 1)/α + ²2 ) m (m + 1)(m + 2)/3



+(ar /α + ²r ) m (m + 1)(m + 2)/6 + t m (m + 1)/2 +(1 + (δ − 1)/α + ²2 ) t m (m + 1)/2



+(ar /α + ²r ) t (m + 1)(m + t + 1)/2.



(3.19)



At this point, Boneh and Durfee [4] make the assumption that ²2 ≈ ²r ≈ ²w ≈ 0, claiming that they are negligible constants for fixed m and t when e is large (e.g., e ≈ N ∼ 1024 bits). They reduce (3.19) to an inequality (letting α ≈ 1 and using ar = 1/2 for 2-prime RSA) F (m, t, δ) < 0. It turns out that F (m, t, δ) is quadratic in t and that, for all m > 1 and δ ∈ R + , F (m, t, δ) is strictly convex. So, there exists a unique value of t that minimizes F (m, t, δ) for any fixed values of m and δ. This minimal value of t was found to be topt =



m(1 − 2δ) . 2



Using this value for t, they then obtain an inequality for δ involving m. The bounds that they obtain for δ (δ < 0.284, δ < 0.292, and δ < 0.290) are then computed by taking the limit of the inequality as m approaches infinity. There is a problem with this, though. The problem arises from the assumption on ²w (for a given r, ²2 and ²r are both constants and are truly negligible for large e). Let us consider ²w more carefully. By definition, we have e−²w = 1/(2(w−1)(w−1)/2 w(w−1)/2 ),
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(w − 1)2 ln(2) (w − 1) ln(w) − , 2 ln(e) 2 ln(e)



59



(3.20)



giving us ²w =



ln(2) 2 w + f1 (w), 2 ln(e)



where f1 (w) ∈ o(w 2 ). Also, since w = (m + 1)(m + 2)/2 + t (m + 1), when t = topt we have w = m2 /2 + m2 (1/2 − δ) + f2 (m) = m2 (1 − δ) + f2 (m),



where f2 (m) ∈ o(m2 ). Thus, we have ²w = c m4 + f3 (m), where c is a positive constant (c = (1 − δ)2 ln(2)/(2 ln(e))) and f3 (m) ∈ o(m4 ). If we look at (3.19) again, we see that when t = topt , (3.19) reduces to f4 (m) − ²w > f5 (m), where f4 (m), f5 (m) ∈ o(m4 ). Thus, −c m4 > f6 (m),



(3.21)



where f6 (m) ∈ o(m4 ). Since c is a positive constant, as m → ∞, (3.21) cannot be true, and so we see that (3.19) cannot be satisfied. So, while ²w may be quite small for fixed m and t compared to e, it is actually the dominant term in (3.19) when m is quite large and t = topt . Thus, the bounds computed cannot be correct. This oversight is unfortunate, as ignoring the contribution from ²w seems to be common [5, 2, 14]. We will now go back to (3.19) and try to find a new bound on δ without mak-
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ing any assumptions on the parameters. Leaving ²2 and ²r as parameters and using (3.20) for ²w , we can isolate δ in (3.19) to obtain δ 



³ 12 t2 ln (e) ²r α + 24 t ln (e) ar m + 12 ln (2) α m3 t + 24 ln (2) α t2 m



+24 ln (2) α tm + 12 ln (2) α t2 m2 + 12 t ln (e) ²r α m2 + 12 t2 ln (e) ²r α m +12 tm ln (e) ²2 α + 12 tm2 ln (e) ²2 α + 12 α tm ln ((m + 1) (m + 2 t + 2)) +48 ln (2) α m2 t + 16 m ln (e) ²2 α + 24 m2 ln (e) ²2 α + 8 m3 ln (e) ²2 α +8 m ln (e) ²r α + 12 m2 ln (e) ²r α + 4 m3 ln (e) ²r α + 12 t2 ln (e) ar m −24 m2 ln (e) − 8 m3 ln (e) + 12 t ln (e) ar m2 + 12 t ln (e) ²r α



+24 t ln (e) ²r α m + 4 m3 α ln (e) + 12 m2 α ln (e) − 12 α t ln (2)



−16 m ln (e) + 4 m3 ln (e) ar + 12 m2 ln (e) ar − 12 tm ln (e)



−12 tm2 ln (e) + 12 t2 ln (e) ar + 32 m α ln (e) + 12 t ln (e) ar



+6 α m2 ln ((m + 1) (m + 2 t + 2)) − 18 α m ln (2)



+18 α m ln ((m + 1) (m + 2 t + 2)) + 12 α t ln ((m + 1) (m + 2 t + 2))



+21 ln (2) α m2 + 12 ln (2) α t2 + 3 ln (2) α m4 + 18 ln (2) α m3 ´ ³ ¡ ¢´ 2 +8 m ln (e) ar / 4 m ln (e) 3 tm + 3 t + 2 m + 6 m + 4 .



(3.22)



We would like to maximize the right-hand side of (3.22), denoted by G(m, t, α, m, N ). This is a difficult problem, as G is nonlinear, α and N are unknown, and we require m ≥ 1 and t ≥ 0 to be integers. To try and estimate a bound for G, we fixed N and α and numerically optimized G for integer values of m ≥ 1 and t ≥ 0, for r = 2, 3, and 4. All computations were done with Maple7 [22]. We show the results when α = 1 for various sizes of the modulus in Table 3.1. We also give the results for Wiener’s attack applied to 2-, 3-, and 4-prime RSA for comparison. The results for Wiener’s attack extended to 3-, and 4-prime RSA are from Low [21]. In the determination of the maximum δ (by maximizing G), the values of N that were used were: N ∈ {21000 , 22000 , 24000 , 26000 , 28000 , 210000 }. (3.23)
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Initially, we generated N by randomly choosing primes of the appropriate size, but it was found experimentally that the bound on δ did not change appreciably4 as N varied from N/2 to 3N/2. So, we simply used the values listed in (3.23). α=1 N 1000 bits 2000 bits 4000 bits 6000 bits 8000 bits 10000 bits Wiener†



2-prime RSA δmax t m w 0.257 4 23 396 0.267 6 31 720 0.273 9 45 1495 0.275 10 50 1836 0.277 12 59 2550 0.278 12 59 2912 0.250



3-prime RSA δmax t m w 0.156 2 24 375 0.165 3 32 660 0.170 4 41 1071 0.172 5 49 1525 0.173 6 57 2059 0.174 7 65 2673 0.167



4-prime RSA δmax t m w 0.109 1 24 350 0.118 2 33 663 0.123 3 44 1170 0.125 3 47 1320 0.126 4 57 1943 0.127 4 59 2070 0.125



Table 3.1: Upper bounds for δ with α = 1 using the Boneh-Durfee lattice. ( † ) 3and 4-prime extensions of Wiener’s result from Low [21]



It was found that δmax varied roughly inversely to α. Also, the value of δmax for a given α decreases with increasing r. Figure 3.2 shows the dependence of δmax with α for 2-,3- and 4-prime RSA with a 2000-bit modulus. This particular case is illustrative of all moduli considered. Experimental data for all cases can be found in Appendix A.2. Notice that, for 2-prime RSA for example, when α ' 1.8 the attack is not guaranteed to work for any δ since δmax < 0. Thus, the theory is useless at this point. Of course, this does not mean that the attack will not work for some δ > 0.



3.2.1



The X-Shift Lattice



Let us consider the Boneh-Durfee lattice when t = 0. We will call this lattice the x-shift lattice, as the basis is made up of x-shifts only. There are two interesting characteristics about this lattice. The first is that using the Boneh-Durfee approach (²2 ≈ ²r ≈ ²w ≈ 0) to find a bound on δ yields exactly the same bounds as Wiener’s attack. The results are shown in Table 3.2. The results for Wiener’s 4



The difference in δ for random primes was found to be less than 10−3 .
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α Figure 3.2: Boneh-Durfee Attack I. Upper bound on δ for 2-,3-, and 4-prime RSA with N ∼ 2000 bits.



attack extended to 3- and 4-prime RSA are from Low [21]. The x-shift results for 2-prime RSA was first reported by Boneh and Durfee [4]. Even though these



δmax



2-prime 3-prime 4-prime 1/4 1/6 1/8



Table 3.2: Upper bound on δ for 2-, 3-, and 4-prime RSA using the Boneh-Durfee method with the x-shift lattice.



bounds on δ are not correct, it is rather surprising that they match Wiener’s bound. The second interesting characteristic of the x-shift lattice was observed by Bl¨omer and May [2]. It was found that the two short vectors found by the lattice reduction algorithm were algebraically dependent in all experiments carried out. This is quite interesting as it is the first example where Coppersmith’s bivariate modular polynomial method [10] fails.
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3.2.2
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Extending The Boneh-Durfee Lattice



By construction, the matrix that represents the basis for the Boneh-Durfee lattice is triangular. Thus, the volume of the lattice is simply the product of the diagonal elements. Boneh and Durfee noticed that some of these diagonal elements contributed more to the volume than others, and suggested to remove some of them. Simply removing a coefficient vector from BBD (m, t) will result in a lattice that does not have full rank, and so the volume determination will be complicated. Boneh and Durfee [4] introduce geometrically progressive matrices at this point and prove some results on bounds of the volume of geometrically progressive matrices with some rows removed. This is all relevant, as they also show that the submatrix corresponding to the intersection of the Y -block with Y (l) column blocks is geometrically progressive. They then proceed to construct a basis by first constructing BBD (m, 2 topt ) and then removing all coefficient vectors from the Y -block whose diagonal element exceeds em . They are then able to show that this method will succeed provided δ < 0.292. Unfortunately, their computation of the bound on δ once again uses the approximation ²w ≈ 0, and so we must conclude that it is incorrect. In fact, if we look at the sample data that Boneh and Durfee provide [4], reproduced in the first four columns of Table 3.3, we see that the parameters used do not satisfy the volume inequality. Specifically, the value of δ used is larger than is allowed for the particular lattice parameters used (t, m and N ). The fifth column of Table 3.3 shows the maximum theoretical value of δ so that the volume inequality is satisfied with α = 1 and the given parameters (t, m, N ), while the last column shows the maximum α allowed to satisfy the volume inequality with the given parameters (t, m, N, δ).



3.3



The Bl¨ omer-May Lattice



The Bl¨omer and May attack on small private exponent RSA is essentially the same as the Boneh and Durfee attacks. The main difference is the choice of lattice to use. Much like Boneh and Durfee’s third attack, Bl¨omer and May begin with the Boneh-Durfee lattice, LBD (m, t), and remove certain rows from the basis. Once all the desired rows have been removed, they then remove certain columns, so that the
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δ m 0.280 7 0.275 7 0.265 5 0.255 3



t 3 3 2 1



δ(N, t, m) 0.214 0.214 0.177 0.049



αmax 0.695 0.705 0.616 < 0.5



Table 3.3: Sample results from Boneh and Durfee’s third attack on 2-prime RSA [5]. The first four columns show the sample data from Boneh and Durfee [5]. The fifth column shows the maximum δ allowed with α = 1 and (t, m, N ) as given. The last column shows the maximum α allowed with given (t, m, N, δ).



new basis forms a full rank lattice. It is in this new lattice (with smaller dimension) that they look for two short vectors. From these two short vectors, they compute two other related short vectors whose associated polynomials both evaluate to zero modulo em at the point (x, y) = (−k, s). If the polynomials associated with these last two vectors also satisfy Theorem 3.1 we can then solve for k and s, over the integers, just as in the Boneh and Durfee attacks. The Bl¨omer-May lattice/basis is formed in the following way: 1. Choose lattice parameters m and t and build the Boneh-Durfee lattice basis BBD (m, t). 2. In the Yt block of the basis BBD (m, t) remove every vector except for the last vector Yt , m , in the Yt−1 block remove every vector except for the last two vectors Yt−1 , m−1 and Yt−1 , m , and so on. Finally, in the Y1 block remove every vector except for the last t vectors Y1 , m−t+1 , . . . , Y1 , m . 3. Remove every vector in the X-block except for the vectors in the t + 1 blocks Xm−t , Xm−t+1 , . . . , Xm . 4. Delete columns in such a way that the resulting basis is again triangular. That is, remove all column blocks X (0) , X (1) , . . . , X (m−t−1) . Furthermore, in the column block Y (l) , l = 1, . . . , t , remove the columns labeled with xi y i+l for 0 ≤ i < m − t + 1.
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We will call this new basis the Bl¨omer-May basis and denote it by BBM (m, t), or simply B. The lattice that is spanned by this basis will be called the Bl¨omer-May ¯ be the non-triangular lattice, denoted by LBM (m, t), or simply L. Further, let B ¯ To basis formed after step 3, and LB¯ be the lattice spanned by the rows of B. illustrate the Bl¨omer-May lattice construction, we present LBM (m = 2, t = 1) as an example in Figure 3.3. We have chosen the parameters m = 2 and t = 1 so that comparison with the Boneh-Durfee lattice is simple (see Figure 3.1). Notice that BBM (2, 1) X1,0 := xe2 X0,1 := f e X2,0 := x2 e2 X1,1 := xf e X0,2 := f 2 Y1,2 := yf 2



x 2 eX eAX −eX −2AX



xy



x2



x2 y



x2 y 2



x2 y 3



eX 2 Y 2AX 2 Y A2 X 2 Y



X 2Y 2 2AX 2 Y 2



X 2Y 3



eXY



−2XY −2AXY



e2 X 2 eAX 2 A2 X 2



Figure 3.3: The basis BBM (2, 1). The matrix that represents the basis lies under and to the right of the double lines.



the bases L and LB¯ satisfy the following facts: (i) The lattice dimension of L is given by w = (m + 1)(t + 1). (ii) The lattice L has full rank. Since the basis B is triangular it is simple to compute the volume of L, thus we can easily find bounds on the first small vectors obtained by using the LLL lattice reduction algorithm on L. (iii) The lattice LB¯ is not full rank, and so the volume determination of LB¯ is not simple. It is not straight forward how to find bounds on the small vectors obtained by applying the LLL lattice reduction algorithm on LB¯ . (iv) Polynomials associated with vectors in L do not evaluate to zero modulo em at the point (x, y) = (−k, s). (v) Polynomials associated with vectors in LB¯ evaluate to zero modulo em at the point (x, y) = (−k, s).
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Bl¨omer and May [2] show that small norm vectors in L can be associated with P small norm vectors in LB¯ . For any vector u = b∈B cb b in the L, we will compute P the vector u¯ = b∈B¯ cb b in LB¯ , which will be called the reconstruction vector of u. Through the following theorem, which is essentially Corollary 4 in [2], Bl¨omer and May show that if a vector in L has a small norm then its reconstructed vector also has a small norm. P m−²w Theorem 3.2 (Bl¨ omer and May [2]) Let u = b∈B cb b with ||u|| < e P u|| < be a vector in L. Then the reconstructed vector u¯ = ¯ cb b satisfies ||¯ b∈B em−²w + O(em−²w /XY ). In their paper, Bl¨omer and May [2] prove this result for vectors with norm ||u|| < e m . The proof for Theorem 3.2 follows in exactly the same manner with em replaced by em−²w . So, in order to find two small norm polynomials that evaluate to zero modulo em at the point (x, y) = (−k, s), Bl¨omer and May simply use the two polynomials associated with the reconstructed vectors of the two small vectors obtained by applying the LLL lattice reduction algorithm to L. We now focus on the conditions necessary to apply Theorem 3.1 (following in the same manner as in the Boneh-Durfee attack). We begin by computing the volume of L. Since the lattice is full rank, the volume is simply the absolute value of the determinant of the matrix that represents the basis. Thus, the volume is given by vol(LBM (m, t)) = eCe X CX Y CY , where 1 1 (t + 1)m + (t + 1)m2 , 2 2 1 1 = t (t − 1) (1 + t) − (1 + t) (t − 2) m + (1 + t) m2 , 6 2 1 1 1 = t (t + 2) (1 + t) + (t + 1)m + (t + 1)m2 . 6 2 2



Ce = CX CY



(3.24)
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It is convenient to define C by vol(LBM (m, t)) = eC = eCe X CX Y CY . Following in the same manner as the Boneh-Durfee lattice, in order to satisfy Theorem 3.1, we need to find parameters (m, t) that satisfy vol(LBM (m, t)) = eC < em(w−1)−²w , or, equivalently, C < (m(w − 1) − ²w ).



(3.25)



Bl¨omer and May also make the assumption that ²w ≈ 0 in their determination of the bound δ < 0.290. As in the Boneh-Durfee case, this bound is incorrect. If we expand and rearrange (3.25) we see that δ must satisfy ³



δ < − − 3 ln (e) m t + 3 ln (e) m t2 + 2 ln (e) ar t + 3 ln (e) ar m2 −α ln (e) t − 6 ln (e) m2 t + 3 m2 α ln (e) + 3 ln (2) α m2



−3 α ln (e) m t2 + ln (e) ²2 α t3 + 6 ln (e) ²2 α m2 − ln (e) ²2 α t



+6 ln (e) ²2 α m + 3 ln (e) ar m t + 3 ln (e) ar m2 t + ln (e) ²r α t3 +3 ln (e) ²r α t2 + 3 ln (e) ²r α m2 + 2 ln (e) ²r α t + 3 ln (e) ²r α m + ln (e) t − ln (e) t3 − 6 ln (e) m − 6 ln (e) m2



+3 m2 α ln (e) t − 3 ln (e) ²2 α m t2 + 3 ln (e) ²2 α m t + 6 ln (e) ²2 α m2 t



+3 ln (e) ²r α m t + 3 ln (e) ²r α m2 t + 3 ln (2) α t2



+3 ln ((m + 1) (1 + t)) α m + 3 ln ((m + 1) (1 + t)) α t + 6 ln (2) α m t 2 +3 ln ((m + 1) (1 + t)) α m t + 6 ln (2) α m t + 3 ln (2) α m2 t2 +6 ln (2) α m2 t + 3 ln (e) ar t2 + α ln (e) t3 ´ +3 ln (e) ar m + ln (e) ar t3 + 9 m α ln (e) ³ ¡ ¢´ / ln (e) −t + t3 − 3 m t2 + 6 m + 3 m t + 6 m2 + 6 m2 t .



(3.26)



If we let H(t, m) denote the right hand side of the inequality in (3.26), then holding all parameters except m constant we have lim H(t, m) = −



m→∞



(α − 2 + ²r α + 2²2 α + ar ) ln (e) + ln (2) α α ln (2) t− . (3.27) 2 ln (e) 2 ln (e)
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If we let t ∈ Θ(m) as in the Boneh-Durfee attacks5 , we see that lim H(t, m) = −∞.



(3.28)



m→∞ t∈Θ(m)



Thus, the bound found by Bl¨omer and May is incorrect. Also notice that if we hold all parameters constant except t we obtain lim H(t, m) = 1 − α − ²r α − ²2 α − ar .



(3.29)



t→∞



Since ar > 1/2 for all r ≥ 2 and α > 1/2 for small private exponent, we have that lim H(t, m) < 0.



(3.30)



t→∞



Thus, for extremely large m and t we have that H(t, m) < 0 and so inequality (3.26) does not hold for any positive δ. We present some bounds on δ for α = 1 for 2-, 3-, and 4-prime RSA in Table 3.4. These were determined in the same manner as for the first Boneh-Durfee attack. The bounds obtained by Wiener’s attack are once again presented for comparison, with the results for 3- and 4-prime by Low [21]. We also present the sample results α=1 N 1000 bits 2000 bits 4000 bits 6000 bits 8000 bits 10000 bits Wiener†



δmax 0.271 0.277 0.281 0.283 0.284 0.285 0.250



2-prime t m 14 30 19 39 26 51 31 60 36 69 39 74



w 465 800 1404 1952 2590 3000



δmax 0.167 0.172 0.175 0.177 0.177 0.178 0.167



3-prime t m w 10 43 484 14 54 825 19 68 1380 23 80 1944 26 89 2430 28 95 2784



δmax 0.120 0.125 0.128 0.129 0.129 0.130 0.125



4-prime t m 8 62 11 68 16 86 19 98 21 106 23 115



w 567 828 1479 1980 2354 2784



Table 3.4: Upper bounds for δ with α = 1 using the Bl¨omer-May lattice. († ) 3- and 4-prime extensions of Wiener’s result from Low [21]. 5



Recall that topt = m(1 − 2δ)/2 ∈ Θ(m) in Boneh and Durfee’s first attack.
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from Bl¨omer and May [2] for 2-prime RSA in the first five columns of Table 3.5. The last column shows H(t, m) for the values of t and m used by Bl¨omer and May. Notice that while in some cases the value of δ was smaller than the theoretical bound (Table 3.4), in all cases the choice of t and m used leads to δ > H(t, m), which violates (3.26). Thus, the theory does not hold here.



N (bits) 1000 1000 1000 1000 2000 6000 6000



δ 0.278 0.2765 0.274 0.270 0.265 0.269 0.265



t m 11 5 10 4 8 3 6 2 4 2 5 2 4 2



w 72 55 36 21 15 33 15



H(t, m) .259 .253 .239 .213 .183 .204 .183



Table 3.5: Experimental data from Bl¨omer and May [2], for 2-prime RSA.



Like in the Boneh-Durfee attacks, the theoretical bound for δ in the Bl¨omer-May attack varies, roughly, inversely to α. And, the value of δmax for a particular value of α decreases with increasing r. To illustrate this, we show the theoretical bounds on δ for 2-,3- and 4-prime RSA with N ∼ 2000 bits in Figure 3.4. Notice that, for example with m = 2, as α ' 1.9 the attack becomes (theoretically) useless since δ must be negative so that inequality (3.26) is satisfied. That is, if e ' N 1.9 then no matter how small d is, we have no guarantee that the attack will work. This does not mean that the attack will not work, just that we cannot guarantee that it will. The 2000-bit modulus case demonstrates the general behavior of δmax with respect to α for all the cases considered (N ∼ 1000, 2000, 4000, 6000, 8000, and 10000). The full set of results for all cases can be found in Appendix A.2.
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3.4



Defeating The Attack



In the original small private exponent attack by Wiener [30], it was shown that if e > N 3/2 then no matter how small d was, the attack failed. Thus, by simply choosing α > 3/2 when generating e, the attack can be defeated. Such limits on α also exist for Wiener’s attack extended to 3- and 4-prime RSA, as shown by Low [21] (α > 4/3, 5/4 for 3-,4-prime RSA, respectively). A natural question then, is whether there exists a similar criterion to defeat the attacks presented in this chapter. For example, Boneh and Durfee [5] make the claim that when α > 1.875 their second attack is rendered useless. Unfortunately, the conditions on δ derived in this chapter (as in [5]) are only sufficient for the attack to work. There do exist values of α such that the theory of the attack states that δ < 0 for the attack to be guaranteed to work. But, as this is only a sufficient condition, it says nothing about the success of the attack if δ > 0. Thus, unlike the continued fraction method of Wiener, there is no corresponding bound for α that renders these attacks useless.



3.5. BUT DOES IT WORK FOR LARGE D?



3.5
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But Does It Work For Large d?



Let us introduce the universal exponent modulo n, denoted by λ(n). The universal exponent modulo n has the property that it is the smallest positive integer, s, that satisfies as ≡ 1 (mod n) for all a ∈ Z∗n . We now list some properties of λ(N ) for N an r-prime RSA modulus6 : λ(N1 = p1 p2 ) = lcm(p1 − 1, p2 − 1)



λ(N3 = p1 p2 p3 ) = lcm(p1 − 1, p2 − 1, p3 − 1)



λ(N4 = p1 p2 p3 p4 ) = lcm(p1 − 1, p2 − 1, p3 − 1, p4 − 1), where lcm(a1 , . . . , am ) denotes the least common multiple of a1 , . . . , am . It follows then that λ(N ) divides φ(N ), and so ˆ φ(N ) = kλ(N ), ˆ Notice that we can then write the public/private key for some positive integer k. equation ed − kφ(N ) = 1, as ˆ ed − k kλ(N ) = 1, where k and kˆ are positive integers. Thus, ed ≡ 1



(mod λ(N )).



Recall that d = e−1 mod φ(N ), so we know that 1 < d < φ(N ). 6



For a complete characterization of λ(n), see [25].



72



CHAPTER 3. LOW PRIVATE KEY ATTACK



If we define dˆ by dˆ = d mod λ(N ), we see that dˆ can also be used to decrypt messages. To see this, let dˆ = d + qλ(N ). Given a ciphertext c = xe mod N , we can recover the plaintext by simply using dˆ instead of d; ˆ



cd = cd+qλ(N ) ≡ (xe )d+qλ(N )



(mod N )



≡ xed · (xλ(N ) )q



≡ x1 · 1q



≡ x



(mod N )



(mod N )



(mod N ).



Of course, if d < λ(N ) then dˆ = d and we have nothing new. But, if d > λ(N ) then dˆ 6= d and we have another decryption exponent that we may be able to exploit (d = λ(N ) gives dˆ = 0 which is also useless). Let us consider the case when the public and private exponents are both large (e ∼ d ∼ N ) and satisfy e < λ(N ) < d < φ(N ). Let us consider the analog to the public/private key equation using λ(N ) rather than φ(N ); edˆ − qλ(N ) = 1,



(3.31)



ˆ If we reduce for some positive integer q. Since e < λ(N ) we must have that q < d. (3.31) modulo e we obtain −qλ(N ) ≡ 1 (mod e), or −q(N − (N − λ(N )) ≡ 1



(mod e).



Letting A = N , sˆ = N − λ(N ), and kˆ = −q we have ˆ − sˆ) ≡ 1 k(A



(mod e).



(3.32)
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Notice that (3.32) is essentially the same as (3.2). Since dˆ = d mod λ(N ) and d > λ(N ) it is possible that dˆ is small, which would make kˆ small also. Now, provided that sˆ is close enough to N , (3.32) is another instance of the small inverse problem, so we can simply apply one of the small private exponent attacks of ˆ This would allow us Boneh-Durfee or Bl¨omer-May to try and extract λ(N ), and k. to compute dˆ = e−1 mod λ(N ) which would then let us decrypt any ciphertext.



3.6



Summary



As has been shown above, the private key attacks by Boneh and Durfee [5] and Bl¨omer and May [2] easily extend to 3- and 4-prime RSA. The theory of the attacks, however, only provide a sufficient condition on the size of the private exponent so that the attacks are guaranteed to work. Care must be taken if one desires to choose smaller than normal private exponents. Indeed, experimental evidence shows that the attack works for d > N δmax in some instances [5, 2]. As the results for δmax show, the attacks become weaker as more primes are used in the RSA modulus. Also, the attacks become stronger as the public exponent becomes smaller.



Chapter 4 Conclusion We conclude this work by summarizing the two small exponent attacks on Multiprime RSA presented above.



4.1



Low Public Exponent Partial Key Attack



Summary of the Attack The low public exponent partial key attack on RSA, by Boneh, Durfee and Frankel [7], shows the dangers of using a small public exponent when the private key is somewhat vulnerable. For example, a side channel attack may allow an adversary to obtain the desired n/4 bits of d needed to implement this attack. In order to defend against the attack, one can choose primes that have many common least significant bits, as the runtime of the attack is exponential in the number of common least significant bits of the primes. Notice that simply choosing random primes will result in a very low number of common least significant bits with high probability. Thus, the primes must be chosen carefully. When extending the attack to Multi-prime RSA, it was found that, for 3- and 4-prime RSA, the attack is infeasible. While not proven, the experimental evidence suggests that the runtime of the attack is exponential in the size of the RSA modulus. Further, the number of common least significant bits of the primes in the RSA 75
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modulus does not affect the runtime like in the RSA case. The number of common bits does affect the runtime, but not in any way that results in a runtime that is faster than exponential. Thus, Multi-prime RSA with three or four primes appears to be inherently resistant to this attack. Further Work That the small public exponent partial key attack is infeasible for 3- and 4-prime RSA is based on experimental evidence. One possibility to prove that this is the case, is to rigorously investigate the number of solutions to k F¯ (x, y) ≡ 0 (mod 2ν ) ¯ y, z) ≡ 0 (mod 2ν ). and k G(x, Also, while the number of common least significant bits of the primes in the modulus does not seem to have a direct bearing on the cost of the attack, there is an interesting relationship between the number of common bits and the frequency of the number of solutions of k F¯ (x, y) ≡ 0 (mod 2ν ). It would be interesting, from a purely mathematical standpoint, to deduce this relationship.



4.2



Low Private Key Attack



Summary of the Attack The low private exponent attacks of Boneh and Durfee [5], and Bl¨omer and May [2] easily extend to Multi-prime RSA. While we only considered 3- and 4- prime RSA, extending it to any r-prime RSA for fixed r is quite simple. The results of this attack show the dangers of choosing a private exponent too small. In fact, the results are somewhat misleading as well. This is because the main result of the attack is a sufficient condition on the size of the private exponent so that the attack works (up to having two algebraically independent polynomials). For any instance of Multiprime RSA, one can easily compute the bound on the private exponent so that the attack succeeds. But, by simply choosing a private exponent slightly larger, we have no guarantee that the attack will fail. Thus, when deciding to use a small private exponent, there is no criterion to avoid this attack. One can only hope that
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the private exponent was chosen large enough so that the attack fails. Further Work The focus of this work was on Multi-prime RSA with balanced primes in the modulus. Attacks on low private exponent RSA with unbalanced primes are discussed by Boneh and Durfee [5], and Durfee and Nguyen [14]. It is not clear, however, if these attacks can be extended to Multi-prime RSA. This is one direction of future work.



Appendix A Experimental Data A.1



Low Public Exponent Partial Key Attack



This section contains experimental data that corresponds to Section 2.2.2. It deals with the frequency of the number of solutions of k F¯ (x, y) ≡ 0 mod 2ν



(A.1)



with respect to the number of common least significant bits of the primes p1 , p2 and p3 , where F¯ (x, y) = x2 y 2 − x2 y − xy 2 + (φ(N ) − N + 1)xy + N x + N y − N, N = p1 p2 p3 , φ(N ) is Euler’s φ-function, and ν is some positive integer. The integer k is the constant that appears in the public/private key equation. That is, k = (ed − 1)/φ(N ). The data was collected for two choices of the public exponent: e = 3 and e = 216 + 1. For e = 3 we looked at the solutions of (A.1) for ν = 2, . . . , 10, while for e = 216 + 1 we looked at solutions of (A.1) for ν = 2, . . . , 9. All the prime numbers used were 50 bits long. Since we are interested in the distribution of solutions with respect to number of common least significant bits of p1 , p2 and p3 , 79
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we generated prime numbers (p1 , p2 , p3 ) with exactly cbits common least significant bits for cbits = 1, . . . , 10. For each combination of e and cbits we generated 100 triples of primes with exactly cbits common least significant bits and computed the number of solutions to (A.1) for each value of ν. Table A.1 shows the results for e = 3, while Tables A.2 and A.3 show the results for e = 216 + 1. All computations were carried out using Maple7 [22].



A.2



Low Private Exponent Attack



This section contains experimental data corresponding to Sections 3.2 and 3.3. The data consists of upper bounds on the private exponent, d < N δ , such that the Boneh-Durfee and Bl¨omer-May attacks are guaranteed to produce two small bivariate modular polynomials such that all their small solutions are solutions over the integers. We present upper bounds on δ (which in turn give upper bounds on d), denoted by δmax , for various Multi-prime RSA moduli and public exponents. The public exponent, e = N α , will be characterized by α. Tables A.4,A.5 and A.6 show all data for the Boneh-Durfee attack I, while tables A.7,A.8 and A.9 show all data for the Bl¨omer-May attack. Some of the lattice parameters needed to achieve the bound δmax are given in the tables: t, m and w. The parameters t and m define the dimension of the lattice, given by w. The dimension of the Boneh-Durfee lattice is given by w(BD) = (m + 1)(m + 1)/2 + t (m + 1), while the dimension of the Bl¨omer-May lattice is given by w(BM ) = (m + 1)(t + 1). Again, all computations were carried out using Maple7 [22].
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2ν 22 23 24 25



26



27



28



29



210



# sols 4 16 64 64 192 256 256 384 640 768 256 768 1792 2304 1024 1536 2560 3072 4608 5632 6144 1024 3072 6144 7168 9216 13312 15360 4096 6144 10240 12288 18432 24576 34816 36864 43008



1 100 100 100 0 58 42 0 25 17 58 0 52 8 40 0 54 1 11 3 2 29 0 56 11 0 12 1 20 0 56 0 11 14 6 0 12 1



2 100 100 100 55 0 45 55 0 45 0 0 55 45 0 0 55 0 0 22 23 0 0 55 0 0 11 12 22 0 55 0 0 19 0 7 0 19



3 100 100 100 50 0 50 50 0 50 0 50 0 50 0 50 0 26 0 0 24 0 0 50 0 26 0 24 0 0 50 0 0 26 0 24 0 0



# 4 100 100 100 64 0 36 64 0 36 0 64 0 36 0 64 0 22 0 0 14 0 64 0 0 22 0 14 0 64 0 22 0 0 0 14 0 0



common bits 5 6 7 100 100 100 100 100 100 100 100 100 55 53 42 0 0 0 45 47 58 55 53 42 0 0 0 45 47 58 0 0 0 55 53 42 0 0 0 45 47 58 0 0 0 55 53 42 0 0 0 29 27 29 0 0 0 0 0 0 16 20 29 0 0 0 55 53 42 0 0 0 0 0 0 29 27 29 0 0 0 16 20 29 0 0 0 55 53 42 0 0 0 29 27 29 0 0 0 0 0 0 0 0 0 16 20 29 0 0 0 0 0 0



8 100 100 100 46 0 54 46 0 54 0 46 0 54 0 46 0 22 0 0 32 0 46 0 0 22 0 32 0 46 0 22 0 0 0 32 0 0



9 100 100 100 54 0 46 54 0 46 0 54 0 46 0 54 0 16 0 0 30 0 54 0 0 16 0 30 0 54 0 16 0 0 0 30 0 0



10 100 100 100 52 0 48 52 0 48 0 52 0 48 0 52 0 20 0 0 28 0 52 0 0 20 0 28 0 52 0 20 0 0 0 28 0 0



Table A.1: Frequency of the number of solutions of k F¯ (x, y) ≡ 0 mod 2ν with respect to ν and the number of common least significant bits of the primes in the 3-prime modulus for public exponent e = 3. For each number of common bits, 100 3-prime RSA moduli were used.
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2ν 22 23 24



25



26



27



# sols 4 16 16 48 64 64 96 160 192 256 64 192 256 384 448 576 640 768 1024 256 384 640 768 1024 1152 1408 1536 1792 2304 2560 3072 4096



1 100 100 0 20 80 0 14 9 32 45 5 22 0 9 4 17 5 25 18 4 23 1 22 0 1 1 13 2 10 4 18 5



2 100 100 23 0 77 31 0 22 0 47 8 23 17 0 22 0 8 0 30 13 23 0 8 11 9 13 0 8 0 13 0 15



3 100 100 21 0 79 29 0 30 0 41 29 0 13 0 30 0 8 0 28 36 0 16 0 8 0 14 0 8 0 7 0 18



# 4 100 100 21 0 79 26 0 31 0 43 40 0 10 0 31 0 19 0 19 33 0 13 0 9 0 18 0 19 0 7 0 8



common bits 5 6 7 100 100 100 100 100 100 25 22 25 0 0 0 75 78 75 37 36 35 0 0 0 25 30 22 0 0 0 38 34 43 41 31 39 0 0 0 15 16 14 0 0 0 25 30 22 0 0 0 16 9 14 0 0 0 19 23 25 42 40 46 0 0 0 13 14 12 0 0 0 7 4 6 0 0 0 12 16 10 0 0 0 16 9 14 0 0 0 5 4 11 0 0 0 10 17 12



8 100 100 24 0 76 38 0 24 0 38 39 0 21 0 24 0 15 0 16 41 0 11 0 8 0 13 0 15 0 3 0 12



9 100 100 29 0 71 35 0 32 0 33 41 0 13 0 32 0 12 0 14 39 0 16 0 11 0 16 0 12 0 4 0 6



10 100 100 31 0 69 50 0 22 0 28 40 0 25 0 22 0 9 0 13 58 0 10 0 8 0 12 0 9 0 8 0 3



Table A.2: Frequency of the number of solutions of k F¯ (x, y) ≡ 0 mod 2ν with respect to ν and the number of common least significant bits of the primes in the 3-prime modulus for public exponent e = 216 + 1. For each number of common bits, 100 3-prime RSA moduli were used.
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2ν



28



29



# sols 256 768 1024 1536 1792 2304 2560 3072 3328 3840 4096 4608 5632 6144 7168 9216 10240 12288 16384 1024 1536 2560 3072 4096 4608 6144 7168 8704 9216 10240 10752 12288 13312 15360 16384 18432 22528 24576 28672 36864 40960 49152 65536



1 1 24 0 22 0 4 1 13 0 7 0 0 1 11 0 9 0 6 2 0 28 0 22 0 4 17 1 0 7 0 1 3 1 4 0 0 0 8 0 5 0 3 0



2 0 23 6 8 0 4 0 9 9 9 2 4 4 0 13 0 6 0 9 0 27 0 8 0 11 9 0 6 3 0 5 2 1 4 4 5 8 0 6 0 0 0 5



3 1 21 17 0 16 0 1 0 14 0 5 0 7 0 7 0 4 0 12 5 21 0 8 12 16 0 1 14 0 5 0 0 7 0 4 0 2 0 4 0 4 0 6



# 4 30 0 12 0 13 0 9 0 18 0 5 0 10 0 7 0 2 0 5 28 0 13 0 11 0 0 9 18 0 2 0 0 10 0 1 0 5 0 2 0 2 0 3



common bits 5 6 7 31 26 32 0 0 0 19 21 16 0 0 0 13 14 12 0 0 0 6 4 7 0 0 0 12 16 10 0 0 0 5 7 4 0 0 0 10 5 7 0 0 0 5 4 11 0 0 0 4 5 2 0 0 0 5 7 8 40 37 42 0 0 0 13 14 12 0 0 0 11 7 10 0 0 0 0 0 0 6 4 7 12 16 10 0 0 0 3 1 7 0 0 0 0 0 0 10 5 7 0 0 0 1 6 2 0 0 0 2 3 4 0 0 0 4 5 2 0 0 0 4 3 4 0 0 0 1 3 4



8 29 0 24 0 11 0 5 0 13 0 4 0 10 0 3 0 3 0 6 39 0 11 0 9 0 0 5 13 0 1 0 0 10 0 5 0 2 0 3 0 1 0 3



9 39 0 14 0 16 0 10 0 16 0 7 0 2 0 4 0 1 0 2 37 0 16 0 12 0 0 10 16 0 2 0 0 2 0 3 0 2 0 1 0 1 0 1



10 36 0 26 0 10 0 5 0 12 0 2 0 4 0 8 0 1 0 2 53 0 10 0 8 0 0 5 12 0 3 0 0 4 0 1 0 5 0 1 0 0 0 1



Table A.3: Frequency of the number of solutions of k F¯ (x, y) ≡ 0 mod 2ν with respect to ν and the number of common least significant bits of the primes in the 3-prime modulus for public exponent e = 216 + 1 continued.



84



APPENDIX A. EXPERIMENTAL DATA



α .6 .7 .8 .9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9



N ∼ 1000 bits δmax t m w 0.435 0 20 21 0.387 1 21 44 0.342 2 21 66 0.299 3 22 92 0.257 4 23 120 0.218 5 23 144 0.180 6 24 175 0.143 7 25 208 0.108 8 25 234 0.074 9 26 270 0.041 10 26 297 0.008 11 27 336 -0.023 12 27 364 -0.054 13 27 392



N ∼ 2000 bits δmax t m w 0.441 1 27 56 0.394 2 28 87 0.349 3 28 116 0.307 5 32 198 0.267 6 31 224 0.228 8 34 315 0.191 9 34 350 0.155 10 34 385 0.120 12 36 481 0.087 13 36 518 0.054 14 35 540 0.022 15 35 576 -0.009 17 37 684 -0.039 18 37 722



N ∼ 4000 bits δmax t m w 0.445 1 34 70 0.398 3 38 156 0.354 5 41 252 0.313 7 43 352 0.273 9 45 460 0.234 10 43 484 0.198 12 44 585 0.162 14 46 705 0.128 16 47 816 0.095 18 48 931 0.063 20 50 1071 0.031 21 49 1100 0.001 23 50 1224 -0.029 25 51 1352



α .6 .7 .8 .9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9



N ∼ 6000 bits δmax t m w 0.447 1 38 78 0.400 3 41 168 0.356 6 48 343 0.315 8 49 450 0.275 10 50 561 0.237 13 54 770 0.201 15 55 896 0.165 17 55 1008 0.131 19 56 1140 0.098 21 56 1254 0.066 24 59 1500 0.035 26 60 1647 0.005 28 60 1769 -0.024 30 61 1922



N ∼ 8000 bits N ∼ 10000 bits δmax t m w δmax t m w 0.447 2 47 144 0.448 2 50 153 0.401 4 49 250 0.402 4 51 260 0.358 6 50 357 0.358 7 56 456 0.316 9 55 560 0.317 10 60 671 0.277 12 59 780 0.278 13 63 896 0.239 14 58 885 0.240 16 66 1139 0.202 17 61 1116 0.203 19 68 1380 0.167 20 64 1365 0.168 22 70 1633 0.133 22 64 1495 0.135 25 72 1898 0.100 25 66 1742 0.102 28 74 2175 0.069 27 66 1876 0.070 30 73 2294 0.038 29 66 2010 0.039 33 75 2584 0.007 32 68 2277 0.009 36 77 2886 -0.022 34 69 2450 -0.020 38 76 3003



Table A.4: Upper bounds on δ for 2-prime RSA with varying α in the Boneh-Durfee attack I.
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α .6 .7 .8 .9 1.0 1.1 1.2 1.3 1.4 1.5



N ∼ 1000 bits N ∼ 2000 bits δmax t m w δmax t m w 0.351 0 20 21 0.357 0 25 26 0.301 0 21 22 0.307 0 27 28 0.250 0 22 23 0.257 1 30 62 0.202 1 23 48 0.210 2 31 96 0.156 2 24 75 0.165 3 32 132 0.112 3 26 108 0.121 4 33 170 0.069 4 27 140 0.079 5 33 204 0.028 5 28 174 0.039 7 37 304 -0.012 6 29 210 0.000 8 37 342 -0.050 6 26 189 -0.038 9 37 380



N ∼ 4000 bits δmax t m w 0.361 0 32 33 0.311 0 34 35 0.262 1 36 74 0.215 3 42 172 0.170 4 41 210 0.127 6 45 322 0.085 8 49 450 0.045 9 47 480 0.007 11 50 612 -0.031 12 49 650



α .6 .7 .8 .9 1.0 1.1 1.2 1.3 1.4 1.5



N ∼ 6000 bits N ∼ 8000 bits N ∼ 10000 bits δmax t m w δmax t m w δmax t m w 0.363 0 37 38 0.363 0 41 42 0.364 0 44 45 0.312 0 39 40 0.313 0 43 44 0.314 0 47 48 0.263 2 47 144 0.264 2 51 156 0.265 2 53 162 0.217 3 45 184 0.218 4 55 280 0.218 4 57 290 0.172 5 49 300 0.173 6 57 406 0.174 7 65 528 0.129 7 52 424 0.131 8 59 540 0.131 9 66 670 0.088 9 55 560 0.090 10 61 682 0.090 12 71 936 0.048 11 57 696 0.050 13 66 938 0.051 14 71 1080 0.010 13 59 840 0.012 15 67 1088 0.013 17 75 1368 -0.028 15 60 976 -0.026 17 68 1242 -0.024 19 75 1520



Table A.5: Upper bounds on δ for 3-prime RSA with varying α in the Boneh-Durfee attack I.
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α .6 .7 .8 .9 1.0 1.1 1.2 1.3



N ∼ 1000 bits N ∼ 2000 bits N ∼ 4000 bits δmax t m w δmax t m w δmax t m w 0.309 0 20 21 0.315 0 25 26 0.319 0 32 33 0.258 0 21 22 0.265 0 27 28 0.269 0 34 35 0.208 0 22 23 0.215 0 28 29 0.219 0 36 37 0.157 0 23 24 0.165 1 31 64 0.170 1 38 78 0.109 1 24 50 0.118 2 33 102 0.123 3 44 180 0.063 2 25 78 0.072 3 34 140 0.078 4 43 220 0.019 3 27 112 0.028 4 35 180 0.034 6 48 343 -0.025 4 28 145 -0.014 5 35 216 -0.008 7 47 384



α .6 .7 .8 .9 1.0 1.1 1.2 1.3



N ∼ 6000 bits N ∼ 8000 bits N ∼ 10000 bits δmax t m w δmax t m w δmax t m w 0.321 0 37 38 0.322 0 41 42 0.322 0 44 45 0.271 0 39 40 0.271 0 43 44 0.272 0 47 48 0.220 0 41 42 0.221 0 45 46 0.222 0 49 50 0.171 2 49 150 0.173 2 52 159 0.173 2 55 168 0.125 3 47 192 0.126 4 57 290 0.127 4 59 300 0.080 5 52 318 0.081 6 61 434 0.082 6 62 441 0.037 7 56 456 0.038 8 63 576 0.039 9 70 710 -0.005 9 59 600 -0.004 10 65 726 -0.002 11 71 864



Table A.6: Upper bounds on δ for 4-prime RSA with varying α in the Boneh-Durfee attack I.
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α 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0



N ∼ 1000 bits δmax t m w 0.448 0 ∞ ∞ 0.397 7 49 400 0.352 10 37 418 0.310 12 32 429 0.271 14 30 465 0.233 16 29 510 0.198 17 28 522 0.164 19 28 580 0.132 20 27 588 0.101 21 27 616 0.071 23 28 696 0.042 24 28 725 0.013 25 28 754 -0.014 26 28 783 -0.041 26 27 756



N ∼ 2000 bits N δmax t m w δmax 0.449 0 ∞ ∞ 0.449 0.400 11 57 696 0.403 0.357 14 46 705 0.360 0.316 17 42 774 0.319 0.277 19 39 800 0.281 0.241 21 37 836 0.246 0.206 23 36 888 0.212 0.173 25 36 962 0.179 0.142 27 36 1036 0.148 0.111 29 36 1110 0.118 0.082 31 37 1216 0.089 0.053 32 36 1221 0.061 0.026 33 36 1258 0.034 -0.001 35 37 1368 0.007 -0.028 36 37 1406 -0.019



∼ 4000 bits t m w 9 111 1120 15 69 1120 19 58 1180 23 54 1320 26 51 1404 30 51 1612 32 49 1650 35 49 1800 38 50 1989 39 48 1960 42 49 2150 43 48 2156 46 50 2397 48 50 2499 50 51 2652



α 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0



N ∼ 6000 bits δmax t m w 0.450 11 116 1404 0.404 17 76 1386 0.361 23 68 1656 0.321 27 62 1764 0.283 31 60 1952 0.248 35 59 2160 0.214 39 59 2400 0.182 41 57 2436 0.151 44 57 2610 0.121 48 59 2940 0.092 50 58 3009 0.064 53 59 3240 0.037 55 59 3360 0.011 58 61 3658 -0.015 60 61 3782



N ∼ 8000 bits N ∼ 10000 bits δmax t m w δmax t m w 0.450 13 125 1764 0.450 14 130 1965 0.404 20 86 1827 0.405 22 93 2162 0.362 26 76 2079 0.362 28 81 2378 0.322 31 71 2304 0.322 34 77 2730 0.284 36 69 2590 0.285 39 74 3000 0.249 40 67 2788 0.249 45 75 3496 0.215 44 66 3015 0.216 48 72 3577 0.183 47 65 3168 0.184 53 73 3996 0.152 51 66 3484 0.153 58 75 4484 0.123 55 67 3808 0.124 60 73 4514 0.094 57 66 3886 0.095 63 73 4736 0.066 61 68 4278 0.068 69 77 5460 0.039 64 69 4550 0.041 70 75 5396 0.013 66 69 4690 0.014 73 76 5698 -0.013 69 70 4970 -0.011 76 77 6006



Table A.7: Upper bounds on δ for 2-prime RSA with varying α in the Bl¨omer-May attack.



88



APPENDIX A. EXPERIMENTAL DATA



α 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5



N ∼ 1000 bits δmax t m w 0.364 0 ∞ ∞ 0.314 0 ∞ ∞ 0.264 0 ∞ ∞ 0.213 8 58 531 0.167 10 43 484 0.124 12 38 507 0.083 14 36 555 0.043 15 33 544 0.006 17 33 612 -0.031 19 33 680



N ∼ 2000 bits N δmax t m w δmax 0.365 0 ∞ ∞ 0.366 0.315 0 ∞ ∞ 0.316 0.265 0 ∞ ∞ 0.266 0.217 11 64 780 0.219 0.172 14 54 825 0.175 0.130 17 50 918 0.134 0.089 19 46 940 0.094 0.051 21 44 990 0.056 0.014 23 43 1056 0.019 -0.022 25 42 1118 -0.016



∼ 4000 bits t m w 0 ∞ ∞ 0 ∞ ∞ 11 117 1416 15 78 1264 19 68 1380 23 64 1560 26 60 1647 29 58 1770 31 56 1824 34 56 1995



α 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5



N ∼ 6000 bits δmax t m w 0.366 0 ∞ ∞ 0.316 0 ∞ ∞ 0.267 13 125 1764 0.220 18 90 1729 0.177 23 80 1944 0.135 27 74 2100 0.095 31 71 2304 0.058 34 68 2415 0.021 38 68 2691 -0.013 41 67 2856



N ∼ 8000 bits N ∼ 10000 bits δmax t m w δmax t m w 0.366 0 ∞ ∞ 0.366 0 ∞ ∞ 0.316 0 ∞ ∞ 0.316 0 ∞ ∞ 0.267 15 136 2192 0.267 16 142 2431 0.221 21 102 2266 0.221 23 110 2664 0.177 26 89 2430 0.178 28 95 2784 0.136 30 81 2542 0.136 34 91 3220 0.096 35 79 2880 0.097 39 88 3560 0.059 39 77 3120 0.060 44 86 3915 0.023 43 76 3388 0.024 47 83 4032 -0.012 47 76 3696 -0.011 52 84 4505



Table A.8: Upper bounds on δ for 3-prime RSA with varying α in the Bl¨omer-May attack.
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∼ 1000 bits t m w 0 ∞ ∞ 0 ∞ ∞ 0 ∞ ∞ 0 ∞ ∞ 8 62 567 10 47 528 12 41 546 14 39 600 15 36 592



α 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4



N δmax 0.322 0.272 0.222 0.171 0.120 0.074 0.031 0-.011 0-.051



α 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4



N ∼ 6000 bits δmax t m w 0.324 0 ∞ ∞ 0.274 0 ∞ ∞ 0.224 0 ∞ ∞ 0.175 14 131 1980 0.129 19 98 1980 0.085 23 85 2064 0.043 27 79 2240 0.002 31 76 2464 0-.036 34 73 2590



N δmax 0.323 0.273 0.223 0.172 0.125 0.080 0.037 0-.004 0-.043



∼ 2000 bits t m w 0 ∞ ∞ 0 ∞ ∞ 0 ∞ ∞ 7 123 992 11 68 828 14 57 870 17 53 972 19 49 1000 21 47 1056



N δmax 0.324 0.274 0.224 0.174 0.128 0.083 0.041 0.000 0-.038



∼ 4000 bits t m w 0 ∞ ∞ 0 ∞ ∞ 0 ∞ ∞ 11 117 1416 16 86 1479 19 72 1460 22 66 1541 26 65 1782 29 63 1920



N ∼ 8000 bits N ∼ 10000 bits δmax t m w δmax t m w 0.325 0 ∞ ∞ 0.325 0 ∞ ∞ 0.275 0 ∞ ∞ 0.275 0 ∞ ∞ 0.225 0 ∞ ∞ 0.225 0 ∞ ∞ 0.175 15 136 2192 0.176 17 148 2682 0.129 21 106 2354 0.130 23 115 2784 0.085 26 94 2565 0.086 29 104 3150 0.043 31 89 2880 0.044 34 97 3430 0.003 35 85 3096 0.004 39 94 3800 0-.035 39 82 3320 0-.035 43 90 4004



Table A.9: Upper bounds on δ for 4-prime RSA with varying α in the Bl¨omer-May attack.
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