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Abstract We consider the problem of proving space lower bounds on deterministic constructions for the membership problem in the bit probe model. The membership problem consists of answering queries of the form “Is x in S ?”. The time space tradeoffs for different models of storage are interesting to consider. An adaptive (m,n,s,t) scheme is a storage scheme which is used to store and represent any m-bit subset from the universe of size n using space s and t bit probes. We examine a deterministic (2, n, s, 2) adaptive storage scheme using space Ω(m4/7 ) and 2 bit probes. The scheme used can be modelled in graph theoretic terms and we would consider an analogous graph representation corresponding to the scheme. We find an improved lower bound for the scheme using combinatorial techniques. Szemeredi regularity lemma is one of the most important results in extremal graph theory. Its applications arise in various fields including graph theory, extremal and additive combinatorics and complexity theory. The lemma states that every graph can be well-approximated by the union of a constant number of random-like bipartite graphs. A random like graph is very convenient in proving existence of subgraphs in an arbitrary dense enough graph. We provide a probabilistic proof of the regularity lemma using random variables, expectation and variance. The proof is a lot more intuitive and concise and provides yet another transparent interpretation interpretation of the lemma.
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Introduction



1.1



General



Deterministic Adaptive Schemes for the membership problem and Lower Bounds In computer science, a succinct data structure for a given data type is a representation of the underlying combinatorial object that uses an amount of space“close” to the information theoretic lower bound together with efficient algorithms for search, insertion and deletion operations. The static membership problem says that given a subset S of up to k keys drawn from a universe of size n, store it so that queries of the form “Is x in S?” can be answered quickly. We study this problem in the bit-probe model where space is counted as the number of bits used to store the data structure and time as the number of bits of the data structure looked at in answering a query. An adaptive scheme for the problem is a scheme such that queries are to be answered by probing the table adaptively; that is, each probe can depend on the results of earlier probes and the query element x. A simple characteristic bit vector gives a solution to the problem using n bits of space in which membership queries can be answered using one bit probe. For sets of size at most 2,an adaptive deterministic explicit scheme for the membership problem in the bit probe model using Ω(n2/3 ) bits of space and 2 probes is presented in a paper by Radhakrishnan, Raman and Rao[2]. A tight lower bound for a “restrictive” scheme is also given proved in [2]. We present here a stronger lower bound for nonrestrictive deterministic adaptive schemes for the membership problem.



Szemeredi Regularity Lemma and extremal graph theory Vaguely, extremal graph theory studies the graphs which are extremal among graphs with a certain property. There are various meanings for the word extremal: with the largest number of edges, the largest minimum degree, the smallest diameter, etc. Another way of interpreting it is as a study of how the intrinsic structure of graphs ensures certain types of properties such as clique-formation and graph colorings under appropriate conditions. Szemeredi’s regularity lemma is an important result in graph theory that asserts that every graph can be decomposed into relatively few randomlike subgraphs. This random-like behavior enables one to find and enumerate subgraphs of a given isomorphism type, yielding the counting lemma for graphs. The combined application of these two lemmas is known as the regularity method for graphs and has proved useful in graph theory,
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combinatorial geometry, combinatorial number theory, and theoretical computer science. We introduce a proof of Szemeredi regularity lemma based on random variables, expectation and variance. An information theoretic version of the regularity lemma can be found in a paper by Tao [3]. The advantage of the proof using variance is that it is much easier to understand, concise and more transparent and allows us to understand the lemma from a probabilistic viewpoint. For a survey on the applications of the regularity lemma see [4].
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Objective of Study



The goals of the project undertaken was to understand the Szemeredi regularity lemma and its proof, look at its various applications in combinatorics and graph theory and if possible apply a flavour of this lemma or its modification to improve the results of Radhakrishnan, Raman and Rao[2] for the static membership problem in data structures. The Szemeredi Regularity Lemma has been a central tool for solving many graph theoretic problems. Some of the applications apart from the introduction can be are applications such as the proof of Erdos Stone theorem [5], the Ramsey number of a graph with bounded maximum degree [6] and the (6,3)theorem of Ruzsa and Szemeredi [7]. We did a comprehensive study of Szemeredi’s regularity lemma as presented by Diestel[5]. We observed that certain arguments can be presented more directly using terminology of random variables, expectation and variance and making use of its well known properties. Weak lower bounds were found using the regularity lemma but using combinatorial methods we were able to find stronger lower bounds. We were able to propose a probabilistic proof for the lemma which is more intuitive than the original proof. We studied some of the applications of the lemma as cited above. Space efficient data structures for the static membership problem are extremely important in retrieving information fast in large scale databases which scale in the petabyte range such as Google’s BigTable. Google uses nondeterministic space efficient data structures known as bloom filters to reduce disk lookups for nonexistent rows or columns. A Cache Digest is a summary of the contents of an Internet Object Caching Server. It contains, in a compact (compressed) format, an indication of whether or not particular URLs are in the cache. Space efficient data structures for the membership problem have been applied for these cache digests. A space efficient data structure and a detereministic scheme has been presented in the paper by Radhakrishnan et al. [2] and upper bounds and lower bounds have been discussed. The aim was to prove that the scheme proposed in [2] was optimal by finding a tight lower bound. We were able to arrive at stronger lower bounds for the scheme. In order to arrive at a tight lower bound, a variant of the regularity lemma or related techniques might be required.
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Two probe adaptive scheme for Membership Problem



2.1



Static Membership problem



The description on the definition and setting of the static membership problem has been taken from the paper by Radhakrishnan et al.[2] and scribes from a lecture given by Melkebeek [9]. The setting for this problem is a universe U of size n in which we want to create a data structure that allows us to determine if an element is part of the universe U , and where the scheme also works for all subsets S ⊂ U with |S| ≤ m. To accomplish this we must follow these steps : 1. Construct Data Structure: Given a particular S construct φ(S). From this point on the data structure is static. 2. Query Data Structure: use the structure φ(S) ∈ {0, 1}s to answer membership queries such as: does u ∈ S. This takes the form F : {x|x ∈ U } → {0, 1}.



We study this problem in the bit-probe model where space is counted as the number of bits used to store the data structure and time as the number of bits of the data structure looked at in answering a query. The goal while constructing φ(S) is • minimize its size, |φ(S)| = s, and • use as few bits of φ(S) as possible, say t per query.



Extremes The problem requires us to minimize two opposing features namely minimize the number of probes and minimize size of the data structure. We can set t=1, but by doing so we require that we have as many bits as we have elements in our universe, s = n. If we go to the other extreme and minimize s, then



X m   n s ≥ log i



(2.1)



i=1



The time space tradeoffs for the static membership problem are important and we begin with definitions of storage schemes and their mechanism in the discussion that follows.
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Definitions



An (m, n, s)-storing scheme, is a method for representing any subset of size at most m over a universe of size n as an s-bit string. Formally, an (m, n, s)-storing scheme is a map φ from the subsets of size at most m of {1, 2, · · · , n} to {0, 1}s . A deterministic (n, s, t)-query scheme is a family of n boolean decision trees {T1 , T2 , · · · , Tn } of depth at most t. Each internal node in a decision tree is marked with an index between 1 and s, indicating an address of a bit in an s-bit data structure. All the edges are labeled by “0” or “1” indicating the bit stored in the parent node. The leaf nodes are marked “Yes” or “No”. Each tree Ti induces a map from {0, 1}s → {Y es, N o}. An (m, n, s)-storing scheme and an (n, s, t)-query scheme Ti together form an (m, n, s, t)-scheme which solves the (m, n)-membership problem if ∀S, x s.t. |S| ≤ m, x ∈ U : Tx (φ(S)) = Y es if and only if x ∈ S. A non-adaptive query scheme is a deterministic scheme where in each decision tree, all nodes on a particular level are marked with the same index. Any two probe O(s) adaptive scheme to represent sets of size at most 2 from a universe U of size n, can be assumed to satisfy the following conditions. 1. It has three tables A,B and C each of size s bits. 2. Each x ∈ U is associated with three locations a(x), b(x) and c(x) 3. On query x the query scheme looks at A(a(x)). If A(a(x) is zero then it answers “Yes” if and only if B(b(x)) is 1 else if A(a(x)) = 1 then it answer “Yes” if and only if C(c(x)) = 1. 4. Let Ai = {x ∈ [n] : a(x) = i},Bi = {b(x) : x ∈ Ai } and Ci = {c(x) : x ∈ Ai } for 1 ≤ i ≤ s.For all 1 ≤ i ≤ s, |Bi |= |Ai | or |Ci |= |Ai | i.e. the set of elements looking at a particular location in table A will look at distinct locations in one of the tables, B and C . 5. Each location A, B and C is looked at by at least two elements of the universe unless s ≥ n. 6. There are at most two ones in B and C put together. We define the following assumptions/restrictions using which we would prove the lower bound. They are as follows: • R1.For x, y ∈ [n], x 6= y, a(x) = a(y) ⇒ b(x) 6= b(y) and c(x) 6= c(y) • R2.For each i, j ∈ [s], |Ai | = |Aj | i.e. equal number of elements get hashed to each cell in table A. These assumptions will later be removed to prove a lower bound for the general scheme.
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Graph Theoretic Formulation



We define the graph theoretic formulation for the scheme as follows : • Let the universe U be the set of n elements from which sets of size at most 2 have to be represented. As defined above, each of the tables A,B and C are s bits in size. • We define a graph G of order 2s where each vertex represents a storage space(a bit) i.e. V = {Bi : i ∈ [s]} ∪ {Ci : i ∈ [s]} where Bi is the ith cell in table B and Ci is the ith cell in table C. • Between any two vertices i ∈ B, j ∈ C there is an edge if for an element x from X = {x : x ∈ [n]}, b(x) = i and c(x) = j. • That edge is colored with a color r ∈ [s] according to the position where the element x maps to in table A i.e. r = a(x). • For any vertex pair (b, c) ∈ B × C, we say that it has a color α in common if ∃p ∈ C such that there is an α colored edge connecting the pair (b, p) and ∃q ∈ B such that there is an α colored edge connecting the pair (q, c). We define a matching on the above graph as follows:



Definition 2.1. We are given a bipartite graph G = (V1 ,V2 ,E,Ω),where Ω is the set of all possible colours. ∀α ∈ Ω, a matching Mα in G is a set of pairwise non-adjacent α-coloured edges between vertices v ∈ V1 , w ∈ V2 .Thus under matching Mα , no two α colored edges share a common vertex. Under assumptions R1 and R2, ∀α, β ∈ Ω, |Mα | = |Mβ |. We also introduced the concept of matched cells or reflections.For any vertex x ∈ V , its reflections or matched cells are all those vertices which are directly connected by an edge with it.
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Lower bounds for the two probe adaptive scheme



3.1



Nonrepresentability of a pair of elements in the universe



The elements in sets of size at most 2 cannot be represented according to the adaptive scheme presented above if their representation in either of the tables leads to an induced representation of an element not present in the set. By induced representation, we mean that for an element x ∈ U either F (a(x)) = 0 and F 0 (b(x)) = 1 or F (a(x)) = 1 and F 00 (c(x)) = 1.By F (x), F 0 (x), F 00 (x), we mean the value stored at position x in table A, B and C respectively. The probe thus results in giving an answer “Yes” for one of the elements not present in the set falsely indicating set membership of that element. Violation. Such a condition occurs if elements x, x0 , y, y 0 , z, z 0 , w, w0 ∈ U are such that • a(x) = a(x0 ), a(y) = a(y 0 ), a(z) = a(z 0 ), a(w) = a(w0 ) • b(w) = b(x) = b(y) and c(w0 ) = c(x0 ) = c(y 0 ) • c(z) = c(x) and b(z 0 ) = b(y 0 ) Here, the set {x, y 0 } cannot be uniquely represented. Representing both of them in table C induces the incorrect membership of elements x0 , putting them in table B induces the incorrect membership of y, representing x in B and y 0 in C causes incorrect representation of w or w0 , and representing x in C and y 0 in B induces an incorrect membership of z or z 0 . The graph theoretic representation defined above is represented graphically below :



Figure 3.1: Ambiguous Representation for the pair {x, y 0 }
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Space Lower Bounds



We will prove the space lower bounds on the two probe adaptive scheme elaborated above. We will consider the analogous color and matching representation presented above. The s colors correspond to s bits of space. We consider equal distribution of the elements in the universe across the space. Thus,



n s



elements of the universe map into each bit of space in table A. Each of this



n s



elements of



the universe have a corresponding map into tables B and C represented by b(x) and c(x). For each such element x, we have an edge between their maps in tables B and C. This edge has the color α = a(x) which is dependent upon the cell which the element mapped to in table A. So, there exists a matching of size



n s



for each of the s colors. This is based on the assumptions R1 and R2.



Proof Sketch We are trying to finding the maximum amount of space given such that at least one set of elements {x, y 0 } ∈ U is unrepresentable. For this, we try to find the largest amount of space given such that the Violation occurs as defined. 4



Lemma 3.1. If an adaptive (2,n,s,2) scheme satisfies R1 then s is Ω(n 7 ) Proof. Let Bα be the set of all elements in table B having the color α. Let ∆α be the set denoting the sum of cardinalities of cartesian product of sets Bαβ and Cαβ where Bαβ = Bα ∩ Bβ for a given color α and all colors β and Cαβ be defined similarly. The size of the matching of each color is



n s



and total colors is s. The size of each of the tables is s.



Let P be the set of all colors. So, |P | = s. Hence, |B × C| = s2 and ∀ color α ∈ P , |Bα × Cα | =



 n 2 s .



For every pair (b, c) ∈ B × C and color



β,we define d(b,c) = {β : (b, c) ∈ Aβ × Bβ }. Also, using double counting, the sum of total number of colors common to a pair (b,c) for all such pairs (b, c) ∈ B × C is equal to the sum of total number of pairs (b, c) ∈ Aβ × Bβ for all colors β. A pair (b, c) has the color β if b ∈ Bβ and c ∈ Cβ . Hence, X (b,c)∈B×C



|d(b,c) | =



X



|Bα × Cα |



α∈P



 2 n = ·s s n2 = s



(3.1)



∆Θ can be defined as the sum of |d(b,c) | subject (b, c) has the colour Θ. Let X be a random variable taking values ∆Θ where Θ ∈ P is chosen uniformly and randomly.
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The random variable X can be written as the sum of random variables X(b,c) ,(b, c) ∈ B × C where each random variable X(b,c) takes the value |d(b,c) | if the pair contains the color chosen uniformly and randomly, zero otherwise. Then, if we consider the expectation of the random variable X, it would be equal to product of probability of a pair (b, c) ∈ B × C having a color β chosen uniformly and randomly and the total number of common colours in the pair (b, c). This is because the contribution of (b, c) is only taken into account if it has the randomly chosen colour.



X



E[X] =



(b,c)∈B×C



=



1 s



|d(b,c) | · |d(b,c) | s



X



|d(b,c) |2



(b,c)∈B×C



P 2 1 ( (b,c)∈B×C |d(b,c) |) ≥ · s s2  2 2 n 1 (3.1) = · 3 s s 4 n = 5 s ∗



* By Cauchy Schwarz,



X n



2 x i yi



≤



i=1



X n



x2i



 X n



i=1



yi2



(3.2)







i=1



Taking xi = |d(b,c) | and yi = 1, 



X



2 |d(b,c) |



(b,c)∈B×C



Now, as the expected value of X is



≤



X (b,c)∈B×C



n4 , s5



|d(b,c) |2 ·



X



1



(3.3)



(b,c)∈B×C



there exists at least one color θ such that 4



∆θ = ns5



By the pigeonhole principle, if the cardinality of the set ∆θ > 2·s2 there exists a pair (b, c) ∈ B×C having at least 3 colors in common. This condition would result in a pair of elements from the universe not being representable without inducing a false presence of some other element. This fact is represented in detail in the figure 3.2. In the figure below elements with the same prefix map to the same position in table A i.e. a(x1) = a(x20 ), a(y1) = a(y20 ), a(z1) = a(z20 ) and a(k1) = a(k2) = a(k3) etc. Here the vertex pair (a, b) has 3 colours in common. This implies that there are three elements from the universe, here x1, y1, z1 mapping to cell b in table C, and there are three other elements mapping to the
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Figure 3.2: Non Unique representation places a(x1), a(y1), a(z1) respectively in table A (which are x20 , y20 , z20 here) and mapping to cell a in table B.Now, the corresponding matched cells of elements x1, y1, z1 in table B each have color γ in common which implies each of the matched cells of elements x1, y1, z1 have some elements k1, k2, k3 for some color k ∈ [s] which also probe the matched cells of these elements in table B. Similarly for elements x20 , y20 , z20 there exists elements k4, k5, k6 for some k ∈ [s] such that they map to these matched cells in table C. Hence, the pairs (x1, y20 ), (y1, z20 ) etc. are not representable without inducing a false presence of some other element ki where k ∈ [s]. In order for the condition depicted in figure to arise, we need ∆Θ > 2 · s 2 ⇒ So, for s 



1 21/7



n4 s5



> 2 · s2 . 4



4



· n 7 this is true. Thus, this condition does not arise for s ≥ n 7 .



Removing the restriction R1 We have assumed all along that an adaptive scheme satisfies R1 and arrived at a lower bound. Now, we prove that the lower bound holds even if the scheme does not satisfy R1. Only the constant associated with the lower bound changes. First we observe that there does not exist elements x, y, x0 , y 0 where x 6= y 6= x0 6= y 0 such that a(x) = a(y) = a(x0 ) = a(y 0 ) and b(x) = b(y) and c(x0 ) = c(y 0 ). If such a condition occurs then the set {x, y 0 } cannot be represented unambiguously i.e. either element y or element x0 are falsely
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represented as being present in the set when they are not. We only have two options, either to suggest all queries for these elements probe in table B or in table C after probing table A. This is because all these elements map to the same place in table A. If we look to represent {x, y 0 } in table B then we incorrectly represent element y as being present in the set and looking into table C similarly indicates incorrect presence of x0 in the set. If x 6= y, x0 6= y 0 , then we examine the other scenarios that may take place.If x = x0 , then for any z such that a(x) 6= a(z), the set {x, z} is unrepresentable because as x, x0 , y, y 0 map to the same place in table A, incorrect presence of either y or y 0 is indicated if x probes in tables B or C. The same argument applies for y = y 0 . So, for each colour α ∈ P , at most in either B or C the elements of α collide. Formally, ∀x, y ∈ [n], x 6= y, a(x) = a(y), b(x) = b(y) ⇒ c(x) 6= c(y)



(3.4)



∀x, y ∈ [n], x 6= y, a(x) = a(y), c(x) = c(y) ⇒ b(x) 6= b(y)



(3.5)



and



A pair of elements is unrepresentable if a condition as shown in the figure 3.3 occurs. In the figure, elements x1 , x2 map to the same location in table A and table B. Elements y1 , y2 map to the same location in table A and table B. The set {x2 , y2 } is not representable unambiguously as the element x2 is not representable in either of the tables B or C without indicating the presence of some other element (x1 in B, y1 in C). Note that, when x1 , x2 , y1 , y2 probe at the same location in table A (i.e. α = β in the figure), the condition becomes equivalent to that violating the equations (4.4) and (4.5). An example of why such an arrangement is not possible is described above in equations (4.4) and (4.5). Let PB = {x : ∃y 6= x 3 a(x) = a(y), b(x) = b(y), x, y ∈ [n]} and PC = {x : ∃y 6= x 3 a(x) = a(y), c(x) = c(y), x, y ∈ [n]}. The condition depicted in the figure is guaranteed to occur when |PB | > s or |PC | > s. Using the pigeonhole principle and the fact from equations (3.4) and (3.5) that colliding elements1 in one of the tables have to be mutually disjoint in the other table, if either |PB | > s or |PC | > s, they have to be disjoint in the other table(C in case of PB and B in case of PC ) that has storage space at most s bits. This creates a contradiction, hence |PB | ≤ s and |PC | ≤ s. Note: Here we are counting only those elements that collide with some element of the same colour in either table B or C. In other words, only those elements that are in PB or PC are taken into consideration. The maximum number of elements x in the universe [n] such that a(x) = a(y) 1



By colliding elements we mean all elements x, y ∈ [n], x 6= y such that a(x) = a(y) and b(x) = b(y) or c(x) = c(y)
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Figure 3.3: Condition leading to violation of unambiguous representation of a set and b(x) = b(y), or a(x) = a(y) and c(x) = c(y) is |PB | + |PC | where |PB | ≤ s and |PC | ≤ s. So, maximum number of elements x with the above mentioned property is 2m. We remove all of these elements. The elements still remaining in the universe is n − 2s. If n > 4s, then the elements remaining after removal of all the elements which violated constraint R1 is at least n/2. Substituting n/2 instead of n in the proof for space lower bounds, we have, s >



1 321/7



4



· n 7 . Solving



for s, we have, 4 1 n 47 3 7 < · n ⇒ n > 4 32 321/7



⇒n>8 Hence, the lower bound holds without assuming the constraint R1.



Removing the Uniformity Constraint Till now we have followed the assumption that the number of elements mapping into each of the blocks in table A is exactly equal. We have made use of this constraint in our proof when we assumed that each color gives rise to a matching of size exactly



n s.



The only place we take into
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account the size of the matching is when we count the sum of pairs each color gives rise to. If we P 2 prove that (b,c)∈B×C |d(b,c) | ≥ ns , then the lower bound prove holds. Let X be a random variable denoting the size of the matchings. The sum of the sizes of all matchings is n. Let Xi denote the value taken by X for colour i. Thus, Ps Xi E[X] = i=1 s n = (3.6) s P 2 From equation (4.1), (b,c)∈B×C |d(b,c) | = ns when we look at uniform distribution. Thus, for any non-uniform matching size, we have to prove that the sum of squares of these sizes is greater than n2 s



i.e. s



X



|d(b,c) | ≥



X n2 n2 ⇒ Xi 2 ≥ s s



(3.7)



i=1



(b,c)∈BXC



Let X be the m-dimensional vector where the magnitude in the ith dimension is indicated by value Xi . We denote the all 1’s m-dimensional vector by 1. Using Cauchy Schwarz, we have  2  X 2 X s s s X 2 X·1 = Xi · 1 ≤ Xi · 1 i=1 n2



⇒s· ⇒



n2 s



s ≤



i=1



≤s·



s X



i=1



Xi 2



i=1 s X



Xi 2



(3.8)



i=1



Hence, we have managed to prove that the lower bound holds without the uniformity constraint.
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The Szemeredi regularity lemma tells us that we can arrange the vertices of a graph in clusters with equal size such that almost all pairs of these clusters behave like random graphs : between most pairs of clusters, the degrees of the vertices are roughly equal, and the edges between any two parts are distributed fairly uniformly - just as we would expect if they had been generated uniformly at random. The proof presented here has some portions of it borrowed from Diestel [5] and Vena Cros et al. [8]. The flow of the proof is similar to that presented in the book by Diestel[5].



4.1



Definitions



Let G = (V, E) be a graph, and let X, Y ⊆ V be disjoint. The we denote by ||X, Y || the number of edges between clusters X and Y , and call



d(X, Y ) :=



||X,Y || |X||Y |



the density of the pair (X, Y ). This is a real number between 0 and 1. Given some  > 0, we call a pair (A, B) of disjoint sets A, B ⊆ V -regular if all X ⊆ A and Y ⊆ B with



|X| ≥ |A| and |Y | ≥ |B| satisfy |d(X, Y ) − d(A, B)| ≤  The edges in the -regular pairs are distributed fairly uniformly more so the smaller the  we started with. Consider a partition {V0 , V1 , . . . , Vk } of V in which one set V0 has been singled out as the exceptional set (This set maybe empty). We call such a partition an -regular partition of G if it satisfies the following conditions: • |V0 | ≤ |V | • |V1 | = . . . = |Vk | • all but at most k 2 of the pairs (Vi , Vj ) are -regular.
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The role of the exceptional set V0 is one of pure convenience : it makes it possible to require that all other partitions have same size. Since the third condition affects only the non exceptional sets, we can think of v0 as a kind of a bin: its vertices are disregarded when the uniformity of the partition is assessed, but these are a very small fraction of vertices. Szemeredi’s Regularity Lemma. For every  > 0 and every integer m ≥ 1 there exists an integer M such that every graph of order at least m admits an -regular partition {V0 , V1 , . . . , Vk } with m ≤ k ≤ M . The regularity lemma thus says that given any  > 0, every graph has an -regular partition into a bounded number of sets. The upper bound M on the number of partition sets ensures that for large graphs the partition sets are large too, -regularity is trivial when the partition sets are singletons and a powerful property when they are large. The lemma also allows us to specify a lower bound m on number of partitions. This can be used to increase the proportion of edges running between different partition sets. The regularity lemma is designed for dense sets : for sparse graphs it becomes trivial, because densities of all pairs and their differences become zero for large n.



Proof Sketch The general idea for the proof consists of first defining a potential function that should be positive and bounded from above, the expectation of square of densities between partition sets in this case. The process will be iterative: since the very first step we will have one partition of the set of vertices with the claimed properties except for -regularity At each step we will the partition maybe -regular or may not. In case it is not -regular we will manage to find another partition, with smaller sets (the number of sets will increase) such that this new partition would make the potential function grow (once  is fixed it will grow by a constant amount). Thus, we reach -regular partiton as we cannot violate the upper bound on the value of the potential function.



4.2



Naming and First Lemmas



Let G be a graph with V = V (G) being its vertex set, |V | = n. For a pair (A, B), A and B being disjoint subsets of V , we define the potential function q as the product of probability of choosing a vertex a ∈ A and a vertex b ∈ B and the square of the density of the pair. q(A, B) :=



|A||B| n2



· d2 (A, B)
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Let X be a random variable taking the values of densities in between these partition sets. It is decided in the following way: If we pick two vertices u, v ∈ V randomly and uniformly, then let Vi be the set containing u and let Vj be the set containing v,Xij takes the value d(Vi , Vj ). Then, Xij := d(Vi , Vj )



(4.1)



First we extend the definition of q given above to partitions of those sets. If A is a partition of A and B is a partition of B, with A, B ⊂ V disjoint, then : q(A, B) :=



P



A0 ∈A,B 0 ∈B



q(A0 , B 0 )



that is the sum of q over all possible pairs. If C, D are the partitions of disjoint vertex sets C and D respectively, then let Y be a random variable taking values as density between sets over the set (Ci , Dj ) ∈ C × D. Then Yij = d(Ci , Dj )



(4.2)



Now, we define q for partitions on the set V without any distinguished set V0 . Let P = {V1 , . . . , Vk } be a partition of the vertex set V , |V | = n. q(P) :=



X



q(Vi , Vj )



(4.3)



i


Finally, if we have P = {V0 , V1 , . . . , Vk }, a partition with V0 as the exceptional, distinguished set,we define: q(P) := q(P 0 )



(4.4)



where P 0 := V1 , . . . , Vk ∪ {{v}, c ∈ V0 } This quantity is exactly equal to the expectation of the random variable X 2 provided we treat each vertex in partition V0 as a singleton set and modify the probability of partition set V0 accordingly i.e. we split the partition set V0 into singleton sets.



E[X 2 ] =



X



pij · Xij2



i,j∈[k],i


=



X i,j∈[k],i


=



X i,j∈[k],i


= q(P)



|Vi ||Vj | · Xij2 |V |2 |Vi ||Vj | 2 · d (Vi , Vj ) |V |2 (4.5)
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Also, E[X] =



X



pij · Xij



i,j∈[k],i


=



X i,j∈[k],i


=



X i,j∈[k],i


=



|Vi ||Vj | · Xij |V |2 |Vi ||Vj | · d(Vi , Vj ) |V |2



|E| |V |2



For the random variable Y , we have for partition C, D of sets C, D, we have, E[Y ] =



X



pij · Yij



Ci ∈C,Dj ∈D



=



X Ci ∈C,Dj ∈D



=



X Ci ∈C,Dj ∈D



|Ci ||Dj | · Yij |C||D| |Ci ||Dj | · d(Ci , Dj ) |C||D|



= d(C, D) = XCD



(4.6)



Lemma 4.1. For a partition P = {V0 , V1 , . . . , Vk }, the potential function q be defined as above. Then



1. q is bounded 2. q is monotone increasing under refinement Proof. From equation (4.5), we have, q(P) = E[X 2 ]. Also, the random variable X takes the values corresponding to density between partition sets which has values between 0 and 1 inclusive. So, for all i, j ∈ [k]



0 ≤ d(Vi , Vj ) ≤ 1 ⇒ 0 ≤ Xij ≤ 1 ⇒ 0 ≤ X2 ≤ 1 ∗



⇒ 0 ≤ E[X 2 ] ≤ 1 ⇒ 0 ≤ q(P) ≤ 1



(4.7)
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2 > 1 but either of this is not * if either E[X 2 ] < 0 or E[X 2 ] > 1, ∃i, j, w, l ∈ [k] 3 Xij2 < 0 or Xwl



possible, hence proved. Thus we have proved (i) that q(P ) is bounded. Let C and D be be partitions of the sets C and D respectively. We shall show that: q(C, D) ≥ q(C, D)



(4.8)



From equation (4.6),



E[Y ] = XCD By definition, 2 q(C, D)=pCD XCD



where pCD =



|C||D| n2



Thus,



q(C, D) = pCD E[Y ]



2



(4.9)



Also, E[Y 2 ] over C and D is taken into account as squares of densities between the refinement of the sets C and D are measured in the function q(C, D). q(C, D) = pCD ·



X



p(Ci Dj |CD) Yij2



Ci ∈C,Dj ∈D



= pCD · E[Y 2 ] Lemma 4.2. E[X 2 ] ≥ E[X]



(4.10)



2



2 Proof. Consider Y = X − E[X] . As the random variable Y is nonnegative, its expectation is nonnegative. Therefore,



2 0 ≤ E[Y ] = E[ X − E[X] ] 2 = E[X 2 − 2XE[X] + E[X] ] 2 = E[X 2 ] − (E[X] Hence, proved.
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From equations (4.9),(4.10), and Lemma 4.2 we have, q(C, D) ≥ q(C, D). Let us now show (ii). Let P 0 = {V0 , V1 , . . . Vk0 } be a refinement of P = {V0 , V1 , . . . Vk }. Let Vi be the partition of sets of P 0 over Vi ∈ P. Then, q(P) =



X



q(Vi , Vj )



i


≤



X



q(Vi , Vj )



i


≤



X



q(Vi0 , Vj0 )



i


= q(P 0 )



(4.11)



*: in the sums that arise from each term q(Vi , Vj ), there will be some terms in q(P 0 ) that are not P P P in these sums since q(P 0 ) = i 0 and let C, D ⊆ V be disjoint. If (C,D) is an -regular pair, we can partition C and D into two parts C = {C1 , C2 } and D = {D1 , D2 } such that q(C, D) ≥ q(C, D) + 4 |C||D| n2 Proof. If the pair (C, D) is not -regular then there will be two sets C1 ⊂ C and D1 ⊂ D with |C1 | ≥ |C| and |D1 | ≥ |D| such that



|µ| := |d(C1 , D1 ) − d(C, D)| > 



(4.12)



Let C2 be C\C1 and D2 be D\D1 , and define C := {C1 , C2 } and D := {D1 , D2 }. These difference between the potential function q attached to the refined partition and the non refined partition is given by :



q(C, D) − q(C, D)



(4.9),(4.10)



pCD · E[Y 2 ] − E[Y ] 2  = pCD · E[ Y − E[Y ] ] =



2  (4.13)



This quantity denotes the variance of the partition formed from sets C and D multiplied by the probability of picking sets C and D. If we look at the pair (C1 , D1 ), then it contributes pC1 pD1 µ2 to the variance of the random variable Y . Even if all the other pairs of partition sets do not vary
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from their expected value, the minimum variance contributed is |C1 ||D1 | 2 µ |C||D| |C||D| 2 ≥ · |C||D|



pC1 D1 · µ2 =



= 4 Thus, the variance of the partition increases by at least 4 and after normalizing we have



q(C, D) ≥ q(C, D) + 4 ·



|C||D| n2



(4.14)



Once we know what happens when we refine a pair of sets, let us see what we can say in the general case. According to the statement of the Regularity Lemma we should eventually get a regular partition, this is, we should have, at most, k 2  − irregular pairs. If the partition is not -regular we have, at least, k 2 pairs that we want to refine in order to try to find an -regular partition, while increasing q. It is intuitively clear that, if by refining a pair we obtain a growth of 4 cd , n2



if we refine more than k 2 (as k ≈ n/c) this would imply that we should be able to increase q



by 5 . But, we should remember that we want to have nearly uniform partitions and some control over the size of the exceptional set. So we should proceed with care and see what we can get. Thus, Lemma 4.4. Let 0 <  ≤ 1/4 and let P = {V0 , V1 , . . . , Vk } be a partition of V, the set of vertices, with V0 as the exceptional set, verifying |V0 | < n and |V1 | = |V2 | = . . . = |Vk | = c. If P is not an -regular partition then there exists another partition P 0 = {V00 , V10 , . . . , Vk00 } with the exceptional set V00 ,k ≤ k 0 ≤ k4k , |V00 | ≤ |V0 | + n/2k , the rest of Vi ’s have the same size and



q(P 0 ) ≥ q(P) +



5 2



Proof. In the proof we create the new partition P 0 to be a refinement of partition P and so we can use the monotonicity of q. As for the single pair case, we define a partition that allows us to increase th value of q. For every pair of subscripts (i, j), 1 ≤ i < j ≤ k, we define a partition Vij of Vi and Vji a partition of Vj as follows : • If the pair (Vi , Vj ) is already -regular then Vij = Vi and Vji =Vj
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• If the pair is not -regular then we use Lemma 4.2 : we know that there are partitions Vij of Vi and Vji a partition of Vj into two sets (|Vij |=|Vji |=2) such that q(Vij , Vji ) ≥ q(Vi , Vj ) +



4 c2 n2



(4.15)



Now with these locally-fine partitions, pair by pair, we build a partition for every set Vi such that it is consistent with the ones found pair by pair. So we take Vi as the partition that refines every partition Vij with |Vi | minimum(the least partition that refines them all, and so we retain the partitions that we have built pair by pair). Since we can build a partition of this kind by taking all the possible intersections between the sets in the partitions Vij and since in each partition Vij there are at most two parts, we have |Vi | ≤ 2k−1 . So the partition of V we take to start with is : k [



C := V0 ∪



Vi



(4.16)



i=1



with V0 as the exceptional set (the same that we have for P,the original partition we start the proof with). We have defined C, we know that it is a refinement of P and that k ≤ C ≤ k2k



(4.17)



The partition of V0 will be taken as the set of singletons V0 = {{v}, {v ∈ V0 }. Now by the hypothesis of the lemma P was not an -regular partition and consequently there exist k 2 pairs (Vi , Vj ), with 1 ≤ i < j ≤ k that have created some non trivial partitions. Let us look at the value of q: q(C) =



X



q(Vi , Vj ) +



1≤i


≥



X 1≤i



X



q(Vij , Vji ) +



1≤i


≥ = q(P) + 5



X



q(Vi )



0≤i



X



q(V0 , Vi ) + q(V0 )



1≤i



X 1≤i


≥ q(P) +



q(V0 , Vi ) +



q(Vi , Vj ) + k 2



4 c2 X + q(V0 , Vi ) + q(V0 ) n2 1≤i



kc 2 n



5 2



In the last inequality we take into account |V0 | ≤ n ≤ 14 n and so (the rest): kc > 43 n. Notice also that the V0 partition (V0 ) is the same while computing q(C) as q(P). At this point we just have to transform C into a valid partition. To do this we cut the set of C
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into parts of the same size and throw away the rest in the exceptional set. Thus, these equal parts should be large enough (as the remaining exceptional set should not grow much). We will take {V10 , V20 , . . . , Vk00 } disjoint subsets of V with size c0 := b 4ck c where c is the size of original partition before refinement of any kind, such that every Vi0 is a subset of one C ∈ C\V0 . We will take as many S Vi0 s as we can.The new exceptional set will be formed from the remaining parts: V00 = V \ Vi0 (note that V0 ⊆ V00 ). So the new partition will be: P 0 ={V00 , V10 , V20 , . . . , Vk00 }. Since we consider the exceptional set as a union of singletons, the resulting partition P 0 is a refinement of both P and C so that q(P 0 ) ≥ q(C) ≥ q(P) +



5 2



(4.18)



At this point we have the sets of the same size and now the only thing remaining is to put a bound on the size of the exceptional set and the total number of sets. We have that each Vi0 , i0 6= 0 is included in some Vj , j 6= 0. As we have taken c0 := b 4ck c, we have at most 4k sets Vi0 (pairwise disjoint) inside every Vj . So we know that there are k ≤ k 0 ≤ k4k sets as we want. On the other hand as we have taken k 0 to be maximal, we know that the number of vertices left over which are added to V00 in every set of C\{V0 } is less than c0 . Thus: |V00 | ≤ |V0 | + c0 |C\{V0 }|  c ≤ |V0 | + k k2k 4 = |V0 | + ck/2k ≤ |V0 | + n/2k



(4.19)



concluding the proof of the lemma.



4.3



Regularity lemma proof



Proof of the Regularity Lemma. Proof. Without loss of generality, we can take 0 <  ≤ 1/4 because if it works for small , it is true for larger ones. Take the m ≥ 1 given. As we have already seen from Lemma(4.3) s := 2/5 iterations are enough to get to a regular partition . If in each iteration the partition is not -regular, then we can find a refinement which increases the value of q by 5 /2 as in the worst case we start with value of the potential function q as 0 and we cannot exceed the upper bound 1, and so we should find a regular partition in maximum of 2/5 iterations.
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We have to fulfill the requirements involving the size of the exceptional set V0 ,namely |V0 | < n,and this should be valid at each iteration. We know that each step the exceptional set grows by at most n/2k , where k + 1 is the size of the partition. In the next iteration it will grow by n/2k



0



0



but as k ≤ k 0 , we have n/2k ≥ n/2k . Therefore, we can bound the growth of the exceptional set by n/2k0 where k0 will be the size of the initial partition.



Accordingly, we should choose initial k0 large enough in order to be sure that, in case of doing s iterations, we never exceed a bound, say for example



n 2



and thus |V0 | is bounded by n through



s = 2/5 iterations.



To do this we will take n(the order of the graph) large enough to allow |V0 | ≤ 12 n and also allow v1 , V2 , . . . , Vk to have the same cardinality. If we let V0 ≤ k (at most)we will be able to build k sets with the same cardinality(this would be the starting point).



So we must have k ≥ m large enough to allow s 2nk ≤ 12 n so the inequality s 2k ≤  2 allows us to find the value of k (which is total number of sets in the partition initially). By letting k be large enough we will be able to achieve this. If we want that the initial |V0 | ≤ k does not go beyond n after s 2nk increments, it suffices to set k/n ≤ /2. This can be achieved when n ≥ 2k/.



To find the value of M we will examine the growth of the size of the partition through the iteration procedure. If the i − th partition has r sets then in the next iteration it will have r4r sets. Let f (r) := r4r ,if we let M =max{f s (k), 2k/} we are done: the f s (k) solves the general iteration process and the 2k/ solves the “extremal” case where, if n is so small that we cannot ensure k ≤ n/2 i.e. we cannot ensure a small enough initial exceptional set, then we use the trivial partition which is -regular for every  i.e. consider each vertex as a set, the singleton partition is permitted here as n is small (The key element of Regularity Lemma is the bounded number of sets once  is given). Note: The growth of M given by this proof is known as tower type growth as we will have a tower of 44



... 44



with a height of s.
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Conclusion



The lower bound discussed using combinatoric techniques may be still be improved. The aim still is to prove a tight lower bound Ω(n2/3 ). We have managed to prove a space lower bound of Ω(n4/7 ). Also, a general space lower bound of poly log n amount of probes can be derived once the optimal tight lower bound is reached. The future line of action consists in ascertaining whether the tight lower bound exists. As regards the regularity lemma, a mix of one of the several flavours of the lemma along with one of the standard extremal graph theorems constitutes the regularity method and the challenge is finding some of the open problems where the lemma can be applied. It would be interesting to see if the multigraph version of the regularity lemma can be applied to prove stronger lower bounds on determinstic schemes for the static membership problem.
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