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EXPRESSIVE LIMITATIONS OF NA¨IVE SET THEORY IN LP AND MINIMALLY INCONSISTENT LP. NICK THOMAS University of Connecticut



Abstract. We give some negative results on the expressiveness of na¨ıve set theory (NS) in LP, and in the four variants of minimally inconsistent LP defined in Crabb´e (2011): LPm , LP= , LP⊆ and LP⊇ . We show that NS in LP cannot prove the existence of sets which behave like singleton sets, Cartesian pairs, or infinitely ascending linear orders. We show that NS is close to trivial in LPm and LP⊆ , in the sense that its only minimally inconsistent model is a one-element model. We show that NS in LP= and LP⊇ has the same limitations we give for NS in LP.



§1. Introduction. By na¨ıve set theory (NS), we mean the set theory consisting of extensionality and comprehension: Extensionality. ∀a,b(∀c(c ∈ a ↔ c ∈ b) → a = b). Comprehension. ∃a∀b(b ∈ a ↔ φ), for any formula φ with a not free. Priest (2006) studied this set theory in the context of LP. Restall (1992) was the first to study na¨ıve set theory in LP, and his theory differs from Priest’s in that it takes equality as a defined notion, whereas Priest takes it as a primitive, semantic notion. We shall be concerned with Priest’s version of the theory. Refer to NS closed under LP consequence as NS-LP. Because of the weakness of LP’s inference rules — specifically the lack of modus ponens — it is generally believed that NS-LP is fairly weak and not capable of reproducing much of classical mathematics. We shall make this notion more precise, by giving some concrete expressivity limitations of NS-LP. We show that NS-LP cannot prove the existence of sets which behave like singleton sets, Cartesian pairs, or infinitely ascending linear orders. What we mean by “behave like” will be made precise. By showing this we intend to suggest that NS-LP cannot reproduce any interesting fragment of classical mathematics, since it lacks even the most elementary concepts needed to do so. In particular, we consider the lack of infinitely ascending linear orders to suggest that NS-LP cannot construct the natural numbers. Various researchers have sought a way of increasing the capabilities of na¨ıve set theory in LP for doing mathematics; e.g., Priest (1991); Beall (2011, 201+); Thomas (2013). The first proposal along these lines was Priest (1991)’s “minimally inconsistent LP,” which has recently been further developed by Crabb´e (2011). The idea of minimally inconsistent LP is to measure “how inconsistent” different LP models are relative to each other, and restrict the models of a given theory to include only those LP models which are minimal with respect to this inconsistency measure among LP models of the theory. In Crabb´e (2011) this leads to four alternative definitions of minimally inconsistent LP, using different measures of relative inconsistency. The four resulting logics we call LPm ,LP= ,LP⊆ , and LP⊇ .
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Since minimally inconsistent LP’s introduction over 20 years ago, essentially nothing has been known about the consequences of NS in it, apart from facts true of all theories, such as that every LP consequence of the theory is a minimally inconsistent LP consequence. We will show that NS-LPm and NS-LP⊆ (i.e., NS in LPm and LP⊆ , respectively) are nearly trivial, in the sense they entail ∀x,y(x ∈ y ∧ x ∉ y). In fact, we show that the only model of NS-LP{m,⊆} is the one element model with inconsistent set membership and consistent equality. We will show, on the other hand, that NS-LP= and NS-LP⊇ have all of the same limitations that we identify for NS-LP: namely that they cannot prove the existence of sets behaving like singleton sets, Cartesian pairs, or infinitely ascending linear orders. This shows that NS in minimally inconsistent LP is, in the measures we consider, “not any better” than NS-LP as a basis for mathematics. Our definitions of “sets behaving like singleton sets, Cartesian pairs,” etc., depend on two features of our particular definition of LP and minimally inconsistent LP. The first feature is that we define equality semantically, following Priest (2006), in contrast to the syntactic definition of equality used in Restall (1992). The second feature is our way of handling free variables. We define T ⊧ φ as: for all models M and variable assignments A, if M, A ⊧ T then M, A ⊧ φ. The contrasting approach is to define T ⊧ φ as: for all models M, if M, A ⊧ T for all variable assignments A, then M, A ⊧ φ for all variable assignments A. Without both of these features, our method of defining the behaviors which are to be recaptured does not go through. Because of this, our results do not say anything about systems which use the alternate treatments of equality or free variables. This leaves a question as to the status of basic mathematics in these systems. We consider this issue further in §5.



§2. Definitions. First we define LP. We let T = {1}, B = {1,0}, and F = {0}. These are the truth values for LP. We put the truth values in the linear order F < B < T. We work in the language of first-order logic with equality. We take the connectives def ¬,∧ as primitive and let ∨,→,↔ be defined in terms of these in the usual way: φ ∨ ψ = def def ¬(¬φ ∧ ¬ψ), φ → ψ = ¬φ ∨ ψ, and φ ↔ ψ = (φ → ψ) ∧ (ψ → φ). We assume a countably infinite set V of variables. A signature is a countable set of constant symbols and relation symbols, with each relation symbol associated with an arity. For these purposes we consider equality a relation, and we require that it be present in every signature. A model for a signature Σ is a pair M = (D, I) where D is a nonempty set, and I is a function on Σ, which maps a constant symbol c onto an object I(c) ∈ D, and maps an n-ary relation symbol R onto a function I(R) ∶ Dn → {T,B,F}. We require that for all x,y ∈ D, 1 ∈ I(x = y) iff x = y. We say that M “has consistent equality” iff for all a,b ∈ D, I(a = b) ∈ {T,F}. A variable assignment for a model M = (D, I) is a function A ∶ V → D. We let A[x/a] denote the variable assignment identical to A except that A[x/a](x) = a. Given a model M = (D, I) and a variable assignment A, we define the denotation function δAM (t) from terms (constants and variables) into D by ⎧ ⎪ ⎪I(t) δAM (t) = ⎨ ⎪ A(t) ⎪ ⎩



t a constant symbol; t a variable.
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Given a model M = (D, I) and a variable assignment A, we define the valuation function υAM (we omit the subscript and superscript when clear) from formulas to truth values by υ(R(t1 ,...,tn )) = I(R)(δAM (t1 ),...,δAM (tn )). υ(¬φ) = {1 − x ∶ x ∈ υ(φ)}. υ(φ ∧ ψ) = min{υ(φ),υ(ψ)}. υ(∀x(φ)) = min{υA[x/a] (φ)}a∈D . (These minima are taken w.r.t. the order F < B < T.) We say M, A ⊧ φ iff 1 ∈ υAM (φ). Given a theory T , we say M, A ⊧ T iff M, A ⊧ φ for all φ ∈ T . We say T ⊧ U (with U another theory) iff for all models M and variable assignments A, if M, A ⊧ T then M, A ⊧ U. Now we define minimally inconsistent LP, following Crabb´e (2011). We modify it slightly to use our way of handling free variables. Given a model M = (D, I) in a signature Σ, we define M! = {(R, x1 ,..., xn ) ∶



R ∈ Σ is an n-ary relation symbol; }. x1 ,..., xn ∈ D; I(R)(x1 ,..., xn ) = B.



We say M ≺ M ′ (or M ≺m M ′ ) iff M! ⊂ M ′ !. Furthermore, given models M = (D, I), M ′ = (D′ , I ′ ), we say: M ≺= M ′ M ≺⊆ M ′ M ≺⊇ M ′



iff



M≺M



′



and



D = D′ ; D ⊆ D′ ; D ⊇ D′ .



Let T be a theory. We say that a model M is an LPm model of T iff: M, A ⊧ T for some variable assignment A, and for all models M ′ , if M ′ ≺ M then M ′ , A′ ⊭ T for all variable assignments A′ . Similarly, we say that a model M is an LP{=,⊆,⊇} model of T iff M, A ⊧ T for some variable assignment A, and for all models M ′ , if M ′ ≺{=,⊆,⊇} M then M ′ , A′ ⊭ T for all variable assignments A′ . We say that T ⊧{m,=,⊆,⊇} φ iff for all LP{m,=,⊆,⊇} models M of T , and all variable assignments A, if M, A ⊧ T then M, A ⊧ φ. These semantic entailment relations define the logics LPm ,LP= ,LP⊆ , and LP⊇ . Finally, we shall use some notions from Restall (1992). The “incidence matrix” of a model M = (D, I) in the language of set theory is the square matrix E of truth values whose rows and columns are indexed by D, where eab = I(a ∈ b) for all a,b ∈ D. A column vector v indexed by D is said to “subsume” a column vector v′ if v′a ⊆ va for all a ∈ D. The matrix E is said to “cover” a column vector v if one of its columns subsumes v. A column vector v is “classical” if va ≠ B for all a. Lemma 2.1. (Restall, 1992) Let M be a model in the language of set theory. If M’s incidence matrix covers every classical column (with entries indexed by D), then M is a model of comprehension.



§3. Limitations of NS-LP. Throughout we shall use a two-element countermodel C = ⟨DC , IC ⟩, where DC = {c1 ,c2 }, for which equality is the consistent identity relation, and whose incidence matrix is:
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c1



c2



c1 F B c2 T B By Lemma 2.1., C is a model of the comprehension schema. Extensionality is easy to check. So C is a model of NS-LP. The primary difficulty in showing that NS-LP does not implement classical mathematical structures is to define, in LP, what it would mean to implement such structures. For example, NS-LP proves that ∀x∃Y∀z(z ∈ Y ↔ z = x): the statement which, in classical logic, signals that singleton sets exist. But this statement has a different meaning in LP, where modus ponens does not hold. If Y satisfies ∀z(z ∈ Y ↔ z = x) in LP, we might still not agree that Y is the singleton of x. For instance, Y satisfies this statement if it is a set containing and not containing every set. So we must find a different way of expressing what we mean by a singleton set. Call a formula φ(x,y) in two free variables a “singleton definition for NS-LP” just in case the following hold: 1. NS ⊧ ∀a∃b(φ(a,b)). 2. NS,φ(a,b) ⊧ a ∈ b. 3. NS,φ(a,b),c ∈ b ⊧ c = a. The formula φ(a,b) is supposed to mean, “b is the singleton {a}.” The required conditions are that NS-LP proves that such a set exists for every a; that any b satisfying φ(a,b) contains a; and that any member of such a b is equal to a. These conditions are formulated in terms of semantic entailment, because LP’s non-detachable conditional cannot be counted on to express the properties we want.1 Proposition 3.2. There is no singleton definition for NS-LP. Proof. Suppose φ(a,b) is a singleton definition for NS-LP. C ⊧ ∀a∃b(φ(a,b)). Choose b ∈ DC such that C ⊧ φ(c1 ,b). b ≠ c1 , since C ⊭ c1 ∈ c1 ; so b = c2 . However, C ⊧ φ(c1 ,c2 ),c2 ∈ c2 , but C ⊭ c1 = c2 , contradicting our supposition. ◻ We proceed to Cartesian pairs. Call a formula φ(a,b,c) a “Cartesian pair definition for NS-LP” iff: 1. NS ⊧ ∀a,b∃c(φ(a,b,c)). 2. NS,φ(a,b,c),φ(a,b,d) ⊧ c = d. 3. NS,φ(a,b,e),φ(c,d,e) ⊧ a = c,b = d. φ(a,b,c) means, “c is the Cartesian pair (a,b).” These clauses assert that Cartesian pairs exist and satisfy the axiom that (a,b) = (c,d) iff a = c and b = d. Proposition 3.3. There is no Cartesian pair definition for NS-LP. 1



A referee points out that the tendency of LP’s material conditional not to express what we want is precisely also the problem with NS-LP’s comprehension axiom, and that if we were to treat the comprehension principle like we have treated the concept of singletons, we would be led to consider the potentially more fruitful “comprehension rules,” as found in Restall (1992). This would indeed lead to a more useful set theory, in my view.
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Proof. Suppose that φ(a,b,c) is a Cartesian pair definition for NS-LP. Then C ⊧ ∀a,b∃c(φ(a,b,c)). So we can construct a map f ∶ → DC such that C ⊧ φ(a,b, f (a,b)) for all a,b ∈ DC . Let (a,b),(c,d) ∈ DC2 . Suppose f (a,b) = f (c,d). Then DC2



C ⊧ NS,φ(a,b, f (a,b)),φ(c,d, f (a,b)), so C ⊧ a = c,b = d, so (a,b) = (c,d). So f is an injection from DC2 to DC . This is a contradiction because DC is finite. ◻ Now we turn to infinitely ascending linear orders. Call a pair of formulas φ(l),ψ(c,d) an “infinitely ascending linear order definition for NS-LP” iff the following hold: Existence. NS ⊧ ∃l(φ(l)). Nonempty. NS,φ(l) ⊧ ∃a(a ∈ l). Reflexive. NS,φ(l),a ∈ l ⊧ ψ(a,a). Antisymmetric. NS,φ(l),a,b ∈ l,ψ(a,b),ψ(b,a) ⊧ a = b. Transitive. NS,φ(l),a,b,c ∈ l,ψ(a,b),ψ(b,c) ⊧ ψ(a,c). Total. NS,φ(l),a,b ∈ l ⊧ ψ(a,b) ∨ ψ(b,a). Infinitely ascending. NS,φ(l),a ∈ l ⊧ ∃b(b ∈ l ∧ a ≠ b ∧ ψ(a,b)). φ(l) is a statement which is supposed to entail that l is the object set of some infinitely ascending linear order. ψ(a,b) means that a ≤ b in this order. Proposition 3.4. There is no infinitely ascending linear order definition for NS-LP. Proof. Suppose that φ(l),ψ(a,b) is an infinitely ascending linear order definition for NSLP. Then C ⊧ ∃l(φ(l)). Choose l ∈ DC such that C ⊧ φ(l). Choose a1 ∈ DC such that C ⊧ a1 ∈ l. Choose a2 ∈ DC such that C ⊧ a2 ∈ l,a2 ≠ a1 ,ψ(a1 ,a2 ). Choose a3 ∈ DC such that C ⊧ a3 ∈ l,a3 ≠ a2 ,ψ(a2 ,a3 ). If a1 = a3 , then C ⊧ φ(a3 ,a2 ),φ(a2 ,a3 ), so C ⊧ a2 = a3 , a contradiction. So a1 ≠ a3 . Then a1 ,a2 ,a3 are three distinct elements of DC , contradicting ∣DC ∣ = 2. ◻ Summarizing, we have that: Theorem 3.5. There is no singleton definition, Cartesian pair definition, or linear order definition for NS-LP. It is worth observing that the extensionality axiom played no role in proving this. Thus the same results are also true if we state them for the comprehension schema rather than for NS. §4. Limitations of NS-LP{m,=,⊆,⊇} . In this section we will show that NS is nearly trivial (in the sense previously described) in LP{m,⊆} , and that NS in LP{=,⊇} has the same limitations that we have shown for NS-LP. For showing the former, our strategy will be to show that in LPm and LP⊆ , the only model of NS is the one-element model with trivial set membership and consistent equality. For showing the latter, our strategy will be to show that the counterexample model C from the previous section is an LP{=,⊇} model of NS. Once we have that, we can define singleton definitions, Cartesian pair definitions, and infinitely ascending linear order definitions for NS-LP= and NS-LP⊇ in the obvious way, and the non-existence proofs of the previous section go through.
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To show that C is an LP{=,⊇} model of NS, it suffices to show that any model of NS with consistent equality and two or more elements contains at least two inconsistent entries in its incidence matrix. Since a model less inconsistent than C would need to have consistent equality and strictly fewer inconsistencies in its incidence matrix, this would show that we cannot produce a less inconsistent model by fixing or expanding the domain. The difficulties in showing this arise from the weakness of the material biconditional used in the comprehension schema. For instance, we might try to prove the result by noting that there is a set a such that ∀b(b ∈ a ↔ φ), where φ = ∃c,d(c ∈ d ∧ c ∉ d). Such a set, our thought process might go, would have all B’s in its column in the incidence matrix, and so this would show that a model of NS of cardinality κ would have at least κ inconsistent entries in its incidence matrix. Observe, however, that LP’s material biconditional is satisfied whenever one of the formulas on either side of it is B. Since φ has value B in any model of NS, the formula b ∈ a ↔ φ is satisfied regardless of what b and a are; so the comprehension instance for φ can be witnessed by any set whatsoever, even one with no B’s in its column in the incidence matrix. This sort of difficulty with the weakness of LP’s material biconditional presents itself in many different ways. 4.1. Lower bounds on the inconsistency of models of NS. To obtain our desired minimally inconsistent models, we need to consider arbitrary models of NS with consistent equality, and put lower bounds on the number of contradictory facts in these models. We begin by showing that the converse of Lemma 2.1. holds for finite models with consistent equality: Lemma 4.6. Let M = (D, I) be a finite model of comprehension whose equality relation is consistent. Say D = {d1 ,...,dn }. Then M’s incidence matrix covers every classical column of height n. Proof. Let v be a classical column vector of height n. Let φv (a) = ⋁ ψv,i (a), 1≤i≤n



where



⎧ ⎪ ⎪a = di vi = T; ψv,i (a) = ⎨ ⎪ a ≠ a vi = F. ⎪ ⎩ (Here a ≠ a is being used as an arbitrary false formula.) It is easy to see, using the fact that M’s equality relation is consistent, that υ(φv (di )) = vi for all i. Choose a ∈ D such that M ⊧ ∀b(b ∈ a ↔ φv (b)). Then for each di , υ(φv (di )) ⊆ υ(di ∈ a), using the definition of ↔ and the fact that υ(φv (di )) is consistent. Then vi ⊆ υ(di ∈ Y); so the column corresponding to a covers v. ◻ We can use this fact to show that any finite model with consistent equality must contain a certain minimum of inconsistent entries in its incidence matrix in order to satisfy comprehension. Lemma 4.7. Let M = (D, I) be a finite model (in the language of set theory), where D = {d1 ,...,dn }. Suppose M has consistent equality. For each 1 ≤ i ≤ n, define s i = ∑ ti j , 1≤ j≤n
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⎧ ⎪ ⎪1 ti j = ⎨ ⎪ 0 ⎪ ⎩



7



I(d j ∈ di ) = B, else.



s n ∑ 2 i 


1≤i≤n



Then M is not a model of comprehension. Proof. There are 2n classical columns of height n. For each i, the vector corresponding to di can subsume 2 si distinct classical columns. So M’s incidence matrix can cover at most ∑1≤i≤n 2 si classical columns. Since this is less than 2n , M’s incidence matrix does not cover all classical columns. Contraposing on Lemma 4.6., M is not a model of comprehension. ◻ We have shown that there must be a certain minimum of paradoxical entries in the incidence matrix of a finite model of comprehension with consistent equality. We must also show that there is a minimum of paradoxical entries in the incidence matrix of an infinite model of comprehension (with consistent equality). We conjecture that there must be infinitely many; but we shall only prove that there must be more than one. This modest lower bound is sufficient for our purposes. Lemma 4.8. Let M = (D, I) be an infinite model in the language of set theory, with consistent equality. Suppose there is at most one pair (a,b) ∈ D2 such that I(a ∈ b) = B. Then M is not a model of comprehension. Proof. Suppose for contradiction that M is a model of comprehension. Choose an R ∈ D such that M ⊧ ∀a(a ∈ r ↔ a ∉ a). υ(r ∈ r) = B, and then (r,r) is the unique such pair. Henceforth we shall use without comment the fact that all set membership relations other than r ∈ r are consistent. In particular, this implies (which facts we use without comment) that if a formula does not involve the set membership relation r ∈ r (including through the evaluation of quantifiers, etc.), then it is consistent, its conditionals are detachable, its biconditionals guarantee value identity, etc. Choose a set ∅ ∈ D such that M ⊧ ∀a(a ∈ ∅ ↔ a ≠ a). Choose a set ∞ ∈ D such that M ⊧ ∀a(a ∈ ∞ ↔ a = a). Choose a set s ∈ D such that M ⊧ ∀a(a ∈ s ↔ a ∈ a). We wish to establish that the sets s, ∅, and ∞ are all distinct from r. These facts will enable us to derive that there is a pair (a,b) ≠ (r,r) such that I(a ∈ b) = B, giving us a contradiction. Proof that r ≠ s. Choose a set a ∈ D distinct from R and S . Suppose υ(a ∈ a) = T. Then υ(a ∉ a) = F, and then υ(a ∈ r) = F since υ(a ∈ r) ≠ B and M ⊧ a ∉ a ↔ a ∈ r. On the other hand, υ(a ∈ s) = T for similar reasons, so r ≠ s. Similarly if υ(a ∈ a) = F, then υ(a ∈ r) = T, and υ(a ∈ s) = F, so r ≠ s. So in any case, r ≠ s. Proof that r ≠ ∅. Suppose r = ∅. Then for all a ∈ D distinct from r, M ⊧ a ∈ r ↔ a ≠ a, which guarantees υ(a ∈ r) = F, and M ⊧ a ∈ r ↔ a ∉ a, so that υ(a ∉ a) = F. Then M ⊧ a ∈ a for all a ∈ D distinct from r (and thus for all a ∈ D). Let a ∈ D be distinct from r. Choose a b ∈ D such that M ⊧ ∀c(c ∈ b ↔ c = a). M ⊧ a ∈ a, so υ(a ∉ a) = F, so υ(a ∈ r) = F. M ⊧ a ∈ b ↔ a = a, so υ(a ∈ b) = T. So b ≠ r. Then M ⊧ b ∈ b, so a = b. So M ⊧ ∀c(c ∈ a ↔ c = a). We have, for all sets a ∈ D distinct from r, M ⊧ ∀c(c ∈ a ↔ c = a). Note that s ≠ r, so M ⊧ ∀c(c ∈ s ↔ c = s). Pick an a ∈ D distinct from r and s. M ⊧ a ∈ a, so M ⊧ a ∈ s, so M ⊧ a = s; a contradiction. So ∅ ≠ r. Then υ(a ∈ ∅) = F for all a ∈ D, and in particular υ(∅ ∈ ∅) = F.
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Proof that r ≠ ∞. Suppose r = ∞. Then M ⊧ a ∉ a for all a ∈ D distinct from r (and thus for all a ∈ D), reasoning like previously. Pick a ∈ D such that M ⊧ ∀b(b ∈ A ↔ (b ≠ ∅ ∧ b ∉ b)). υ(∅ ∈ a) = F, whereas υ(∅ ∈ r) = T, so a ≠ r. There is b ∈ D distinct from ∅ and r, and then υ(b ∉ b) = T, so υ(b ∈ a) = T; so a ≠ ∅. If υ(a ∈ a) = T, then υ(a ∉ a) = T. If υ(a ∈ a) = F, then υ(a = ∅∨a ∈ a) = T, so υ(a ∈ a) = T. In any case there is a contradiction. So r ≠ ∞. Clearly then ∅ ≠ ∞. Derivation of a contradiction. Now choose b ∈ D such that M ⊧ ∀c(c ∈ b ↔ (c ≠ ∅∧(c ∉ c ∨ c = ∞))). We claim b ≠ r. υ(∞ ∈ ∞) = T, so υ(∞ ∈ r) = F. υ(∞ ∈ b) = T, so b ≠ r. The fact that υ(∞ ∈ b) = T establishes that b ≠ ∅. The fact that υ(∅ ∈ b) = F establishes that b ≠ ∞. Suppose υ(b ∈ b) = T. Since b ≠ ∅ and b ≠ ∞, υ(b ∉ b) = T; a contradiction. Suppose υ(b ∈ b) = F. Then υ(b = ∅ ∨ (b ≠ ∞ ∧ b ∈ b)) = T, so υ(b ∈ b) = T; a contradiction. So M is not a model of comprehension. ◻ Together Lemmas 4.7. and 4.8. give: Lemma 4.9. Let M = (D, I) be a model in the language of set theory with consistent equality, such that ∣D∣ > 1. If there is at most one pair (a,b) ∈ D2 such that I(a ∈ b) = B, then M is not a model of comprehension. Proof. If D is infinite, this is Lemma 4.8. Suppose D is finite: D = {d1 ,...,dn }. There is at most one i such that si = 1, and for all other i, si = 0. Then s n ∑ 2 i ≤ n+1 < 2 ,



1≤i≤n



with the latter inequality strict because n > 1. So the result follows by Lemma 4.7.



◻



4.2. NS-LP{m,⊆} . We let T be the one element model with a consistent equality relation and a trivial set membership relation. We show: Theorem 4.10. T is the only LP{m,⊆} model of NS, up to isomorphism. Proof. T ⊧ NS (regardless of variable assignment), and since ∣M!∣ ≥ 1 for all M satisfying NS, T is minimal w.r.t. all four inconsistency measures. So T is an LP{m,⊆} model of NS. Now let M = (D, I) be a model of NS. Choose r ∈ D such that M ⊧ ∀a(a ∈ r ↔ a ∉ a). Then υ(r ∈ r) = B. 1. Suppose ∣D∣ > 1. Let M ′ be the substructure of M with object set {r}. By Lemma 4.9., there is at least one inconsistent pair in M’s set membership relation besides (r,r), so M ′ ! ⊂ M!. So M ′ ≺{m,⊆} M; so M is not an LP{m,⊆} model of NS. 2. Suppose ∣D∣ = 1. If I(r = r) = T, then M is isomorphic to T . Suppose I(r = r) = B. Let M ′ = ({r}, I ′ ), where I ′ (r ∈ r) = B and I ′ (r = r) = T. M ′ is a model of NS (isomorphic to T ), and M ′ ≺{m,⊆} M, so M is not an LP{m,⊆} model of NS. So in any case, M is either isomorphic to T or not an LP{m,⊆} model of NS.



◻



Corollary 4.11. The consequences of NS-LP{m,⊆} are precisely the statements satisfied by T . 4.3. NS-LP{m,⊇} . Now we show that the counterexample model C is an LP{m,⊇} model of NS, and that this makes the negative results we gave for NS-LP carry over to these logics. Proposition 4.12. C is an LP{=,⊇} model of NS.
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Proof. Let M = (D, I) be a model, and suppose M ≺= C or M ≺⊇ C. M! ⊂ C!, and since ∣C!∣ = 2, ∣M!∣ ≤ 1. D ⊇ DC , so ∣D∣ ≥ 2. Suppose for contradiction M, A ⊧ NS (for some A). There is some r ∈ D such that M ⊧ ∀a(a ∈ r ↔ a ∉ a), and then I(r ∈ r) = B. Then M’s equality is consistent, because the one element of M! is (∈,r,r). By Lemma 4.9., M is not a model of comprehension. Then M is not a model of NS. So C is ≺= -minimal, and ≺⊇ -minimal. ◻ Proposition 4.12. lets us prove that all of the negative results given for NS-LP carry over to NS-LP{=,⊇} . We now spell this out. We define singleton definitions, Cartesian pair definition, and infinitely ascending linear order definitions for NS-LP= and NS-LP⊇ in the obvious way; we just replace ⊧ with ⊧= and ⊧⊇ , respectively, in each instance. Proposition 4.13. There is no singleton definition for NS-LP{=,⊇} . Proof. Suppose φ(a,b) is a singleton definition for NS-LP{=,⊇} . C ⊧ ∀a∃b(φ(a,b)). Choose a variable assignment A such that A(a) = c1 and C, A ⊧ φ(a,b). Any model less inconsistent than C under ≺{=,⊇} does not satisfy NS (under any variable assignment), so C is an LP{=,⊇} model of NS,φ(a,b). Then C, A ⊧ a ∈ b, so that A(b) = c2 . Let A′ = A[c/c2 ]. C, A′ ⊧ NS,φ(a,b),c ∈ b, and again any less inconsistent model fails to model NS, so that C is an LP{=,⊇} model of NS,φ(a,b),c ∈ b. Then C, A′ ⊧ c = a. Then C ⊧ c2 = c1 , but this is false; so we have reached our contradiction. ◻ Proposition 4.14. There is no Cartesian pair definition for NS-LP{⊇,=} . Proof. Suppose that φ(a,b,c) is a Cartesian pair definition for NS-LP{⊇,=} . Then C ⊧ ∀a,b∃c(φ(a,b,c)). Construct a map f ∶ DC2 → DC such that C ⊧ φ(a,b, f (a,b)) for all a,b ∈ DC . Let (u,v),(x,y) ∈ DC2 . Suppose f (u,v) = f (x,y). Choose a variable assignment A such that A(a) = u, A(b) = v, A(c) = x, A(d) = y, and A(e) = f (u,v) = f (x,y). Then C, A ⊧ φ(a,b,e), φ(c,d,e). Any model less inconsistent than C (w.r.t. ≺= or ≺⊇ ) does not satisfy NS, so C is an LP{⊇,=} model of NS,φ(a,b,e),φ(c,d,e). So C, A ⊧ a = c,b = d. Then u = A(a) = A(c) = x, and v = A(b) = A(d) = y, so (u,v) = (x,y). So f is an injection from DC2 to DC , a contradiction. ◻ We leave the translation of the proof of the non-existence of infinitely ascending linear order definitions to the reader. Summarizing, Theorem 4.15. There is no singleton definition, Cartesian pair definition, or infinitely ascending linear order definition for NS-LP{=,⊇} . §5. Alternate formulations. Our analysis assumed a certain way of handling free variables. Namely, we define semantic consequence as: T ⊧ φ iff for all models M and all variable assignments A, if M, A ⊧ T then M, A ⊧ φ. It is also possible to define semantic consequence as: T ⊧ φ iff for all models M, if M, A ⊧ T for all variable assignments A, then M, A ⊧ φ for all variable assignments A. Under the alternate handling of free variables, our definitions of singleton definitions, etc., for NS-LP and NS-LP{=,⊇} no longer make sense. This is particuarly relevant to the results on NS-LP{=,⊇} , since no prior work has used our treatment of free variables in minimally inconsistent LP. A similar issue arises with equality. Restall (1992) studied a variant of the set theory we have studied. Restall’s theory is different from Priest’s in that Priest’s equality is defined
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semantically, whereas Restall’s is given by x = y = ∀z(x ∈ z ↔ y ∈ z), and no primitive equality symbol exists in the language. The definitions of singleton definition, etc., make use of Priest’s semantic equality, and they no longer work as intended when we substitute Restall’s equality for Priest’s equality. For instance, as the reader may check, under Restall’s equality C ⊧ ∀x,y(x = y). This prevents the proofs of §3. from going through. Could using the alternate treatments of equality, or free variables, result in a system capable of doing more classical mathematics? It seems unlikely that it would. In the alternate treatments we have removed the expressive tools which let us state that classical mathematics might be recaptured; but we have not, it seems, gained anything in particular that might help in recapturing classical mathematics. Conjecturally it seems clear that little if anything is gained under the alternate treatments. But there remains an interesting problem of figuring out a way of saying this formally, and proving that indeed little has been gained. We leave this problem for future work. §6. Acknowledgements. I wish to thank the attendees of the LP set theory reading group of fall 2013 at the University of Connecticut, for the discussions which stimulated me to these ideas, and for the opportunity to present some of the results of this paper. Bibliography Crabb´e, M. (2011). Reassurance for the logic of paradox. The Review of Symbolic Logic 4(3), 479–285. Priest, G. (1991). Minimally Inconsistent LP. Studia Logica 50(2), 321–331. Priest, G. (2006). In Contradiction: A Study of the Transconsistent (2 ed.). Oxford University Press. Restall, G. (1992). A note on na¨ıve set theory in LP. Notre Dame Journal of Formal Logic 33(3), 422–432. Thomas, N. (2013). Recapturing classical mathematics in paraconsistent set theory. Available at http://sites.google.com/a/uconn.edu/nick-thomas/.
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