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MACHINE LEARNING BASED MODELING OF SPATIAL AND TEMPORAL FACTORS FOR VIDEO QUALITY ASSESSMENT Manish Narwaria and Weisi Lin School of Computer Engineering, Nanyang Technological University, Singapore ABSTRACT Unlike image quality, video quality is affected by the temporal factor, in addition to the spatial one. In this paper, we investigate into the impact of both the factors on the overall perceived video quality and combine them into a metric. We use machine learning as a tool to study and analyze the relationship between the factors and the overall perceived video quality. It is shown that apart from their individual contributions, the interaction of the two factors also plays a role in determining the overall video quality. We report the experimental results and the related analysis using videos from two publicly available databases. Index Terms— Video quality assessment (VQA), machine learning, spatial quality, temporal quality 1. INTRODUCTION Objective video quality assessment (VQA) has emerged as an important research in numerous multimedia applications. Owing to the limitations of subjective assessment (such as high cost, unsuitability for many real-time applications etc.), objective VQA to predict subjective viewing results has attracted significant attention during the recent years [1][10]. There are two broad issues involved in objective VQA. First, given a test video, the spatial and temporal scores need to be determined. Secondly, the two scores should be combined to obtain an overall video quality score. Survey of literature shows that the first issue has received more research attention as is evident by many recent works [1][10] which attempt to measure quality along both spatial and temporal dimensions in different ways. However, the second issue regarding the combination of the two factors is relatively uninvestigated. Some of the existing VQA metrics simply use temporal factors as the weighting (for e.g. [2], [5], [10]) for the spatial factor while others (e.g. [1], [4], [6], [9]) combine the two via a pre-defined relationship using parameters. However, such approaches are not convincing and less effective due to being ad-hoc. Furthermore, the methods of selecting the parameter values are also less satisfactory (e.g. empirical selection of parameter values [3],



[9]). We believe that for effective quality prediction the contribution of spatial and temporal factors as well as their interaction needs to be combined more intelligently. One solution is to use machine learning approaches as they are expected to be more convincing and meaningful due to being data-driven. Such approaches have been relatively unexplored in the context of modeling of the video quality. In our opinion, they will be more reasonable and powerful for feature combination in comparison to the existing ad-hoc methods which generally use a trial and error approach. Therefore, in this paper, we exploit machine learning for the said task and demonstrate its effectiveness and generality by way of extensive experimental analysis. 2. THE PROPOSED METHOD In this section, we describe the proposed method to predict video quality by combining the spatial and temporal factors through a relationship derived via training with ground truth (i.e. subjective scores). To demonstrate the general applicability of the proposed idea, we use two independent VQA metrics proposed in [2] and [9] for the calculation of spatial and temporal factors. So we first briefly introduce these two metrics and then propose the new metric in this work. 2.1 Motion-based Video Integrity Evaluation index The first metric used in this study is the Motion-based Video Integrity Evaluation index (MOVIE). It uses Gabor filter to decompose the reference and distorted videos into spatiotemporal bandpass channels. Motion information is computed from the reference video sequence in optical flow fields. The set of Gabor filters used to compute the spatial quality is also used to calculate optical flow from the reference video. The reader is referred to [2] for further details. The spatial and temporal scores are denoted as Smovie and Tmovie respectively and the overall quality MOVIE has been defined [2] as a product MOVIE = Smovie x Tmovie (1) We used the default values of the parameters given in [2] to compute Smovie and Tmovie.



2.2 Temporal speed similarity index (TSSI) based metric The second metric that we consider [9] uses multi-scale SSIM (MS-SSIM) [11] and motion vector similarity to compute the spatial and temporal scores respectively. Consider a video sequence with F frames. Let SQi denote the spatial quality of the ith frame using MS-SSIM. Then video sequence’s spatial quality score S is obtained by using a simple time average as S =
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A higher S indicates better spatial quality. The temporal score is computed by measuring the similarity between the motion vectors (MVs) of the reference and the distorted video sequences. The temporal speed similarity index (TSSI) is then defined as
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where vr and vd are the speeds of the motion (magnitudes of the MVs) for the blocks ref and dis in the reference and distorted video frames respectively. A block-based motion estimation algorithm was used to estimate the MVs. The constant C (=√2 x search size) in (3) was used to avoid instability when the denominator is close to zero. For a video with mn blocks in each frame, the mean temporal score T is given as 1 (4) T = TSSI Fmn F m n
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The expression in (3) computes the similarity between the MVs of the reference and distorted video such that 0 ≤ TSSI ≤ 1. TSSI = 1 for a perfect quality video while its value will be lesser for a lower quality video. It follows that a higher T indicates better temporal quality. The authors of [9] combined S and T to obtain the overall quality score Q using two parameters as follows p2



 S  (5) Q= p  T  where p1 = 0.37 and p2 = 10 were determined empirically. 1



As will be discussed in Section 3.2, (5) has defects for its purpose. 2.3 Adaptive Basis Function Regression In this paper, we use the adaptive basis function regression (ABFR) [12] for combining the spatial and temporal scores. It is a modified form of the polynomial regression in which the basis functions are determined adaptively from the training data and is thus more effective. Let d be the number of input variables, r be a k×d matrix of nonnegative integer exponents such that rij is the exponent of the jth variable in the ith basis function. Note that, when for a particular ith basis



function rij = 0 for all j, the basis function is the intercept term. The matrix r completely defines the structure of the polynomial model with all its basis functions. The set of basis functions is then defined as  f = 
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Formally, the problem of finding the best set of basis functions can be defined as finding the best matrix r with the best combination of nonnegative integer values of its elements  r * = arg min J  r 
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where J(.) is an evaluation criterion that evaluates the predictive performance of the regression model corresponding to a set of basis functions. In this paper, we used the Corrected Akaike’s Information Criterion [14]. The reader is referred to [12] for further details regarding ABFR. We used the spatial and temporal scores as the input with the subjective video quality score being the target value. Therefore, we have a 2-dimensional input (i.e. d = 2) vector x = {x1 , x 2 } where x1 = spatial score and x2 = temporal score. 3. EXPERIMENTAL RESULTS AND ANALYSIS 3.1. Database and Test methodology We have used the LIVE video database [7]. In this database, 15 distorted videos have been generated for each reference video by using four distortion processes namely simulated transmission of H.264 compressed bit streams through errorprone wireless networks, simulated transmission through error-prone IP networks, H.264 compression and MPEG-2 compression. The subjective scores have been made available as difference mean opinion scores (DMOS). The authors of [9] used only the first 7 reference videos (out of a total of 10) and their distorted versions, i.e., 105 distorted videos. Since we obtained the S and T scores directly from the authors of [9] for convincing comparison, we used the 105 S and T scores provided by them and the corresponding subjective scores for these videos. Similarly, Smovie and Tmovie were computed for these 105 videos using the software [7] provided by the authors of MOVIE. We used the scores from 4 reference videos as the training set (denoted as TrainingLIVE) while the test set consisted of scores from the remaining 3 videos. Therefore, the training and testing sets come from disjoint sets since videos used for training are not used for testing. The training and test sets consisted of 60 and 45 datapoints respectively. A 4parameter monotonic logistic mapping between the objective outputs and the subjective quality ratings was also



employed, following the Video Quality Experts Group (VQEG) Phase-I/II test and validation method [8]. The experimental results are reported in terms of four criteria namely: Pearson linear correlation coefficient CP (for prediction accuracy), Spearman correlation coefficient CS (for monotonicity), Kendall rank correlation coefficient CK and the Root Mean Squared Error (RMSE), between the subjective score and the objective prediction. A better quality metric has higher CP, CK, CS and lower RMSE. 3.2 Analysis with ABFR Based on training, we obtained the following relationship between the overall video quality QABFR and the individual factors S and T Q ABFR = 134 − 28.2 S 3 − 62.1 S T 2 (8) This equation reveals that the basis functions selected by ABFR based on training are
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f =1, S , S T The above set of basis functions shows that apart from the individual contribution from S, the interaction (denoted by the multiplicative term S T 2 ) term also plays a role in quality prediction. This is in agreement with observations in many previous works (e.g. [1], [6], [10], [16]) that the human perception is also affected by the interaction between the spatial and temporal factors. An explanation for the importance of the interaction term is that it can be thought as the overlap between the two factors and therefore represents the adjustment for the combined effect in perception [13]. As mentioned before, many existing works use only the interaction term (or a modified form such as Equation (5)) as the video quality measure. However, as suggested by Equation (8), the relationship between different factors and overall quality can be more complex and non-linear. The experimental results for QABFR are presented in Table 1. We find that it performs better than Q and S. We believe that Q defined in Equation (5) lacks justification in terms of the parameters and the functional form chosen. As explained in Section. 2.2, from a qualitative point of view, both S and T will be bigger for a better quality video and smaller for lower quality video. Since they follow the same trend of increase or decrease, a product of S and T (or their sum) would be a more intuitive choice for the overall quality measure. However, as seen in Equation (5), they are combined via an inverse relationship (using two parameters) which does not agree intuitively. Interestingly, as seen in Table 1, S performs better than Q for the 45 test videos in spite of Q using the temporal factor T. In summary, although ABFR leads to a small performance improvement, its use results in a more convincing and intuitive relationship. Next we used Smovie and Tmovie and obtained the following relationship for the overall video quality MOVIEABFR:



2 MOVIE ABFR = 11 .4 + 9.75Tmovie + 4.59 S movie − 0.97Tmovie 2 3 +0.04 S movie Tmovie + 0.02Tmovie + 0.36 S movie Tmovie
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As seen in Equation (9), the last term is the same as Equation (1) which suggests that the metric MOVIE can be considered as a special case of MOVIEABFR. That is the contribution from other terms apart from the interaction term that should also be considered. The experimental results for MOVIEABFR are presented in Table 2. We can see that it performs better than MOVIE which in turn performs better than Smovie. This is expected since the improvement in the performance of MOVIE as compared to Smovie is due to the use of the temporal factor. On the other hand, MOVIEABFR derived via training is more effective and general. Since the software for MOVIE is available, we conducted additional experiments for it using another publicly available video database (we refer to it as EPFL database) [15]. It consists of 78 video streams (along with their subjective scores) encoded with H.264/AVC and corrupted by simulating the transmission over error-prone network. The related theoretical analysis and discussion is similar to that of Equation (9), so we include only the experimental results. We considered training the system in two different ways. First, we partitioned the data such that 39 videos are used for training while the remaining 39 videos form the test set. This ' . Secondly, we used cross test case is denoted as MOVIE ABFR



database validation, i.e., the same test set of 39 videos was tested with the training set being TrainingLIVE (defined in Section 3.1). This test case is denoted by MOVIEABFR(LIVE) (which means training is done with LIVE database). The experimental results are presented in Table 3. It is interesting to note that overall Smovie and MOVIE give quite close performance in this case. This is in contrast to the results obtained for the LIVE video database (see Table 2) where MOVIE performed better than Smovie. This indicates that the incorporation of the temporal factor via only the interaction term (as in Equation (1)) is less effective. On the ' other hand, as expected, MOVIE ABFR performs relatively better for all 4 test criteria. In addition, we find that MOVIEABFR(LIVE) also performs quite well which is significant since the training and test sets come from different video databases.



3.3 Further Discussion In previous works [1], [16], subjective experiments were used to determine that interaction term is important. By contrast, we have used machine learning to show that interaction term plays a role. We have further argued that the



Table 1. Performance comparison for the metric in [9] on LIVE video database Measure S Q QABFR CP 0.8005 0.7990 0.8115 CS 0.7689 0.7713 0.7734 CK 0.5697 0.5677 0.5798 RMSE 6.0066 6.0807 5.9097 Table 2. Performance comparison for the metric in [2] on LIVE video database Measure Smovie MOVIE MOVIEABFR CP 0.6234 0.6633 0.7112 CS 0.6032 0.6318 0.6860 CK 0.4124 0.4586 0.5070 RMSE 7.0150 6.7138 6.3070 Table 3. Performance comparison for the metric in [2] on EPFL video database MOVIE MOVIE’ABFR MOVIEABFR(LIVE) Measure Smovie CP 0.9230 0.9228 0.9302 0.9244 CS 0.8645 0.8656 0.8842 0.8650 CK 0.6702 0.6772 0.6923 0.6950 RMSE 0.5350 0.5356 0.5219 0.5300



interaction term alone may not be sufficient and used datadriven approach to arrive at a more reasonable model for the overall quality prediction. Since it is not easy to know the contribution of each factor apriori, we believe it is better to employ machine learning to determine the related parameters via training. Additionally, the basis functions obtained through ABFR provide more insights about the established relationship. As mentioned before, the training and test sets were chosen such that there is no overlap between the two with regards to video contents. Besides, the good performance for the cross-database validation test further indicates the system’s robustness to untrained video and/or distortion contents.
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