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Macroeconomic Priorities Robert E. Lucas, Jr.∗ January 10, 2003



Macroeconomics was born as a distinct field in the 1940s, as a part of the intellectual response to the Great Depression. The term then referred to the body of knowledge and expertise that we hoped would prevent the recurrence of that economic disaster. My thesis in this lecture is that macroeconomics in this original sense has succeeded: Its central problem of depression-prevention has been solved, for all practical purposes, and has in fact been solved for many decades. There remain important gains in welfare from better fiscal policies, but I argue that these are gains from providing people with better incentives to work and to save, not from better fine tuning of spending flows. Taking U.S. performance over the past 50 years as a benchmark, the potential for welfare gains from better long-run, supply side policies exceeds by far the potential from further improvements in short-run demand management. My plan is to review the theory and evidence leading to this conclusion. Section I outlines the general logic of quantitative welfare analysis, in which policy comparisons ∗
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are reduced to diﬀerences perceived and valued by individuals. It also provides a brief review of some examples–examples that will be familiar to many–of changes in long run monetary and fiscal policies that consumers would view as equivalent to increases of 5-15 percent in their overall consumption levels. Section II describes a thought-experiment in which a single consumer is magically relieved of all consumption variability about trend. How much average consumption would he be willing to give up in return? About one-half of one-tenth of a percent, I calculate. I will defend this estimate as giving the right order of magnitude of the potential gain to society from improved stabilization policies, but to do this, many questions need to be addressed. How much of aggregate consumption variability should be viewed as pathological? How much can or should be removed by monetary and fiscal means? Section III reviews evidence bearing on these questions. Section IV considers attitudes toward risk: How much do people dislike consumption uncertainty? How much would they pay to have it reduced? We also know that business cycle risk is not evenly distributed or easily diversified, so welfare cost estimates that ignore this fact may badly understate the costs of fluctuations. Section V reviews recently developed models that let us explore this possibility systematically. These are hard questions, and definitive answers are too much to ask for. But I argue in the end that, based on what we know now, it is unrealistic to hope for gains larger that a tenth of a percent from better countercyclical policies. I. Welfare Analysis of Public Policies: Logic and Results Suppose we want to compare the eﬀects of two policies, A and B say, on a single consumer. Under policy A the consumer’s welfare is U(cA ), where cA is the consumption level he enjoys under that policy, and under policy B it is U (cB ). Suppose that
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he prefers cB : U (cA ) < U(cB ). Let λ > 0 solve U ((1 + λ)cA ) = U(cB ). We call this number λ–in units of a percentage of all consumption goods–the welfare gain of a change in policy from A to B. To evaluate the eﬀects of policy change on many, diﬀerent consumers, we can calculate welfare gains (perhaps losses, for some) for all of them, one at a time, and add the needed compensations to obtain the welfare gain for the group. We can also specify the compensation in terms of one or a subset of goods, rather than all of them: There is no single, right way to carry these comparisons out. However it is done, we obtain a method for evaluating policies that has comprehensible units and is built up from individual preferences. There is an great tradition of quantitative public finance that applies this general framework using well-chosen Taylor expansions to calculate estimates of the compensation parameter λ, “welfare triangles” as Arnold C. Harberger called them. Today we use numerical simulation of general equilibrium models, often dynamic and subject to unpredictable shocks, to carry out welfare analysis with the general logic that I have just sketched. Some examples will, I hope, convey the applicability of this approach and some of the estimates that have emerged. Martin J. Bailey’s (1956) thought-experiment of a perfectly predictable inflation at a constant rate, induced by sustained growth in the money supply, was a pioneering example of the quantitative evaluation of policy. In a replication of the Bailey study, I estimated the welfare gain from reducing the annual inflation rate from 10 to 0 percent to be a perpetual consumption flow of one percent of income.1 Some economists take estimates like this to imply that inflation is a relatively modest problem, but one percent of income is a serious amount of money, and in any case, the gain 1
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depends on how much inflation there is. The gain from eliminating a 200 percent annual inflation–well within the range of recent experience in several South American economies–is about 7 percent of income. The development of growth theory, in which the evolution of an economy over time is traced to its sources in consumer preferences, technology, and government policies, opened the way for extending general equilibrium policy analysis to a much wider class of dynamic settings. In the 1980s, a number of economists used versions of neoclassical growth theory to examine the eﬀects of taxation on the total stock of capital, not just the composition of that stock.2 The models used in these studies diﬀer in their details, but all were variations on a one-good growth model in which consumers (either an infinitely lived dynasty or a succession of generations) maximize the utility of consumption and leisure over time, firms maximize profit, and markets are continuously cleared. In general, these studies found that reducing capital income taxation from its current U.S. level to zero (using other taxes to support an unchanged rate of government spending) would increase the balanced-growth capital stock by 30 to 60 percent. With a capital share of around 0.3, these numbers imply an increase of consumption along a balanced growth path of 7.5 to 15 percent. Of course, reaching such a balanced path involves a period of high investment rates and low consumption. Taking these transition costs into account, overall welfare gains amount to perhaps 2 to 4 percent of annual consumption, in perpetuity. Production per adult in France is about 70 percent of production per adult in the United States. Edward C. Prescott (2002) observes that hours worked per adult in France, measured as a fraction of available hours, are also about 70 percent of the 2
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comparable U.S. figure. Using estimates for France and the United States of the ratio (1+τ c )/(1−τ h ) that equals the marginal rate of subsitution between consumption and leisure in the neoclassical growth model, he shows that tax diﬀerences can account for the entire diﬀerence in hours worked and, amplified by the indirect eﬀect on capital accumulation, for the entire diﬀerence in production. The steady state welfare gain to French households of adopting American tax rates on labor and consumption would be the equivalent of a consumption increase of about 20 percent. The conclusion is not simply that if the French were to work American hours, they could produce as much as Americans do. It is that the utility consequences of doing so would be equivalent to a 20 percent increase in consumption with no increase in work eﬀort! The gain from reducing French taxes to U.S. levels can in part be viewed as the gain from adopting a flat tax on incomes,3 but it is doubtful that all of it can be obtained simply by rearranging the tax structure. It entails a reduction in government spending as well, which Prescott interprets as a reduction in the level of transfer payments, or in the government provision of goods that most people would buy anyway, financed by distorting taxes. Think of elementary schooling or day care. The gains from eliminating such fiscal “cross-hauling” (as Sherwin Rosen (1996) called the Swedish day care system) involve more than eliminating “excess burden”, but they may well be large. The stakes in choosing the right monetary and fiscal policies are high. Sustained inflation, tax structures that penalize capital accumulation and work eﬀort, and tax-financed government provision of private goods all have uncompensated costs amounting to sizeable fractions of income. We can see these costs in diﬀerences in economic performance across diﬀerent countries and time periods. Even in the United States, which visibly benefits from the lowest excess burdens in the modern world, economic analysis has identified large potential gains from further improvements in 3
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long-run fiscal policy. II. Gains from Stabilization: A Preliminary Calculation In the rest of the lecture, I want to apply the public finance framework just outlined to the assessment of gains from improved stabilization policy. Such an exercise presupposes a view of the workings of the economy in which short run monetary and fiscal policies aﬀect resource allocation in ways that are diﬀerent from the supply side eﬀects I have just been discussing. One possibility is that instability in the quantity of money or its rate of growth, arising from government or private sources, induces ineﬃcient real variability. If that were all there was to it, the ideal stabilization policy would be to fix the money growth rate. (Of course, such a policy would require the Federal Reserve to take an active role in preventing or oﬀsetting instabilities in the private banking system.) But this cannot be all there is to it, because an economy in which monetary fluctuations induce real ineﬃciencies–indeed, any economy in which money has value–must be one that operates under missing markets and nominal rigidities that make changes in money into something other than mere units changes. Then it must also be the case that these same rigidities prevent the economy from responding eﬃciently to real shocks, raising the possibility that a monetary policy that reacts to real shocks in some way can improve eﬃciency. If we had a theory that could let us sort these issues out, we could use it to work out the details of an ideal stabilization policy and to evaluate the eﬀects on welfare of adopting it. This seems to me an entirely reasonable research goal–I have been thinking success is just around the corner for thirty years–but it has not yet been attained. In lieu of such a theory, I will try to get quantitative sense of the answer to the thought-experiment I have posed by studying a series of simpler thought-experiments. 6



In the rest of this section, I ask what the eﬀect on welfare would be if all consumption variability could be eliminated.4 To this end, consider a single consumer, endowed with the stochastic consumption stream 2



ct = Aeµt e−(1/2)σ εt ,
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where log(εt ) is a normally distributed random variable with mean 0 and variance σ 2 . Under these assumptions 2
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where ρ is a subjective discount rate, γ is the coeﬃcient of risk aversion, and the expectation is taken with respect to the common distribution of the shocks ε0 , ε1 , ... Such a risk-averse consumer would obviously prefer a deterministic consumption path to a risky path with the same mean. We quantify this utility diﬀerence by multiplying the risky path by the constant factor 1 + λ in all dates and states, choosing λ so that the household is indiﬀerent between the deterministic stream and the compensated, risky stream. That is, λ is chosen to solve ∞ 1−γ X t ((1 + λ)ct )



E{



β



t=0



1−γ



}=



∞ µt 1−γ X t (Ae )



β



t=0



1−γ



,



(3)



where ct is given by (1). Cancelling, taking logs, and collecting terms gives 1 λ∼ = γσ 2 . 2



(4)



This compensation parameter λ–the welfare gain from eliminating consumption risk–depends, naturally enough, on the amount of risk that is present, σ 2 , and the aversion people have for this risk, γ. 4



This calculation replicates the one I carried out in Lucas (1987), Chapter III..
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We can get an initial idea of the value to the economy as a whole of removing aggregate risk by viewing this agent as representative of U.S. consumers in general. In this case, to estimate λ we need estimates of the variance σ 2 of the log of consumption about its trend, and of the coeﬃcient γ of risk aversion. Using annual U.S. data for the period 1947-2001, the standard deviation of the log of real, per capita consumption about a linear trend is 0.032.5 Estimates of the parameter γ in use in macroeconomics and public finance applications today range from 1 (log utility) to 4. Using log utility, for example, the formula (4) yields the welfare cost estimate 1 λ = (.032)2 = .0005, 2



(5)



about one twentieth of one percent of consumption. Compared to the examples of welfare gains from fiscal and monetary policy changes that I cited a moment ago, this estimate seems trivally small: more than an order of magnitude smaller than the gain from ending a 10 percent inflation! Many questions have been raised about this estimate, and subsequent research on this issue has pursued many of them, taking the discussion deep into new scientific territory. In the next four sections, I will review some of the main findings. III. Removeable Variance: Two Estimates Even if we do not know exactly how much consumption risk would be removed by an optimal monetary and fiscal policy, it is clear that it would fall far short of the removal of all variability. The major empirical finding in macroeconomics over the past 25 years was the demonstration by Finn E. Kydland and Prescott (1982), replicated and refined by Gary D. Hansen (1985) and by many others since, that technology shocks measured by the method of Robert M. Solow (1957) can 5
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induce a reasonably parameterized stochastic growth model to exhibit nearly the same variability in production and consumption as we see in postwar U.S. time series. In the basic growth model, equilibrium and optimal growth are equivalent, so that if technology shocks are all there is to postwar business cycles, resources are already being allocated eﬃciently and a variance-reducing monetary-fiscal policy would be welfare reducing. Even if the equilibrium is ineﬃcient, due to distorting taxes, missing markets, or the like, in the face of unavoidable technology and preference shocks an optimal monetary and fiscal policy will surely be associated with a positive level of consumption variance. We need to estimate the size of that part and remove it from the estimate of σ 2 used in (4). Matthew D. Shapiro and Mark W. Watson’s (1988) study is one of several relatively atheoretical attempts to break down the variance of production and other variables into a fraction due to what these authors call “demand” shocks (and which I will call “nominal” shocks) and fractions due to technology and other sources. Their study represents quarterly U.S. time series over the period 1951-1985 as distributed lags of serially independent shocks. The observables include first diﬀerences of a measure of hours worked, a log real GDP measure and the corresponding implicit price deflator. To these three rates of change are added an ex post real interest rate (the three month Treasury bill rate minus the inflation rate) and the change in the relative price of oil. The coeﬃcients of an invertible vector autoregression are estimated, subject to several restrictions. This procedure yields time series of estimated shocks ˆεt and decompositions of the variance of each of the five variables into the fractions “explained” by the most recent k values of each of the five shocks. Shapiro and Watson apply a variety of theoretical principles to the interpretation of their estimates. They do not consistently follow the general equilibrium practice of interpreting all shocks as shifts in preferences, technologies, or the behavior of policy variables, but they have in mind some kind of monetary growth model that does not 9



have a long-run Phillips curve.6 Real variables, in the long run, are determined by real factors only. Nominal shocks can aﬀect real variables and relative prices in the short run but not in the long run. This idea is not tested: Long run neutrality is imposed on the statistical model. In return it becomes possible to estimate separately the importance of nominal shocks to the short- and medium-run variability of output, hours, and real interest rates.7 In the five variable scheme that Shapiro and Watson use, there are two nominal variables, the inflation rate and the nominal interest rate, and three real ones, output, hours, and the relative price of oil. They assume as well five shocks, two of which are nominal in the sense of having no eﬀect on real variables in the long run. They are not able to measure the eﬀects of the two dimensions of nominal instability separately. The other three shocks are taken to be real. The assumed exogeneity of oil price shocks plus a long run neutrality hypothesis on hours are used to estimate the importance of three distinct real shocks. This aspect of their identification seems to me questionable, and in any case it is of an entirely diﬀerent nature from the neutrality of nominal shocks. I will just lump the eﬀects of the real shocks together, as Shapiro and Watson do with the two nominal shocks, and interpret their paper as partitioning the variance of output and hours into nominal and real sources. The resulting table is a condensation of their Table 2: INSERT TABLE 1 The two zeroes for output and hours in the last, long run, row of Table 1 are there by the definition of a nominal shock. But the two 94 percent entries in this row 6
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Address. 7 A similar, and similarly motivated, identification procedure was used in Olivier J. Blanchard and Danny Quah (1989). Thomas J. Sargent and Christopher A. Sims (1977) is a predecessor in spirit, if not in detail.
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for inflation and the nominal interest rate could have come out any way. I take the fact that these values are so close to one as a confirmation of Shapiro and Watson’s procedure for identifying nominal shocks. According to Table 1, these nominal shocks have accounted for something less than 30 percent of short-run production variability in the postwar United States. This eﬀect decays slowly, with no change after one year, a reduction to 20 percent after two years, and so on. One can ask whether a better estimate of the importance of nominal shocks could have obtained by using M1 or some other observable measure of monetary shocks. Many studies have proceeded in this more direct way8 , and much has been learned, but in the end one does not know whether the importance of monetary shocks has been estimated or just the importance of a particular, possibly very defective, measure of them. Information on future prices is conveyed to people by changes in monetary aggregates, of course, but it is also conveyed by interest rate and exchange rate movements, by changes in the fiscal situation that may lead to tighter or easier money later on, by changes in financial regulations, by statements of influential people, and by many other factors. Shapiro and Watson’s method bypasses these hard measurement questions and goes directly to an estimation of the importance of nominal shocks in general, those we know how to measure and those we do not, whatever they may be. A second reason for preferring the procedure Shapiro and Watson used is that the eﬀects of nominal shocks as they estimate them include the eﬀects of real shocks that could have been oﬀset by monetary policy but were not. Whatever it is that keeps prices from rising in proportion to a given increase in money must also keep relative prices from adjusting as neoclassical theory would predict they should to, say, an increase in the OPEC-set price of oil. Eﬀects of either kind–those initiated by monetary changes and those initiated by real shocks–will last only as long as the rigidity or glitch that gives rise to them lasts, vanishing in the long run, and will be 8
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identified as arising from the “nominal,” or “demand,” shock under the Shapiro and Watson identification procedure. Thus I want to interpret the estimates in columns 2 and 3 of table 1 as upper bounds on the variance that could have been removed from output and hours at diﬀerent horizons under some monetary policy other than the one actually pursued. The table gives no information on what this variance-minimizing monetary policy might have been, and there is no presumption that it would have been a policy that does not respond to real shocks. Shapiro and Watson applied the theoretical idea that nominal shocks should be neutral in the long run to obtain an estimate of the fraction of short run output variability that can be attributed to such shocks. Prescott (1986a) proceeded in a quite diﬀerent way to arrive at an estimate of the fraction of output variability that can be attributed to technology shocks. He used actual Solow residuals to estimate the variance and serial correlation of the underlying technology shocks. Feeding shocks with these properties into a fully calibrated real business cycle model resulted in output variability that was about 84 percent of actual variability.9 In a complementary study, S. Rao Aiyagari (1994) arrived at an estimate of 79 percent for the contribution of technology shocks, based on co-movements of production and labor input over the cycle. Shapiro and Watson find that at most 30 percent of cyclical output variability can be attributed to nominal shocks. Working from the opposite direction, Prescott and Aiyagari conclude that at least 75 percent of cyclical output variability must be due to technology shocks. These findings are not as consistent as they may appear, because there are important real factors besides technological shocks–shocks to the tax system, to the terms of trade, to household technology or to preferences–that are 9



Questions of measurement errors are discussed in the paper and by Summers (1986) in the same
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cyclically important but not captured in either of the categories I have considered so far.10 Even so, on the basis of this evidence I find it hard to imagine that more than 30 percent of the cyclical variability observed in the postwar U.S. could or should be removed by changes in the way monetary and fiscal policy is conducted. IV. Risk Aversion The estimate of the potential gains from stabilization reviewed in Section II rests on assumed consumer preferences of the constant relative risk aversion (CRRA) family, using but two parameters–the subjective discount rate ρ and the risk aversion coeﬃcient γ–to characterize all households. This preference family is almost universally used in macroeconomic and public finance applications. The familiar formula for an economy’s average return on capital under CRRA preferences, r = ρ + γg,



(6)



where g is the growth rate of consumption, makes it clear why fairly low γ values must be used. Per capita consumption growth in the U.S. is about .02 and the after tax return on capital is around .05, so the fact that ρ must be positive requires that γ in (6) be at most 2.5. Moreover, a value as high as 2.5 would imply much larger interest rate diﬀerentials than those we see between fast growing economies like Taiwan and mature economies like the United States. This is the kind of evidence that leads to the use of γ values at or near one in applications. But the CRRA model has problems. Rajnish Mehra and Prescott (1985) showed that if one wants to use a stochastic growth model with CRRA preferences to account for the entire return diﬀerential between stocks and bonds–historically about 10
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they call “labor supply” (and which I would call “household technology,” following Jess Benhabib, Richard Rogerson, and Randall Wright (1991) and Jeremy Greenwood and Zvi Hercowitz (1991) ).



13



6 percent–as a premium for risk, the parameter γ must be enormous, perhaps 40 or 50.11 Such values obviously cannot be squared with (6). This “equity premium puzzle” remains unsolved, and has given rise to a vast literature that is clearly closely related to the question of assessing the costs of instability.12 One response to the puzzle is to adopt a three- rather than two-parameter description of preferences. Larry G. Epstein and Stanley E. Zin (1989, 1991) and Philippe Weil (1990) proposed diﬀerent forms of recursive utility, preference families in which there is one parameter to determine intertemporal substitutability and a second one to describe risk aversion. The first corresponds to the parameter γ in (6), and can be assigned a small value to fit estimated average returns to capital. Then the risk aversion parameter can be chosen as large as necessary to account for the equity premium. Thomas D. Tallarini, Jr. (2000) uses preferences of the Epstein-Zin type, with an intertemporal substitution elasticity of one, to construct a real business cycle model of the U.S. economy. He finds an astonishing separation of quantity and asset price determination: The behavior of aggregate quantities depends hardly at all on attitudes toward risk, so the coeﬃcient of risk aversion is left free to account for the equity premium perfectly.13 Tallarini estimates a welfare cost of aggregate consumption risk of 10 percent of consumption, comparable to some of the supplyside gains cited in Section I, and two orders of magnitude larger than the estimate I proposed in Section II.14 As Maurice Obstfeld (1994) shows, this result is basically 11 12
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Narayana R. Kocherlakota (1996). 13 Similar results, obtained in a closely related context, were reported by Lars Peter Hansen, Thomas K. Sargent, and Thomas D. Tallarini, Jr. (1999). 14 James Dolmas (1998) uses still another preference family, obtaining much higher cost estimates than mine. Like Tallarini, Christopher Otrok (1999) develops and analyzes a complete real business cycle model. He uses a preference family proposed by John Heaton (1995). His cost estimates are
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the formula (4) with a coeﬃcient of risk aversion two orders of magnitude larger than the one I used. Fernando Alvarez and Urban J. Jermann (2000) take a non-parametric approach to the evaluation of the potential gains from stabilization policy, relating the marginal cost of business cycle risk to observed market prices without ever committing to a utility function. Their estimation procedure is based on the observation that consumption streams with a wide variety of diﬀerent risk characteristics–or something very nearly equivalent to them–are available for sale in securities markets. They use a mix of asset pricing theory and statistical methods to infer the prices of a claim to the actual, average consumption path and alternative consumption paths with some of the uncertainty removed. They call the price diﬀerentials so estimated marginal welfare costs, and show that they will be upper bounds to the corresponding total cost: my compensation parameter λ. The basic underlying hypotheses are that asset markets are complete and that asset price diﬀerences reflect risk and timing diﬀerences and nothing else. The gain from the removal of all consumption variability about trend, estimated in this way, is large–around 30 percent of consumption.15 This is a reflection of the high risk aversion needed to match the 6 percent equity premium, and can be compared to Tallarini’s estimate of 10 percent. But the gain from removing risk at what Alvarez and Jermann call business cycle frequencies–cycles of 8 years or less– is two orders of magnitude smaller, around 0.3 percent. Most of the high return on equity is estimated to be compensation for long term risk only, risk that could not be close to mine. A recent paper by Anne Epaulard and Aude Pommeret (2001) contains further results along this line, and provides a very useful quantitative comparison to earlier findings. 15 Alvarez and Jermann oﬀer many estimates in their Tables 2A-2D. My summary is based on Table 2D, which uses postwar (1954-1997) data and requires that consumption and dividends be cointegrated. From this table, I follow the authors and cite averages over the columns headed “8 years” and “inf.”
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much reduced by short run policies that are neutral in the long run. Accepting Shapiro and Watson’s finding that less that 30 percent of output variance at business cycle frequencies can be attributed to nominal shocks, the lower Alvarez and Jermann estimate of 0.3 should be reduced to 0.1 if it is to serve my purpose as an estimate of the value of potential improvements in stabilization policy. But it is important to keep in mind that this estimate is not smaller than Tallarini’s because of a diﬀerent estimate of risk aversion. Tallarini’s estimate of γ = 100 is the parametric analogue of Alvarez and Jermann’s “market price of risk”, based on exactly the same resolution of the equity premium puzzle. The diﬀerent cost estimate is entirely due to diﬀerences in the consumption paths being compared. Resolving empirical diﬃculties by adding new parameters always works, but often only by raising more problems. The risk aversion levels needed to match the equity premium, under the assumption that asset markets are complete, ought to show up somewhere besides securities prices, but they do not seem to do so. No one has found risk aversion parameters of 50 or 100 in the diversification of individual portfolios, in the level of insurance deductibles, in the wage premiums associated with occupations with high earnings risk, or in the revenues raised by state-operated lotteries. It would be good to have the equity premium resolved, but I think we need to look beyond high estimates of risk aversion to do it. The great contribution of Alvarez and Jermann is to show that even using the highest available estimate of risk aversion, the gain from further reductions in business cycle risk is below one-tenth of one percent of consumption. The evidence also leaves one free to believe–as I do–that the gain is in fact one or two orders of magnitude smaller. V. Incomplete Markets and Distribution Eﬀects The calculations I have described so far treat households as identical and individual risks as diversifiable. But as Per Krusell and Anthony A. Smith, Jr. (1999) 16



observe, “it is quite plausible that the welfare costs of cycles are not so high on average, but may be very high for, say, the very poor or currently unemployed members of society.” Several recent studies have pursued this possibility.16 Doing so evidently requires models with incomplete risk sharing and diﬀerently situated agents. Krusell and Smith (1999, 2002) study a model economy in which individual families are subject to three kinds of stochastic shocks. There is an aggregate productivity shock that aﬀects everyone, and employment shocks that diﬀer from person to person. Families are infinitely-lived dynasties, but every 40 years or so a family draws a new head, whose subjective discount rate is drawn from a fixed distribution. Dynasties with patient heads will accumulate wealth and while others will run their wealth down.17 The sizes of these shocks are chosen so that the model economy experiences realistic GDP fluctuations, unemployment spells have realistic properties, and the overall wealth distribution matches the U.S. distribution: In the model, the wealthiest 5 percent of households own 54 percent of total wealth; in reality, they hold 51 percent. It is essential to the substantive question that motivates this study that neither the employment shocks nor the uncertainty about the character of the household head can be diversified away. Otherwise, the individual eﬀects of the aggregate productivity shocks would be the same as in the representative agent models I have already discussed. One may argue over why it is that markets do not permit such diversification, but it seems clear enough that they do not: Where is the market where people can be insured against the risk of having irresponsible or incompetent parents or children? 16
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and Smith (1999, 2002), Kjetl Storesletten, Chris I. Telmer, and Amir Yaron (2001), and Tom Krebs (2002). 17 This way of modeling wealth changes within a fixed distribution across families was introduced in John Laitner (1992).
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These exogenous forces acting diﬀerentially across households induce diﬀerent individual choices, which in turn lead to diﬀerences in individual capital holdings. The state space in this economy is very large, much larger than anything people were working with numerically 15 years ago, and without the method developed in Krusell and Smith (1998) it would not have been possible to work out the predictions of this model. A key simplification comes from the fact that the impact on any one family of the shocks that hit others has to work through two prices, the real wage and the rental price of capital. These prices in turn depend only on the total stock of capital, regardless of the way it is distributed, and total employment, regardless of who has a job and who does not. By exploiting these features, solutions can be calculated using an iterative procedure that works like a dream: For determining the behavior of aggregates, they discovered, realistically modeled household heterogeneity just does not matter very much. For individual behavior and welfare, of course, heterogeneity is everything. In the thought-experiments that Krusell and Smith run with their model, removal of the business cycle is defined to be equivalent to setting the aggregate productivity shock equal to a constant. It is important to be clear on what the eﬀect of such a change would be on the behavior of the employment shocks to which individuals are subject, but the magical character of the experiment makes it hard to know how this question is best resolved. I will describe what Krusell and Smith did, and deal with some other possibilities later on. Suppose that a shock y = az + ε aﬀects an individual’s behavior, where z is the aggregate shock and ε is idiosyncratic. We project the individual shock on the aggregate, ε = cz + η, where the residual η is uncorrelated with z, and then think of an ideal stabilization policy as one that replaces y = az + ε = (a + c)z + η
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by yˆ = (a + c)E(z) + η. Not only is the direct eﬀect of the productivity shock z removed but also the indirect eﬀects of z on the individual employment shocks ε.18 In this particular application, removing the variance of the aggregate shock is estimated to reduce the standard deviation of the individual employment shocks by 16 percent.19 The first such thought-experiment Krusell and Smith describe involves a comparison between the expected utility drawn from the steady state of the economy with aggregate shocks and the expected utility from the steady state of the economy with aggregate shocks and their indirect eﬀects removed in the way I have just described. The welfare gain from eliminating cycles in this sense turns out to be negative! In a model, like this one, in which markets for risk pooling are incomplete, people will engage in precautionary savings, over-accumulating capital in the eﬀort to self-insure. This implies larger average consumption in the more risky economy. Of course, there are costs to accumulating the higher capital stock, but these costs are not fully counted in a steady state comparison. In any case, as Krusell and Smith emphasize, there is nothing really distributional about a steady state comparison: Every infinitely lived dynasty is assigned a place in the wealth distribution at random, and no one of them can be identified as permanently rich or poor. The whole motivation of the paper is to focus on the situation of people described as “hand-to-mouth consumers,” but a steady state comparison misses them. This observation motivates a second thought-experiment–one with much more complicated dynamics than the first–in which an economy is permitted to reach its steady state wealth distribution with realistic aggregate shocks, 18



This is a linear illustration of the more generally defined procedure described in Krusell and



Smith (1999). 19 Here and below, the numbers I cite are taken from Krusell and Smith (2002).
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and then is relieved of aggregate risk. The full transition to a new steady state is then worked out and taken into account in the utility comparisons. In this experiment, we can identify individuals as “rich” or “poor” by their position in the initial wealth distribution, and discuss the eﬀects of risk removal category by category. The average welfare gain in this second experiment is about 0.1 of one percent of consumption, about twice the estimate in Section II of this paper. (Krusell and Smith also assume log utility.) But this figure masks a lot of diversity. Low wealth, unemployed people–people who would borrow against future labor income if they could–enjoy a utility gain equivalent to a 4 percent perpetual increase in consumption. Oddly, the very wealthy can also gain, as much a 2 percent. Krusell and Smith conjecture that this is due to the higher interest rates implied by the overall decrease in precautionary savings and capital. Finally, there is a large group of middle wealth households that are made worse oﬀ by eliminating aggregate risk. These calculations are sensitive–especially at the poor end of the distribution– to what is assumed about the incomes of unemployed people. Krusell and Smith calibrate this, roughly, to current U.S. unemployment insurance replacement rates. If one were estimating the costs of the depression of the 1930s, before the current welfare system was in place, lower rates would be used and the cost estimates would increase sharply.20 It would also be interesting to use a model like this to examine the trade-oﬀs between reductions in aggregate risk and an improved welfare system Kjetl Storesletten, Chris I. Telmer, and Amir Yaron (2001) study distributional influences on welfare cost estimates with methods that are closely related to Krusell and Smith’s, but they obtain larger estimates of the gains from removing all aggregate shocks. They use an overlapping generations set-up with 43 working age generations, in which the youngest cohort is always credit constrained. In such a setting, the young are helpless in the face of shocks of all kinds and reductions in variance can yield large 20



See Satyajit Chatterjee and Dean Corbae (2001).
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welfare gains. But if the age eﬀects are averaged out to reflect the importance of intrafamily lending (as I think they should be) the gains estimated by Storesletten, Telmer, and Yaron under log utility are no larger than Krusell and Smith’s.21 In contrast to earlier studies, however, the Storesletten, Telmer, and Yaron model implies that estimated welfare gains rise faster than proportionately as risk aversion is increased: From Exhibit 2, for example, the average gain increases from 0.6 of a percent to 2.5 as γ is increased from 2 to 4. Two features of the theory interact to bring this about.22 First, and most crucial, is a diﬀerence in the way reductions in the variance of aggregate shocks aﬀect risks faced at the individual level. In the Storesletten, Telmer, and Yaron simulations, a bad realization of the aggregate productivity shock increases the conditional variance of the idiosyncratic risk that people face, so aggregate and individual risks are compounded in a way that Krusell and Smith rule out. A second diﬀerence is that idiosyncratic shocks are assumed to have a random walk component, so their eﬀects are long-lasting. A bad aggregate shock increases the chances that a young worker will draw a bad individual shock, and if he does he will suﬀer its eﬀects throughout his prime working years. The eﬀects of these two assumptions are clear: They convert small, transient shocks at the aggregate level into large, persistent shocks to the earnings of a small fraction of households. Whether they are realistic is question of fact. That individual earnings diﬀerences are highly persistent has been clear since Lee Lillard and Robert Willis’s pioneering (1978) study. The fanning out over time of the earnings and consumption distributions within a cohort that Angus Deaton and Christina Paxson (1993) document is striking evidence of a sizeable, uninsurable random walk compo21 22



Based on Exhibits 2 and A.3.1. Storesletten, Telmer, and Yaron do a good job of breaking the diﬀerences into intelligible pieces.



I also found the example explicitly solved in Krebs (2002) very helpful in this regard.
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nent in earnings. The relation of the variance of earnings shocks to the aggregate state of the economy, also emphasized by N. Gregory Mankiw (1986) in connection with the equity premium puzzle, has only recently been studied empirically. Storesletten, Telmer, and Yaron find a negative relation over time between cross-section earnings means and standard deviations in Panel Studies of Income Dynamics data. Costas Meghir and Luigi Pistaferri (2001) obtain smaller estimates, but also conclude that “the unemployment rate and the variance of permanent [earnings] shocks appear to be quite synchronized” in the 1970s and 80s. These issues are central to an accurate description of the risk situation that individual agents face, and hence to the assessment of welfare gains from policies that alter this situation. The development of tractable equilibrium models capable of bringing cross-section and panel evidence to bear on this and other macroeconomic questions is an enormous step forward. But Krusell and Smith find only modest eﬀects of heterogeneity on the estimates of welfare gains from the elimination of aggregate risk, and even accepting the Storesletten, Telmer, and Yaron view entails an upward revision of a factor of only about 5. The real promise of the Krusell-Smith model and related formulations, I think, will be in the study of the relation of policies that reduce the impact of risk by reducing the variance of shocks (like aggregate stabilization policies) to those that act by reallocating risks (like social insurance policies). Traditionally, these two kinds of policies have been studied by diﬀerent economists, using unrelated models and diﬀerent data sets. But both appear explicitly in the models I have reviewed here, and it is clear that it will soon be possible to provide a unified analysis of their costs and benefits.
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VI. Other Directions My plan was to go down a list of all the things that could have gone wrong with my 1987 calculations but, as I should have anticipated, possibilities were added to the list faster than I could eliminate them. I will just note some of the more interesting of these possibilities, and then conclude. The level of consumption risk in a society is, in part, subject to choice. When an economy that is subject to larger shocks, people will live with more consumption variability and the associated loss in welfare, but they may also substitute into risk-avoiding technologies, accepting reduced average levels of production. This possibility shows up in the precautionary savings–over-accumulation of capital–that Krusell and Smith (1999, 2002) found. As Garey Ramey and Valerie Ramey (1991) suggested, this kind of substitution surely shows up in other forms as well. In an endogenous growth framework, substitution against risky technologies can aﬀect rates of growth as well as output levels. Larry E. Jones, Rodolfo E. Manuelli, and Ennio Stacchetti (1999) and Anne Epaulard and Aude Pommeret (2001) explore some of these possibilties, though neither study attributes large welfare gains to volatility-induced reductions in growth rates. Gadi Barlevy (2001) proposes a convex adjustment cost that makes an erratic path of investment in knowledge less eﬀective than a smooth path at the same average level. In such a setting, reducing shock variability can lead to higher growth even without an eﬀect on the average level of investment. He obtains welfare gains as large as 7 percent of consumption in models based on this idea, but everything hinges on a curvature parameter on which there is little evidence. This is a promising frontier on which there is much to be done. Surely there are others.



23



VII. Conclusions If business cycles were simply eﬃcient responses of quantities and prices to unpredictable shifts in technology and preferences, there would be no need for distinct stabilization or demand management policies and certainly no point to such legislation as the Employment Act of 1946. If, on the other hand, rigidities of some kind prevent the economy from reacting eﬃciently to nominal or real shocks, or both, there is a need to design suitable policies and to assess their performance. In my opinion, this is the case: I think the stability of monetary aggregates and nominal spending in the postwar United States is a major reason for the stability of aggregate production and consumption during these years, relative to the experience of the interwar period and the contemporary experience of other economies. If so, this stability must be seen in part as an achievement of the economists, Keynesian and monetarist, who guided economic policy over these years. The question I have addressed in this lecture is whether stabilization policies that go beyond the general stabilization of spending that characterizes the last 50 years, whatever form they might take, promise important increases in welfare. The answer to this question is No: The potential gains from improved stabilization policies are on the order of hundredths of a percent of consumption, perhaps two orders of magnitude smaller than the potential benefits of available “supply-side” fiscal reforms. This answer does depend, certainly, on the degree of risk aversion. It does not appear to be very sensitive to the way distribution eﬀects are dealt with, though it does presuppose a system of unemployment insurance at postwar U.S. levels. I have been as explicit as I can be on the way theory and evidence bear on these conclusions. When Don Patinkin gave his Money, Interest, and Prices the subtitle “an integration of monetary and value theory,” value theory meant, to him, a purely static theory of general equilibrium. Fluctuations in production and employment, due to
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monetary disturbances or to shocks of any other kind, were viewed as inducing disequilibrium adjustments, unrelated to anyone’s purposeful behavior, modeled with vast numbers of free parameters. For us, today, value theory refers to models of dynamic economies subject to unpredictable shocks, populated by agents who are good at processing information and making choices over time. The macroeconomic research I have discussed today makes essential use of value theory in this modern sense: formulating explicit models, computing solutions, comparing their behavior quantitatively to observed time series and other data sets. As a result, we are able to form a much sharper quantitative view of the potential of changes in policy to improve peoples’ lives than was possible a generation ago.
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TABLE 1 PERCENTAGE OF VARIANCE DUE TO NOMINAL SHOCKS, BY FORECAST HORIZON
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