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Part I



Introduction Scope of this handout is to guide you through the techniques used to solve macroeconomic models. Most macroeconomic models follow the same structure: starting from an agent that optimizes his utility, they want to look at the equilibrium dynamics. Therefore, …rst step to solve macroeconomic models is generally the optimization. This can take the form of continuous or discrete time but is dynamic in nature as the agents are usually thought to maximize their lifetime utility. Hence, di¤erently from the standard microeconomics problem, optimization in macro models entails a "now vs later" type of trade o¤. The optimization process yields us a set of …rst order conditions which are usually dynamic non linear equations. Non linear systems are generally di¢ cult to deal with and therefore it is common practice to transform the set of …rst order conditions by taking a linear approximation of each of them around the steady state. This has two important implications: if on one hand it simpli…es things, on the other it transforms the problem into a local analysis - where local means "around the steady state". Once the conditions are linearized, we can cast them in a …rst order system of equations of the type Yt+1 = AYt +BXt or Y t = AYt +BXt - for discrete or continuous time respectively - and solve them. The solution can take two di¤erent forms: (i) analytic or (ii) graphic. The …rst one requires going through the diagonalization of the matrix of coe¢ cients to decouple the equations. The second one makes use of a graphical implant called "phase diagram". In general …nding the analytical solution is pretty cumbersome. However there exist a method that simpli…es things quite a lot. This is called the "Method of Undetermined Coe¢ cients" (UDC). Implementing it requires guessing a general linear solution for all the variables of the system and then looking for the coe¢ cients that multiply them. Educated guesses are usually to express all the endogenous variables as functions of state variables (endogenous and exogenous). To …nd the correct solution is therefore important to understand the logic of the model so that we understand the role played by all the variables. In general in fact there exist three di¤erent types of variables: (i) those controlled directly by the agent - controls - (ii) those controlled indirectly by the agent - endogenous states - (iii) those completely outside the control of 4



the agent - exogenous states -. The handout is organized as follows. Section II is a refresher and is intended to be a review of dynamic equations. We will deal with difference and di¤erential equations both …rst and second order. In this section it will be important to understand the conditions for the stability of a di¤erence or di¤erential equation, and the relationship that these conditions have with the eigenvalues in case of second order di¤erence or di¤erential equation. These same conditions will be recalled in the last part when talking about stability of a system of di¤erence or di¤erential equations. The equivalence stems from the fact that many models (RBC type) can be written either in form of systems of …rst order equations or as one second order equation. Section III describes shows how to perform intertemporal optimization. Concepts like the "Euler Equation" will accompany you along most of your studies in macroeconomics. Section IV shows you how to linearize the set of optimality conditions derived in the previous section. I present three techniques (Taylor expansion, Log Linearization and Total Di¤erential). These are all equivalent ways of doing the same thing, so use the one you’re more comfortable with. Section V will cover the solution of system of dynamic equations. I present the analytical solution (both for di¤erence and di¤erential equations) and the graphical solution for the former case. Following Blanchard and Kahn (1980) I also present a section dedicated to the solution of Rational Expectation models. This section stresses in more points the di¤erence between control and state variables. Although this should be clear from what discussed in Section III, it is very important to understand this di¤erence. It is in fact key to give an economic interpretation to the stability conditions imposed to dynamic systems and it is also crucial in the process of "educated guess" when using the method of undetermined coe¢ cients. The last Section presents a small example of the method of undetermined coe¢ cients.
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Part II



Dynamic Equations A dynamic equation is an equation that describes the motion of a variable of interest. If the variables are in continuous time the equation is called "di¤erential equation", while if it is in discrete time it is called "di¤erence equation". They take the general form: a1 y t + a2 y t + x t = 0 a1 yt+1 + a2 yt + xt = 0



(1) (2)



@yt and xt is a generic function of time, sometimes called where y t @t forcing term. Di¤erence and di¤erential equations are classi…ed according to their characteristics:



If a1 and a2 are constant, the equations are called constant coe¢ cients If they are of the form a1 (t) and a2 (t) it is called variable coe¢ cients If f (xt ) is a constant, it is called autonomous If f (xt ) = 0 it is called Homogeneous Finding the solution means …nding a function y (t) that has exactly the same dynamic described by the equation. In general there are different ways of solving these objects: Analytical Graphical - only for autonomous equations Here we will deal mainly with the analytical approach.



1



First Order Equations and Solution Techniques



For a di¤erential equation the order is the highest time derivative in the equation; while for a di¤erence equation it is the number of the higher time lag starting from time t. We will study separately …rst order and second order equation. 6



1.1



Continuous time



Given the equation: y t + u (t) yt = xt the solution methods di¤er depending on the type of equation 1.1.1



Homogeneous with constant coe¢ cients



This is the simplest case. The equation takes the form: y t + ayt = 0 this can be rewritten as



1 @yt = yt @t



a



by integrating both parts we get: ln yt =



at + c



therefore the solution for yt is: yt = e



at+c



or yt = Ae



at



(3)



where A = ec . This is usually called the General Solution. If we have an INITIAL CONDITION we can however retrieve the particular solution. Suppose that y (0) = y0 , therefore by substitution we get: y (0) = Ae a0 = y0 which yields A = y0 . The DEFINITE SOLUTION is therefore: yt = y0 e



at



(4)



NOTE: The general solution (3) describes an in…nite number of solutions, depending on the initial condition, but only one solution, once the initial condition is satis…ed. The form of the solution of a di¤erential equation tells us the value of y at any point in time. Note that the equation converges if a> 0 diverges if a< 0 and it is constant if a = 0:
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1.1.2



Autonomous case with constant coe¢ cients



In presence of a constant coe¢ cient, the di¤erential equation becomes of the form: y t + ayt = b (5) In general, when a constant term is added to a di¤erence or di¤erential equation, the solution is found in steps: 1. Find the solution to the associated homogeneous equation (reduced equation)- complementary solution 2. Find the particular solution which is any particular solution of the di¤erential equation 3. The solution of the equation will be the sum of the two: yt = yC + yP As shown before, the complementary solution is: at



yC = Ae



As for the particular solution, we can just look for the easiest way: the case where y is a constant. In this case y = k and therefore y t = 0. Substituting this into the equation (5) yields the particular solution: b a



yP = The solution of (5) therefore is: yt = Ae



at



+



b a



(6)



To …nd the DEFINITE SOLUTION we still have to solve for the value of A. Given (6) we can solve for A as a function of the initial condition y (0) = y0 : y (0) = Ae



a0



+



b = y0 a



which yields: A = y0



b a



The de…nite solution is therefore: yt = y0



b e a 8



at



+



b a



(7)



Remark 1 Special Case - For the special case when a = 0 the solution can be found by direct integration Remark 2 Graphical Solution - also for homogeneous with steady state at zero Given any …rst order di¤erential equation we can easily …nd a graphical solution y t + ah (yt ) = b The …rst step is to solve for the steady state; then describe the path of the variable y t as a function of yt . The presence of non linearities opens the possibility for multiple steady states and oscillating cycles when the slope of y t is not de…ned (i.e. in…nite) at the steady states. In case of a linear equation like y t + ayt = x the presence of linearity in y makes the solution easy as the plot will just be a straight line with slope a. Depending on a being > or < than zero we will have uniform convergence or divergence from the steady state for any starting point y0 1.1.3



Variable Coe¢ cients Homogeneous Case



The presence of variable coe¢ cients slightly modi…es the solution. The equation in this case is of the form: y t + u (t) yt = 0 It can be rewritten as:



1 @yt = u (t) yt @t then we can integrate both sides and get: Z ln yt = u (t) dt + c



and therefore the solution for yt takes the form: R



yt = e = Ae



u(t)dt+c R u(t)dt



=



where the last line uses the fact that A = e c . The DEFINITE SOLUTION can be obtained once we have an initial condition. However in this case we also need to specify the function of the coe¢ cient u (t) so that we can …nd the value of A that satis…es: R y0 = Ae u(0)dt 9



1.1.4



Variable Coe¢ cients Non Homogeneous Case



This represents the more general case. As you have demonstrated during the math class, the solution to an equation of the type: y t + u (t) yt = w (t) can be written as: yt = e



R



u(t)dt



A+



Z



R



w (t) e



u(t)dt



(8)



dt



with an appropriate initial condition and functions for the coe¢ cient and the forcing term one can solve for the value of A:



1.2



Discrete time - constant coe¢ cients



In discrete time the variable yt can take values only at discrete intervals, hence the analogous concept of the time derivative becomes ytt . The discrete time version of a di¤erential equation is therefore: yt = cyt + b t



(9)



By noting that the time interval is always equal to one period and that yt = yt+1 yt we can rewrite expression (9) as: yt+1 = (c



1) yt + b



which is the general form for a di¤erence equation of degree 1. In this section we will deal with di¤erence equations of the type: yt+1 = ayt yt+1 = ayt + b yt+1 = ayt + bt When the equation is homogeneous or when it is autonomous, the easiest way to compute the solution is by recursive substitution. Given an initial value y0 we know that y1 = ay0 y2 = ay1 = a2 y0 ::: y t = at y 0 10



(10)



Standard Solution for Homogeneous Di¤erence Equations yt+1 ayt = 0 To draw the parallel with the continuous time case, remember that in that case the solution was of the type yt = Ae at . For the discrete case we can therefore guess a GENERAL SOLUTION of the type yt = Az t and verify if it is correct. Plugging this guess in the equation we get: Az t+1 = aAz t which gives us the condition z=a Hence, given an initial condition of the type y (0) = y0 we can easily verify that the guess we made grants us a DEFINITE SOLUTION: y t = at y 0 which is exactly the same one found by substitution. It is easy to study the dynamics for the equation above: a > 1 ! explosive dynamic a = 1 ! y is constant at y0 0 < a < 1 ! y converges to zero a = 0 ! y is constant at zero 1 < a < 0 ! y is converging to zero but oscillating a=



1 ! y is perpetually oscillating with boundaries



a



1 ! y oscillates and diverges



y0



Solution for an autonomous equation: y1 = ay0 + b y2 = ay1 + b = a2 y0 + ab + b ::: t 1 X y t = at y 0 + b aj j=0
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(11)



Remark 3 On the Equivalence of the solutions for the AUTONOMOUS case Technically we could proceed exactly in the same way as for the differential equations by …nding …rst the complementary solution and then the particular solution. In this case we have: yC = Aat b yP = 1 a where the particular solution is the one that imposes yt = yt+1 = k (steady state relationship) and substitute it into yt+1 = ayt + b. Then the de…nite solution will be: yt = y0



b 1



a



at +



b 1



a



this can be rewritten as: 1



y t = y 0 at + b



1 a "1 X = y 0 at + b aj j=0



= y 0 at + b



t 1 X



1



at 1 a # 1 X aj j=t



aj



j=0



Solution for the variable coe¢ cients case: y1 = ay0 + b0 y2 = ay1 + b1 = a2 y0 + ab0 + b1 ::: t 1 X y t = at y 0 + aj b j



(12)



j=0



Remark 4 Non Linear First Order Di¤ erence Equations: If one has a …rst order equation with constant coe¢ cients like yt+1 + ah (yt ) = k 12



this can be rewritten as yt+1 = f (yt ) and the solution can be studied graphically as long as f is a function of yt alone and therefore it can be graphed. The stability of the solution will depend on the slope of f (yt ): f 0 (yt ) > 1 divergent 0 < f 0 (yt ) < 1 convergent 1 < f 0 (yt ) < 0 convergent with overshooting



1.2.1



f 0 (yt ) =



1 oscillating



f 0 (yt ) 



1 divergent



Lead and Lag Operator



Another way to solve …rst order di¤erence equations is through the use of the LAG and LEAD operators. The lag operator L is an operator such that: Lxt = xt



1



L (Lxt ) = L2 xt = xt



2



L ( xt ) = Lxt = xt



so that in general Lk xt = xt



k



1



L (xt + wt ) = Lxt + Lwt = xt



1



+ wt



1



The lead operator L 1 (or sometimes called F ) does just the opposite and has the same properties: F xt = xt+1 Th operators L and F greatly simpli…es our lives when operating with di¤erence equations. Given the …rst order di¤erence equation xt+1 = axt + zt



(13)



we can rewrite it using the lead or lag operator depending on the value of the parameter a.
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1. jaj < 1



In this case the equation can be solved backward: xt+1 = axt + zt = a [axt 1 + zt 1 ] + zt = a2 xt 1 + azt 1 + zt | {z }



then for t ! 1 the term ( ) disappears and the solution can be written only in terms of the history of the forcing term zt . This same calculation can be more easily done with the use of the lag operator L:



(1 now (1 write:



xt+1 = axt + zt xt+1 = aLxt+1 + zt aL) xt+1 = zt



aL) is invertible given the condition on a and we can xt+1 = (1



aL)



1



zt



the expression above can then be rewritten recognising that (1 aL) is the ratio of a geometric series. If we rewrite it as a sum of in…nite terms it becomes: xt+1 = =



1 X j=0 1 X



(aL)j zt



(14)



aj zt



(15)



j



j=0



2. jaj > 1



In this case the backward solution does not work, because the system would explode as t ! 1. What we can do is then invert the equation and solve it forward: xt+1 = axt + zt + 1 1 zt xt = xt+1 a a | {z } wt
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1



Once we wrote the equation in this form, we can use the lead operator and then solve it as before: 1 xt = F xt + wt a 1



1 F a



xt = wt xt = 1



1 F a



1



wt



Following the same logic as before this solution can be rewritten as: 1 j X 1 xt = wt+j (16) a j=0 which is: the variable xt is solved as a function of the in…nite future values of the forcing term wt .



IMPORTANT: In general most macro models reduce to a set of dynamic linear equations. Simpler models - like the one that you will be studying - can be reduced to two dynamic equations of the type above. It is in general the case that one of them will be have a value of the parameter a > 1 and the other one will have a value of the paramenter a < 1. This mathematical distinction carries also an economic meaning, and hence it guides our intuition on how to solve macroeconomic models. Slow moving variables (also called predetermined or state variables) will be thought of being function of their own past and therefore will have a value of a < 1 and be solved "backwards". Fast moving variables (also called forward looking or jump variables) are those which are function of their future values (i.e. an interest rate which moves today because agents expect interest rates to be higher in teh future) and therefore will have a a > 1 and will be solved "forward". This will be clearer when we will study systems of dynamic linear equations and rational expectations models.
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Higher order Equations and Solution Techniques



As for the cases seen before, also higher order equations involve simply a smart guess for the solution. After guessing the solution and some computation one can use the initial conditions to …nd the unknown parameters and can derive the de…nite solution. 15



constant coe¢ cients, both homogeneous and autonomous. We will deal only with the cases of



2.1



Continuous time - constant coe¢ cients



We will take into consideration the cases of constant coe¢ cients and look at homogeneous and non homogeneous di¤erential equations. 2.1.1



Homogeneous and Autonomous Cases



As a generalization of the previous case, a second order di¤erential equation takes the form: ay t + by t + cyt = d (17) As before we …rst have to deal with the associated homogeneous equation. Given that the solution to a …rst order di¤erential equation by t +cyt = 0 is going to be yt = Aert , we can conjecture the same solution and use the fact that: y t = Arert y t = Ar2 ert and substitute these into (17) so that we get: Aert r2 a + rb + c = 0 which has solutions whenever the polynomial in r - called "characteristic polynomial2 - has a solution; which is whenever (r2 a + rb + c) = 0. The roots of the characteristic polynomial can be found in the standard way: p b2 4ac b r1;2 = 2a There are three cases: 1. (b2



4ac) > 0 =) two distinct real roots



In this case the complementary solution is3 : yC = A1 er1 t + A2 er2 t 2



As we will show later when talkig about second order di¤erence equations, the Characteristic polynomial is also the determinant of the square matrix obtained from rewriting the equation in form of system. Hence the roots of the charcteristic polynomial are related to the eigenvalues of the matrix : 3 Each of the two bits is itself a solution to the equation. However, we need to take into account both because we need two constants A1 and A2 . The problem being that in two rounds of di¤erentiations we can lose two constants, and therefore to do the reverse procedure we need to put two constants to completely pin down the system. The easiest way to take into account both solutions is just to look for a linear combination of the two with weights equal to 1.



16



Showing how the presence of two initial conditions would allow us to completely pin down the system is easier in the homogeneous case: ay t + by t + cyt = 0, y (0) = y0 , y (0) = z0 (18) there are unique values A1 ; A2 such that the solution assumes the form (18). Given the initial conditions we can in fact use them to solve for the unknowns A1 and A2 : y (0) = A1 er1 0 + A2 er2 0 = A1 + A2 = y0 y (0) = r1 A1 er1 0 + r2 A2 er2 0 = r1 A1 + r2 A2 = z0 which gives us a system in two equations two unknowns with two distinct solutions: A1 + A2 = y 0 r1 A1 + r2 A2 = z0 To see that the solutions for (A1 ; A2 ) are distinct just rewrite the system in matrix form: 1 1 A1 y = 0 r 1 r 2 A2 z0 | {z } R



Because r1 6= r2 the rank of the matrix R is full and the system is non singular. Example 5 y t y (t) = e2t + 2e



t



yt



2yt = 0,



y (0) = 3, y (0) = 0 has solution



Compute the two roots of the equation, write down the general solution and solve for the coe¢ cients (A1 ; A2 ) Then we can …nd the particular solution just by supposing that yt = k. In this case we have: d c so that the de…nite solution will take the form: yP =



d c where the constants A1 and A2 can be found once we have two initial conditions. yt = A1 er1 t + A2 er2 t +



IMPORTANT: The dynamics of the solution depend on the size of the roots r1 and r2 in particular: 17



- If r1 ; r2 > 0 then the system is explosive - If r1 ; r2 < 0 then the system is gobally stable - If r1 > 0; r2 < 0 (or vice versa) then the system is saddle path stable



Remark 6 Autonomous Case If c = 0 then the particular solution is not de…ned; try with yp = kt so that if c = 0 we have the equation ay t + by t = d but if yp = kt this reduces to bk = d =) k = db . Therefore yP = db t



2 (b2



4ac) = 0 =) one real root (or two equal ones)



In this case the solution is: yt = A1 ert + A2 ert = (A1 + A2 ) ert = A3 ert However, this cannot qualify as a solution because we just have one constant (A3 ) and we need another one. The TRICK here is to add another term independent from A3 ert . By heuristic rule one can demonstrate that the correct term to add is4 A4 tert so that the complementary solution becomes of the type: yC = A3 ert + A4 tert 4



We can easily show that this term is indeed a solution: yt = A4 tert



has for derivatives: yt = (tr + 1) A4 ert ;



yt = t2 r + 2r A4 ert



and if we plug these two into the equation: t2 k + 2k A4 ekt + (tk + 1) A4 ekt + cyt = 0 and we use the fact that b2 =



4ac;



r=



we can see that the equality is indeed satis…ed.
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b 2a



Example 7 y t 4y t + 4yt = 0, y (t) = 2e2t + te2t



y (0) = 2, y (0) = 5 has solution



Compute the two roots of the equation, write down the general solution and solve for the coe¢ cients (A1 ; A2 )



3 (b2



4ac) < 0 =) two complex roots



In this case the complementary solution is: yC = e t (C1 cos t + C2 sin t) which describes an oscillating function. The reason of this formulation is that when (b2 solutions of the characteristic polynomial are: p 4ac b2 b +i r1 = 2a p 2a b 4ac b2 r2 = i 2a 2a



4ac) < 0 the



Let’s call: b p2a 4ac b2 = 2a =



so that we can write the solution as: yC = A1 e( +i )t + A2 e( = e t A1 ei t + A2 e



i )t i t



then use the Euler’s formula e i t = cos t following complementary solution:



i sin t to obtain the



yC = e t [A1 (cos t + i sin t) + A2 (cos t



i sin t)]



Then we need to pick up the coe¢ cients that are also complex conjugates so that the imaginary part will cancel out. In fact if we choose A1 = c1 + ic2 A2 = c1 ic2 19



by substituting we get to a real solution: yC = e t (2c1 cos t 2c2 sin t) = e t (C1 cos t + C2 sin t) The de…nite solution will therefore be: yt = e t (C1 cos t + C2 sin t) +



d c



(19)



Given initial conditions we can …nd the values of the constants exactly as before if we remember that: @ cos t = sin t @t @ sin t = cos t @t NOTE: the convergence properties of the equation depend on e t , so that the system diverges if > 0 and converges if < 0



2.1.2



Non Autonomous Case - forcing term



Di¤erently from the previous formulation we have a forcing term: ay t + by t + cyt = gt



(20)



The solution is found using the method of undetermined coe¢ cients.



2.2



Discrete time - constant coe¢ cients



As before we look at constant coe¢ cients equations and divide the analysis into Homogeneous and Autonomous cases. 2.2.1



Homogeneous and Autonomous Cases



As for the continuous case, here we apply the same logic. Given an equation of the type: yt+2 + ayt+1 + byt = c



(21)



we can solve it in the same way as before: …rst we solve the associated homogeneous equation yt+2 + a1 yt+1 + a2 yt = 0 and …nd the complementary solution, then we …nd a particular solution and then we combine the two just by summing them: yt = yC + yP . 20



The smart guess of the solution is exactly as before. We saw that for the …rst order di¤erence equation a good candidate for the solution of the homogeneous case is yt = Abt . By analogy we can also try it in this case: yt = Art By plugging it into the equation (21) we get: Art+2 + a1 Art+1 + a2 Art = 0 which can be reduced to the "characteristic polynomial": r 2 + a1 r + a2 = 0 which has roots equal to: r1;2 =



p



a2 2



a



4b



Now again we have to deal with three di¤erent cases: 1. (a2



4b) > 0 =) two real roots



In this case the complementary solution is: yC = A1 r1t + A2 r2t Then we can …nd the particular solution just by supposing that yt = k. In this case we have: k + ak + bk = c which yields: k=



c 1+a+b



yP =



c 1+a+b



so that The solution will be:



yt = A1 r1t + A2 r2t +



c 1+a+b



(22)



where the constants A1 and A2 are determined once we have an initial condition (for example y (0) = y0 , y (1) = y1 ). As we have



21



been doing so far, we can plug these two conditions into (22) and get the following system: c = y0 A1 + A2 + 1+a+b c A1 r1 + A2 r2 + 1+a+b = y1 c = for simplicity. Then we can solve the call the quantity 1+a+b system for the undetermined coe¢ cients A1 ; A2 :



A1 = y 0 A2 A2 ) r 1 + A2 r 2 + = y 1



(y0



The second equation yields the value of A2 which can be then substituted into the …rst equation to obtain A1 : A2 =



y1



A1 = y 0



(y0 ) r1 r2 r1 y1 (y0 ) r1 r2 r 1



These coe¢ cients can be then plugged back into (22) to pin down the solution. IMPORTANT: The dynamics of the solution depend on the size of the roots r1 and r2 in particular: - If jr1 j; jr2 j > 1 then the system is explosive



- If jr1 j; jr2 j < 1 then the system is gobally stable - If jr1 j; jr2 j = 1 then the system is constant



- If jr1 j > 1; jr2 j < 1 (or vice versa) then the system is saddle path stable



Remark 8 As a general rule, given any di¤erence or di¤erential equation, it can always be rewritten in terms of a system. It is instructive to try with the homogenous case above: yt+2 + ayt+1 + byt = 0 using the identity yt+1 = yt+1 we can cast the equation in matrix form: 1a 01



yt+2 0 b = yt+1 1 0 22



yt+1 yt



This operation is very useful because, just by inverting the triangular matrix on the left, it allows us to express the system as a …rst order equation: Yt+1 = CYt : yt+2 = yt+1



a b 1 0



yt+1 yt



In general we saw that the dynamics of the …rst order equations yt+1 = ayt depend on the size of the parameter a. In the case of higher order equations the dynamics depend on the EIGENVALUES OF THE ASSOCIATED MATRIX C. Let’s compute the eigenvalues: a



jC 1



2



Ij = 0 b =0



+ a + b=0 a



p



+



2 A2



a2 4b 2a We can therefore see that the eigenvalues are exactly the roots of the characteristic polynomial. Hence the size of the roots will determine the dynamics of the equation. In particular the solution to the homogeneous di¤ erence equation can be written in terms of eigenvalues as well: 1;2



yt =



=



1 A1



IMPORTANT: macroeconomic models like the Real Business Cycle model can be reduced to a second order di¤ erence equation in the predetermined (or state) variable. Hence you will see that the equatio above is in fact the solution for the state variable of the model, with the dynamics governed by the value of 1 . Remark 9 Alternatively we could have expressed the di¤erence equation in terms of the lag operator: yt + aLyt + bL2 yt = 0 1 + aL + bL2 yt = 0 + 2 1 + a + b=0 and we can demonstrate that the following is true: 1 1 = 1= r1 1 1 1 = 2= r2 2 23



where 1;2 are the eigenvalues of the matrix associated to the second order equation. CAREFUL (!!!!!!) It is sometimes confusing as people tend to talk generically about "roots" without making the distinction between: Roots of the characteristic polynomial Roots of the polynomial in the lag operator



2 (a2



(L)



4b) = 0 =) one real root (or two equal ones)



In this case the complementary solution is of the type: yC = (A1 + A2 ) rt = A3 rt As for the case in continuous time, also here the TRICK applies. We therefore need to add an independent term of the type A4 trt . So that the modi…ed complementary solution becomes: yC = A3 rt + A4 trt



(23)



Nothing changes for the particular solution: yP =



c 1+a+b



and the de…nite solution will therefore be: yt = A3 rt + A4 trt +



c 1+a+b



where A3 and A4 are determined once we specify initial conditions.



3 (a2



4b) < 0 =) two complex roots



In this case we have to de…ne: a p2 4b a2 v= 2



h=



and the complementary solution will be given by: yC = A1 (h + iv)t + A2 (h 24



iv)t



t t Using De Moivre’ s formula p we know that h(h iv) = R v(cos t p where R = h2 + v 2 = b and cos = R and sin = R .



i sin t),



By substituting these equations into yC we get: yC = A1 Rt (cos t + i sin t) + A2 Rt (cos t = Rt (A3 cos t + A4 sin t) with A3 = A1 + A2 and A4 = (A1



i sin t) (24)



A2 ) i



The de…nite solution can then be found following the same steps as before.



Remark 10 Dynamics of the Solutions: As for the forst order case, while the dynamics for di¤erential equations is determined by the roots being greater or smaller than zero, for the di¤erence equations the critical value is 1



2.2.2



Non Autonomous Case - forcing term



In the presence of a forcing term the method of undetermined coe¢ cients is applied
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Part III



Dynamic Optimization In this section we will look at the optimization problem of economic agents. For the optimization in discrete time we will use the standard Lagrange multipliers method, while for continuous time we will use the Hamiltonian equation. In general, both methods give us a set of non linear equations that describe the optimal behavior. In the next section we will then see how to reduce this system of non linear equations to a linear system of the type Yt+1 = AYt + BXt . In the …nal section we will see how to solve them.



3



Intertemporal Lagrangian



The problems we will have to solve in standard macro model are a straightforward generalization of what you saw in your math and microeconomics classes.



3.1



A Reminder: The Static Problem



In your math class you saw how to solve problems of the type: max U = u (c; x) c



s:t: g (c; x) = where the notation g (c; x) = is the compact way of writing a series of I constraints of the type gi (c; x) = i for i = 1; :::; I: The function u (c; x) is our objective function which depends on the action of the decision maker (the vector of c = [c1 ; c2 ; :::; cJ ]0 ) called control variables and on a series of exogenous variables x. In economic terms think of u (c; x) as being a utility function of the agent who maximizes it by choosing his consumption level and x as being an exogenous parameter (say income). The solution to this problem will give us the optimal consumption level as a function of the exogenous variables x. The standard way to solve problems of this kind is by setting up a
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Lagrangian5 : L (c; x; ) = u (c; x) +



I X



i



[



gi (c; x)]



(25)



i=1



As you might remember, we need one multiplier for each one of the constraints. The optimal solution is found by solving the unconstrained maximization of (25). The …rst order conditions yield a system in (I + J) equations and (I + J) unknowns: ( PI @gi (c;x) for j = 1; :::; J cj : @u(c;x) i=1 i @cj @cj (26) gi (c; x) = 0 for i = 1; :::; I i In general the …rst set of …rst order conditions in (26) serve to pin down the behaviour of the consumer at the optimum. In terms of your microeconomics class, this is like the condition M RSck ;cl = ppkl . However, this only describes the characteristics of the optimal decision, but does not give any information on the actual level of consumption. To solve for that we need one equation (or a set of them) that constraint the level of consumption on the basis of the resources available. These equations are given by the second set of …rst order conditions in (26). Together they are able to pin down the solution of the problem. The solution of the optimization problem is a vector choice variables c = [c1 ; c2 ; :::; cJ ]0 and of multipliers = [ 1 ; 2 ; :::; I ]0 which are functions of parameters and exogenous variables. The multipliers as you know have the meaning of marginal utility associated to a relaxation of the constraint: @@L and for this reason i it is usually called shadow price or shadow value of the constraint. This property comes from an application of the Envelope Theorem. NOTE: In general the set of …rst order conditions are just a necessary but not su¢ cient conditions for a maximum. To check for the maximum one should check the second order conditions too. However, macroeconomists are fortunately pretty lazy and they usually work with functions u (c; x) which are strictly concave. In this case, given that the budget set is a convex set, the FOCs become necessary and su¢ cient. 5



This function was named after the Italian mathematician and astronomer Giuseppe Lodovico Lagrangia (Turin 1736 - Paris 1813).
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3.2



The Dynamic Problem



The previous optimization problem was static in nature in the sense that the agent would face a trade o¤ between goods in the same period. However, in macroeconomics, many problems that agents face entail a "now vs later" trade o¤s. This makes the problem inherently dynamic. The logic for the solution is the same, but we need to pay a bit more attention to the nature of the variables of the problem. The typical consumer problem takes the form: max U = c



T X



t



u (ct )



t=0



s:t:



at+1 = (1 + rt ) at + wt N aT +1 0a0 given



ct



(27)



with frt gTt=0 and fwt gTt=0 exogenously given. A trivial solution to this problem would be to set aT +1 = 1 and therefore enjoying in…nite utility. This case is ruled out by the terminal condition aT +1 0 Before setting up the optimization problem some preliminary remarks: The …rst equation is the function to maximize. It is a utility function for an agent that lives T periods. The function has the characteristic to be time separable: U = u (c0 ) + u (c1 ) +



2



u (c2 ) + ::: +



T



u (cT )



so that consumption today does not in‡uence the marginal utility of consumption tomorrow. This is a standard characteristic of these utility functions. A di¤erent category of utility functions are those that feature habit formation: in this case the utility function is something like u (ct 1 ; ct ) so that consumption at time t a¤ects marginal utility of consumption at time t and t + 1 as well. The second and third equations are the constraints. The …rst one is what is at the heart of dynamic optimization. Equation (27) is sometimes called state evolution or accumulation equation. To understand the reason for this terminology we have to understand the logic of the problem: the consumer at every period t chooses its consumption level taking as given its level of assets at . This is because the level of assets 28



at was determined by the choice of consumption one period before. Imagine we are at period zero. The state evolution equation would take the form: a1 = (1 + r0 ) a0 + w0 N |{z} {z } | State



Exogenous



c0 |{z}



Choice V ariable



As we can see there is a part which is exogenously given: a0 is the initial condition given by the problem, and the sequences of wages and interest rates are given. The consumer then takes all the exogenous variables as given and maximizes his utility choosing c0 (choice variable). Therefore the consumer determines indirectly the variable a1 . At period t = 1 together with the exogenous variables w1 and r1 the variable a1 will then completely determine the state of the system as they will determine the conditions that the consumer will take as given when choosing c1 . For this reason in a standard macro problem we can distinguish di¤erent types of variables: i Control (or Choice) variables - ct ii Exogenous state variables - wt , rt iii Endogenous state variables - at Distinguishing between types of variables is relevant not only to understand the nature of the problem, but because we will see in the last section it is crucial when we want to study the dynamics of our model. We will see that after the procedure of optimization we will ba able to reduce our model to a set of dynamic equations which we can rewrite in terms of a linear dynamic system of the type Yt+1 = AYt or Yt+1 = AYt + BXt . The vector Y contains the variables of our model. We will then want to solve for the steady state of the system and study the dynamics of the system around the steady state. Typically - as for the di¤erence and di¤erential equations - the stability of a system of the type Yt+1 = AYt will depend on the eigenvalues of the matrix A. The disntinction between state and control variables will be crucial to give the model a stable solution with a proper economic meaning. In general therefore the solution of a macroeconomic model will involve the following steps: 1 Solve the optimization problem and obtain the …rst order conditions (FOC), which are non linear 29



2 Solve for the Steady State (SS) 3 Linearize the FOCs around the SS 4 Reduce the system of now linear equations in a system that has Controls and Endogenous States (the system now takes the form Yt+1 = AYt or Yt+1 = AYt + BXt where the vector Y contains only Controls and Endogenous States and X contains Exogenous states) 5 Study the dynamics of the system around the SS



3.2.1



Lagrangian and FOCs



Now that we understand the essence of the problem we can start with the math. Let’s set up the optimization problem with …nite horizon: L (c; a; ) =



T X t=0



t



T X u (ct )+



t



t



[ at+1 + (1 + rt ) at + wt N



ct ]+



T +1



t=0



(28) In case we were to solve an optimization problem with in…nite horizon the Lagrangian would reduce to: L (c; a; ) =



1 X t=0



t



u (ct )+



1 X



t



t



[ at+1 + (1 + rt ) at + wt N



ct ] (29)



t=0



In fact the terminal condition becomes limT !1 T +1 T +1 aT +1 = 0. This is the analogue in in…nite time of the complementary slackness condition T +1 T +1 aT +1 = 0 and it’s called transversality condition. Because the two problems are identical, with the only di¤erence of the terminal condition, we will just solve the …nite horizon case. The …rst order conditions are found by deriving with respect to controls and endogenous states. However, because at time t we only control the state at time t + 1 we will have to derive with respect to that. The system of FOCs is: 8 ct : u0 (ct ) = t > > > > at+1 : > t = t+1 (1 + rt+1 ) > < at+1 = (1 + rt ) at + wt N ct t (30) a : > T +1 T +1 = T > > T +1 > : aT +1 0 > > : T +1 T +1 CSC : T +1 aT +1 = 0 30



T +1 aT +1



and for the case of in…nite horizon it is simply: 8 u0 (ct ) = t < ct : at+1 : t = t+1 (1 + rt+1 ) : ct t at+1 = (1 + rt ) at + wt N



(31)



NOTE: For both cases it is important to notice that the terminal wealth will always be zero. This is implied by the fact that the utility function is increasing and therefore we will always have the transversality condition or the terminal condition satis…ed with equality. EXERCISE: show that setting



T +1



= 0 is not a solution



Using the …rst and the second FOCs in both systems we can get to the following expression: u0 (ct ) = u0 (ct+1 )



t



=



(1 + rt+1 )



(32)



t+1



This equation is called the Euler Equation and it describes the path of consumption. To better understand the intuition behind it, suppose we have the following utility function: U=



T X t=0



t



c1t 1



The Euler Equation therefore becomes: ct+1 ct



=



(1 + rt+1 ) =



1 + rt+1 1+



(33)



where the last equality derives from expressing beta - the intertemporal discount factor - as a function of the rate of time preference: = 1+1 . As we can see the Euler equation pins down the rate of growth of consumption. Consider the case of constant interest rate. The Euler can be solved as: ct+1 = t c0 Hence, as we saw in the previous section this is the solution of a …rst order di¤erence equation. The behavior of consumption over time will therefore be: - ‡at if r = - increasing if r > - decreasing if r 
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Graphically:



C r>δ



r=δ C0



r


t



The intuition behind is that there are two forces that drive consumption: one is the force that encourages consumers to "anticipate" consumption (time preference), and the other one is the force that encourages to "postpone" it (interest rate). The …rst two FOCs, give us information about the pro…le of consumption. However, even once we have that information, we still cannot
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…nd a solution for the path of ct . The reason is illustrated in the …gure:



C r>δ



r>δ



r>δ



C0



C’ 0



C’ ’ 0



t



Given a slope of the consumption function (ie the Euler Equation) the solution still depends on the particular initial condition - like a standard di¤erence equation. In the optimization problem, though, the initial condition is endogenous as we have a constraint and a terminal condition that limit the disposable wealth. To …nd the algebraic solution of the problem, we will then need to use other FOCs: the constraint (state evolution equation) and the terminal condition. These parallel lines can also be seen as the two path of consumption of two identical consumers with di¤erent initial wealth. 3.2.2



The Complete Solution



One way of …nding the solution is called "simple shooting". It entails the guess of the value of c0 and the computation of the path of fct gTt=0 and fat gTt=0 and the veri…cation of the terminal condition aT +1 = 0. If given a guess c0 we …nd that the corresponding value of aT +1 is > 0 then we have to increase c0 , while if we …nd that aT +1 < 0 then we have to decrease c0 . We repeat the procedure until we …nd the value of c0 that satis…es the terminal condition with equality. 33



In this case, however, the problem is simple enough that we can …nd an "analytical solution". To start we have to solve forward the constraint (state evolution equation) and apply the terminal condition aT +1 = 0. This yields us: a1 = (1 + r0 ) a0 + w0 N c0 a2 = (1 + r1 ) [(1 + r0 ) a0 + w0 N



c0 ] + w1 N



which can be rewritten as: a2 = (1 + r0 ) a0 + w0 N 1 + r1



c0 +



c1



w1 N c1 1 + r1



Therefore reiterating until the last period T + 1 we obtain: X wt N ct aT +1 = (1 + r0 ) a0 + (1 + r1 ) (1 + r2 ) ::: (1 + rT ) Rt t=0 T



(34)



where Rt+1 = Rt (1 + rt ) :Given the terminal condition aT +1 = 0 equation (34) can be written as: (1 + r0 ) a0 +



T X wt N



Rt



t=0



=



T X ct Rt t=0



(35)



This equation is normally called Intertemporal Budget Constraint, and it says that the present value of the resources need to be equal to the present value of consumption. To …nd a solution for c0 we use the Euler equation. We know that 1 ct+1 = ct [ (1 + rt )] so that the intertemporal budget constraint can be rewritten as: (1 + r0 ) a0 +



T X wt N t=0



Rt



=



T X c0 t=0



so that the solution for c0 is6 :



P (1 + r0 ) a0 + Tt=0 c0 = PT (1= ) t= Rt t=0



t=



1=



Rt



Rt



wt N Rt 1



(37)



6



What happens with Log Consumption? Suppose that the utility function is given by: U=



T X



t



log (ct )



(36)



t=0



We know that the log utility is the limiting case of a CES function U =



34



PT



t=0



1



t ct 1



Remark 11 Is it necessary? In general it is not common to compute the close form solution for the consumer problem. The reason being that the optimization is just the …rst step when solving a model. What we are really interested in is the behavior of the model around the steady state. Hence we need the FOC to describe the optimal behavior of the consumer and this will also tell us what is the optimal path of the variables if a shock bings the system away from the steady state (local dynamics).



4



Continuous Time - Hamiltonian



In the previous section we saw the case of intertemporal optimization when time is discrete. When we consider continuous time the analogous to the Lagrangian function is called Hamiltonian. In general optimization problems in continuous time take the following form: Z T u (ct ) e t dt max V = c



0



s:t:



at = rt at + wt N a0 given



ct



(38)



where the term e t is the analogous in continuous time of the discount t factor t with t = 1+1 . The accumulation equation is also the analogous to the discrete time case7 : when



! 1. Therefore the solution for the initial level of consumption is given by: c0 = (1 + r0 ) a0



1 T +1



1



+



T X wt N t=0



Rt



T



if also fwt gt=0 = 0 then we are left with: c0 = (1 + r0 ) a0



1 1



T +1



with ct = t c0 . This tells us that with log utility the level of consumption does not depend on the future path of interest rates. This is because with log utility the income and the substitution e¤ects due to a variation in the interest rate cancel out. 7 To see that just notice the following: at+1 = (1 + rt ) at +wt N ct =) (at+1



at ) = rt at +wt N ct =) at = rt at +wt N ct :
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The function to maximize in this case is the Current Value Hamiltonian: H =u (ct ) + t (rt at + wt N ct ) (39) As for the static case in case we had more constraints we would just add them up with a multiplier attached: H =u (ct ) +



t



(at ; wt ; ct ) +



t



(kt ; wt ; ct )



What changes with respect to the discrete time case are the …rst order conditions. In this case one can demonstrate that they are given by the following system of equations: 8 @H =0 > @ct < @H (40) = t+ t > : @at limt!1 t at e t = 0



The …rst equation sets to zero the derivative with respect to the control variable(s); the second equation sets the derivative with respect to the state variable(s) equal to a function of the multiplier; the third equation is the transversality condition. In our example the set of optimality conditions - with CES utility c1 u (ct ) = 1t - would take the form: 8 > ct = t < (41) t = t rt + t > : lim t =0 t!1 t at e with the accumulation equation:



at = rt at + wt N



ct



This system yields a system in two dynamic equations: ( at = rt at + wt N ct t



=



t rt



+



(42)



t



Therefore the solution can be studied using the methods we have seen: - diagonalization and algebraic solution - graphical solution
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For the graphical solution, the demarcation lines are precisely the two equations in (42). Analogously to the discrete case, we can derive the Euler Equation. Let’s di¤erentiate the …rst equation in (41): 1 dct



ct



dt



=



d t dt



now let’s express it in growth rates: ct = ct



t



(43)



t



The second equation in (42) can be rewritten as. t



=



rt +



t



which, combined with the (43) gives us an expression for the growth rate of consumption (i.e. a Euler Relation): ct r = ct



v



(44)



The interpretation of this equation is exactly as in the discrete case: the pro…le of consumption is (i) constant if r = , (ii) increasing if r > and (iii) decreasing if r < .
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Part IV



Linearizing Equations around the Steady State In the …rst section we analyzed solutions to dynamic equations and dynamic systems. All the systems we took into consideration were of the form: Yt+1 = AYt Yt+1 = AYt + BXt this is the compact notation for systems of linear equations of the type: yn ;t+1 = an1 y1;t + an2 y2;t + ::: + ann yn;t + bn1 x1;t + :::bnk xk;t



(45)



Finding solutions to systems of that type is the last step in solving macroeconomics models. However, to reach this last step we need all the equations to be linear. In general it is never the case that models yield equations that can be directly cast in a …rst order linear form. The trick is therefore to linearize them around the steady state. There are several ways to do this. We will analyze them in details in the next sections
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Taylor Expansions



Given a generic function y = f (x) we know that it is always possible to …nd a polynomial of n-th degree that approximates the function in the neighborhood of a point (x0 ). This can be found as: y = f (x0 ) + fx (x



1 x0 ) + fxx (x 2



x0 )2 + o x2



(46)



The characteristics of this polynomial is that it passes through the point y0 = f (x0 ), it has the same …rst derivative and the same second derivative as f (x) in the point of approximation x0 : It should be evident that equation (46) is the equation of a parabola. Therefore it is a curve 38



that passes through the point (x0 ; f (x0 )) and approximates the function f (x) around x0 . In macroeconomics it is common to stop at a …rst degree approximation: y = f (x0 ) + fx (x



x0 ) + o (x)



If we forget about the last term o (x) we clearly see that the …rst order approximation is the equation of a straight line that passes through the point (x0 ; f (x0 )) 8 . With a …rst degree Taylor expansion we are simply trying to approximate the behavior of the function f (x) near x0 with a straight line. We can represent it graphically:



f(X)



f(X)



o(x) f(X)- f(X0) f’ (X0)(X-X0)



f(X0)



X0



X



X



How good is the approximation? This obviously depends on the nature of the function f (x). If the function has an extremely irregular behavior away from the point x0 , then the approximation will be bad, and the value of the approximate function will soon be very di¤erent than the value of the true function as we move away from x0 : 8



You should remember from high school math classes that the equation of a line that passes through the point (x0 ; y0 ) is: (y where m is



@y @x



y0 ) = m (x



x=x0
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x0 )



Because we will deal with functions of several variables of the form f : Rn ! R, it is instructive to look at the generalization of the Taylor expansion. In this case our element x is a vector of n elements so that xT = x1 x2 ::: xn and x0 is the value this vector takes at a particular point: xT0 = x10 x20 ::: xn0 . So that the Taylor expansion becomes: y = f (x0 ) + rf (x0 )T (x



x0 ) + o (x)



where the element rf (x0 ) is the Gradient of the function f (:) evaluated in x0 . This is a column vector that contains all the partial derivatives of f : 1 0 B B B rf (x0 ) = B B B @



@f @x1



C C C x=x0 C C .. C . A x=x0



@f @x2



@f @xn



x=x0



As mentioned before, in macroeconomic models the point of approximation is the Steady State. Therefore, the …rst step in linearizing the equations is to …nd the steady state



5.1



Example - The Solow Growth Model



To better understand the concept of linearization it is better to start o¤ with an example. Let’s consider the Solow Growth model that you saw in class. We have a production function of the type: Yt = AKt1



Lt



and a capital accumulation equation: Kt+1 = sYt + (1



) Kt



As a …rst step let’s solve for the steady state. Solving for the steady state is in general quite easy. We just have to delete the time subscript and solve for the variables of interest. Let’s start by expressing all the variables in per capita term and plug the expression for output into the capital accumulation equation: kt+1 = sAkt1



+ (1



) kt



(47)



The steady state value of capital is then found by solving for k the following expression: k = sAk k=



1



sA



+ (1 1=



40



)k



(48)



The steady state can be graphically represented as follows:



Kt+1



KSS Linear Approximation



45o Kt



KSS



The sense of linearization is to study the dynamics of the equation (47) in the neighborhood of k. This is represented by the dashed line in the …gure. Let’s then try to …nd a …rst order Taylor Expansion around the point 1= k = sA . Technically this is done by taking …rst order expansions on both sides of the equation (47): kt+1 = sAkt1 k + kt+1



k = sAk



1



+ (1



) kt



+ (1



) k + sA (1



h



i



)k



kt



k + (1



Because of relation (48) we can make some simpli…cations: h i kt+1 k = sA (1 )k kt k + (1 ) kt



k



Now let’s divide everything by k: h kt+1 k = sA (1 k | {z }



)k
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+ (1



i )



kt |



k k {z



}



) kt



k



The quantities in parentheses represent growth rates (percentage variations) from the steady state. It is standard to call these percentage variations as: b kt+1 and b kt : i h b ) b kt kt+1 = sA (1 ) k + (1



Finally, let’s substitute for the steady state value of k: b kt+1 = sA (1



simplifying we get:



)



sA



b kt+1 = (1



+ (1 )b kt



) b kt (49)



This is the …rst order approximation to the solution. As we can see this is a standard …rst order di¤erence equation of the type yt+1 = ayt From the previous sections we know that the dynamics of this equation simply depend on the value of the parameter a. In our case this is equal to (1 ). Because this is always < 1 we can conclude that the system is always globally stable. Given an initial condition for the capital stock k0 we can …nd the solution for the capital stock:



6



k0 )t b



b kt = (1



Log Linearizations



(50)



In the previous section we saw how to deal with linearizations using simple …rst order Taylor expansions around the steady state. In general this works all the times. However it is sometimes more straightforward to use log linearizations. This entails transforming the variables in log. It is easy to demonstrate though that this will lead to the same result as a simple Taylor Expansion: Variables in Levels Y = f (X)



Y ' f (X0 ) + f 0 (X0 ) (X



Y0 = f (X0 ) Y



Y0 Y0



Yb0 =



f 0 (X0 )X0



X X0 Y0 X0 f 0 (X0 )X0 b X0 Y0



=



Variables in Logs Y = f (X) ln Y = ln [f (X)] ln Y = ln f eln X y = ln [f (ex )] 0 x0 )ex0 X0 ) y ' y0 + f (e (x f (ex0 )
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0 x0 )ex0 y y0 ' f (e (x f (ex0 ) 0 ln YY0 ' f (XY00)X0 ln 0 b0 Yb0 = f (XY00)X0 X



x0 ) x0 ) X X0



where the second column makes use of the fact that: ln



Y Y0



ln Y0 '



= ln Y



Y



Y0 Y0



WHICH IS: the di¤erence of logarithms is approximately equal to a growth rate. The TRICK here is to transform the variables using exponentials. We know in fact that for any given variable Xt the following relation holds: Xt = eln(Xt ) (51) This can sometimes simplify calculations. Let’s look at an example. As we saw in class there exists a relationship that links real interest rate to nominal interest rate and in‡ation: (1 + it ) (1 + e )



(1 + rt ) =



We can set expected in‡ation in SS equal to zero so that in steady state r = i. Let’s now take an exponential transformation: ln



eln(1+rt ) = e



1+it 1+ e t



= eln(1+it )



ln(1+



e) t



Now we can apply the following approximation (from a Taylor expansion of the log function around x = 0): ln (1 + x)



x



so that we can write: eln rt



eln it



ln



e t



Taking a Taylor expansion on both sides yields: er (rt r



e (rt



r) r)



eln i it ln i



e



it



i



eln i (



i



e t



e t



0)



In steady state we know that r = i. Therefore it must be true that also er = ei . We can therefore simplify the expression above and get: rt



r



it



e t



i



Using again r = i we are left with the FISHER’S RELATION: rt



it
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e t



(52)



7



Total Di¤erentiation



In the previous section we showed how a linearization can be obtained through a Taylor expansion around the steady state (SS). Here we will analyze a di¤erent method which can become more handy in cases of linear functions. This method consists in taking total di¤erential with respect to time and then dividing by the steady state values. Given a generic function F = f (x (t) ; y (t)) the total di¤erential is computed as: df dx df dy dF = + dt dx dt dy dt



(53)



We then divide both sides of the equation by the steady state values and de…ne the deviation of the generic variable x as dx dt



x bt



(54)



x



As an example, let’s try to linearize the relationship between real interest rate, nominal interest rate and in‡ation: (1 + rt ) =



(1 + it ) (1 + et )



Let’s take now the total di¤erential: drt =



1 1+



e dit t



1 + it d (1 + et )2



e t



Let’s set the values of the variables in steady state to zero: r=i=



e



=0



so that the previous equation becomes: r t = it



44



e t



(55)



7.1



Additive relationships



This methodology can be particularly useful in case of a additive function. Let’s suppose that we have to log linearize this budget constraint: Yt = Ct + Gt where Yt = AKt L1t AK



1



L



: We can take total di¤erential: 1



dKt + (1



) AK L



dLt = dCt + dGt



now let’s divide by Y on both sides and use the fact that Y = AK L dKt + (1 K



)



1



:



dLt dCt dGt = + L Y Y



This is usually rewritten as: dKt + (1 K



)



dLt C dCt G dGt = + L C Y G Y



which then yields an expression in terms of percentage deviations from the steady state levels: b t + (1 K



7.2



bt = )L



Cb Gb Ct + G t Y Y



(56)



Example: Neoclassical Model



Another way to get to linear versions of equations is through total differentiation. Let’s take the example of the neoclassical model. The …rst order conditions of this model come from an intertemporal utility maximization subject to a technological constraint and a capital accumulation equation: max U =



1 X



t



[log (Ct ) + log (1



t=0



s:t Kt+1 = It + (1 ) Kt Yt = Ct + It Yt = AKt1 Nt
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Nt )]



The second constraint can be eliminated by substituting it into the capital accumulation equation, and we can also substitute the production function for Yt : max U =



1 X



t



[log (Ct ) + log (1



Nt )]



t=0



s:t:



Kt+1 = AKt1



Nt + (1



) Kt



Ct



The FOC’s (which we will be able to compute next time) are: 8 1 = t C : > Ct > t < Nt : = t AKt1 Nt 1 1 Nt K : t = t+1 (1 ) AKt+1 Nt+1 + (1 ) > > : t+1 1 Kt+1 = AKt Nt + (1 ) Kt Ct t with the transversality condition limt!1



t



t Kt+1



(57)



= 0.



Remark 12 What are we after? To understand the meaning of the math we’re about to do, note that this system can be reduced to a system of two non linear …rst order di¤ erence equations. Graphically these two equations can be represented with a phase diagram where the stable and unstable arm are some sort of non linear functions.



λ λ



K =0



Unstable Arm



Stable Arm



Linear Approximation SS



K
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A linear approximation around the steady state is the blue line in the …gure. By limiting our attention to the behavior of the variables on the blue line, we are in fact applying the methodology studied for the systems of di¤erence equations. As for the simple case before, let’s start by computing the steady state. This can be easily found from the FOC’s: 8 1 = > C > < 1 = AK N 1 1 N 1 = (1 ) AK N + 1 > > : 1 AK N = K + C NOTE: For ease of notation to indicate the value of variables in SS I will just delete the time subscript - no upper bar as before.



Once we have written the FOC in Steady State, we can start with the linearization. Di¤erently from the cases before, here we will do it in two steps: 1. Take total di¤erential 2. Divide by steady state values bt = 3. Denote X



dXt dt



X



FIRST EQUATION: All the variables are functions of time, hence we can take total di¤erential with respect to time: 1 = Ct Ct 1 = dCt dt C2



=



t t



d t dt



now we divide each side by the values of the variables in steady state. We can do it because we know that in steady state C 1 = . Therefore we get: dCt dt



C which is



=



d t dt



bt = bt C 47



(58)



SECOND EQUATION: Again, let’s take total di¤erential with respect to time: = t AK 1t Nt Nt dNt d t = AK 1 N 2 dt N ) dt



1



1



(1



1



+



(1



dKt N dt



) AK



1



+



1) AK 1



(



N



2 dNt



dt



Now let’s divide left hand side and right hand side by the steady state equation. The left hand side becomes: dNt 1 N ) dt



N



=



2



(1



N (1



N)



The right hand side becomes: 1 AK 1



d t AK 1 dt



1



N



which reduces to:



1



N



bt + (1



+



(1



(1



N)



bt+ ( )K



bt =bt + (1 N



dKt N dt



) AK



1



+



(



bt 1) N



Therefore the second FOC linearized is: N



bt N



bt+ ( )K



bt 1) N



(59)



THIRD EQUATION: Let’s follow the same steps for the third equation: t



=



t+1



(1



) AKt+1 Nt+1 + (1



)



The total di¤erential is equal to: 1d t = (1 dt



) AK



+ (1



N



d



) AK



The left term becomes:



t+1



dt N



+ (1 1 dNt



dt



)(



+ (1



) AK )



d



1



dKt + dt



N



t+1



dt



d t dt



The right hand side becomes: 1 (1



) AK [(1



N +1



) AK



N +1 ] d dtt+1 + (1 + (1 ) AK N 48



)( 1 dNt dt



) AK



1



N



dKt + dt



1) AK 1



N



2 dNt



dt



which reduces to: d



t+1



dt



+



(1



)( ) AK



(1



) AK N dKt 1 (1 ) AK N + N +1 dt K (1 ) AK N + 1



Dividing both terms for



with



K



=



(1



dNt 1 dt N



yields: bt =bt+1 +



(1 )AK N )AK N +1



and



b



b
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K K t + N Nt



N



=



(1



(1



) AK N )AK N +1



FOURTH EQUATION: The fourth equation is a bit more cumbersome as it is additive: Kt+1 = AK 1t



Nt + (1



) Kt C t



Di¤erentiating both sides we get: dKt+1 = (1 dt



) AK



N



dKt + AK 1 dt



N



1 dNt



dt



+ (1



)



dKt dt



dCt dt



let’s divide both terms by the steady state values: 1 dKt dCt K b dNt dKt Kt+1 = + AK 1 N 1 + (1 ) (1 ) AK N Y K +C dt dt dt dt 1 1 AK N 1 dKt AK N 1 dNt 1 K dKt 1 C dCt K b Kt+1 = (1 ) + + (1 ) Y Y K dt Y N dt Y K dt Y C dt



which simpli…es to:



K b Kt+1 = (1 Y



bt+ N bt + (1 )K



)



K b Cb Kt Ct Y Y



(61)



We therefore managed to reduce our system of non linear di¤erence equations to a linear system where the variables are in deviations from their steady state values: 8 bt = bt > C > > < bt + (1 bt + ( bt )K 1) N bt = bt+1 + K K bt + N N bt > > > :K b bt + N bt + (1 bt C C b Kt+1 = (1 )K )K K Y Y Y t
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8



A Useful TRICK - for multiplicative expressions



So far we’ve seen that there are di¤erent methods to linearize equations. It is however useful to learn a trick that makes things faster when we have multiplicative relations of the type: Yt = AKt L1t In this case we just have to look at what are the time varying elements of the equation and kick out all the stu¤ that does change across time (in our case A). This reduces the equation to Yt = Kt Lt1 . Then we replace the variables with their deviations from the Steady State, multiply them by their exponents and sum them up to get the linearized version: b t + (1 bt Ybt = K )L (62)



Now we can prove the rule using both the Taylor expansion and the exponential transformation: TAYLOR We know that in SS the following holds true: Y = AK L



1



Now, let’s take our production function and take a Taylor expansion of both sides: Y + Yt



Y = AK L



1



+ (1



+K L ) AK



1



1



(A



L



A) + AK



Lt



1



L



1



Kt



L



using the SS relation we can simplify a bit: Yt



1



Y = AK



L



1



Kt



K + (1



) AK



1



L



Lt



L



Now we can divide both sides by Y and use the SS relationship again to get: Yt



Y Y



=



AK



1



L



AK L



1



1



K + (1



Kt



)



AK



1



L



AK L



1



Lt



L



After simpli…cations we are left with: b t + (1 Ybt = K 50



bt )L



(63)



K +



TOTAL DIFFERENTIAL The total di¤erential yields the same result: dYt = AK L



1



1



dA + AK



L



1



dKt + (1



) AK L



dLt



Where dA is zero. Now we can divide by Y and use the SS relationship: dYt = Y



AK



1



L



AK L



1



1



dKt + (1



)



AK L AK L



1



dLt



We can then make simpli…cations and get: dYt = Y



dKt + (1 K



)



dLt L



and we can apply the usual approximation to get: b t + (1 Ybt = K



51



bt )L



(64)



9



Summary



In the previous sections we learnt how to: 1. Optimize intertemporally - Solve for the Steady State values - Find close form solutions for the control variables 2. Linearize the systems of di¤erence (di¤erential) equations that we got from the FOCs so that we get a system of linear equations Now the next section will show how, given this system of linear dynamic equations, we can say something about the local dynamics of the system
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Part V



Systems of First Order Dynamic Equations9 In this section we will analyze systems of di¤erence and di¤erential equations. For each of them - as long as they are autonomous or homogeneous systems - there exists both a mathematical and a graphical solution (phase diagram). We will analyze the graphical solution only talking about di¤erential equations, but the same machinery is applied in systems of di¤erence equations. A slight modi…cation of the systems of di¤erence and di¤erential equations is the Rational Expectation Models. They are linear systems where there is also a time varying forcing term (often a series of exogenous shocks). In this case there is no graphical solution, and the mathematical solution applied for di¤erence and di¤erential systems applies up to a certain point. To obtain a stable solution in this case we will need to "solve backward" the stable equation(s) and "solve forward" the unstable one(s).



10



Systems of Di¤erential Equations



A …rst order di¤erential equation system takes the form: 8 > < y 1 (t) = a11 y1 (t) + ::: + a1n yn (t) + x1 (t) ::: > : y (t) = a y (t) + ::: + a y (t) + x (t) n1 1 nn n n n



We will look at the case of two variables with homogeneous equations: ( y 1 (t) = a11 y1 (t) + a12 y2 (t) y 2 (t) = a21 y1 (t) + a22 y2 (t)



which can be written in matrix form as: ! a11 a12 y 1 (t) = a21 a22 y 2 (t)



9



y1 (t) y2 (t)



(65)



Mainly based on previous notes by Mirko Abbritti (Assistant Professor, Universidad de Navarra)
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Remark 13 Treatment of the Forcing Term Often systems with a forcing term are transformed into homogeneous systems just by taking deviations from the steady state. For example, given the following system - which you’ll be familiar with in the second semester.... ! e e (t) m1 =A + p (t) m2 p we can rewrite the system in SS: 0 0



e p



=A



+



m1 m2



and then take deviations from the steady state: ! e e (t) e =A p (t) p p



In general there are two ways of solving these systems: Analytical Way Graphical Way



10.1



Analytical Solution



In the previous sections we learnt how to solve …rst order di¤erential equations. Here, though we cannot apply the methods studied earlier as the two equations are not independent. We would therefore like to transform the matrix A in such a way to make it diagonal. Such transformation is done through eigenvalues and eigenvectors. De…nition 14 Given a n n matrix A there exist n scalars Av = v where A is a 2*2 matrix, v is a 2*1 vector and called eigenvalue of the matrix A.
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i



such that: (66)



is a scalar and it’s



The computation of the eigenvalues of a matrix is rather easy; we can in fact rewrite the de…nition of eigenvalues as: Av = Iv (A I)v = 0 | {z } B



this system has non trivial solution if and only if the matrix B is singular, which is true if jBj = 0 which is: a11 a21



jA



Ij = 0



a12 a22



=0



This reduces to …nding the roots of a quadratic equation, usually known as the characteristic polynomial: 2



(a11 + a22 ) + (a11 a22



Once we have the values of the eigenvalues the eigenvectors using the de…nition (66). 51 24



Example 15 Given A =



1



2



which yields



1



= 6;



2



1;



2



we can then compute



compute eigenvalues and eigenvectors



5 2



a12 a21 ) = 0



4



=0



9 + 18 = 0



= 3. The eigenvectors are then computed using: (A



I) v = 0



which in our case is: 1



:



v11;1 + v12;1 = 0 2v11;1 2v12;1 = 0



2



:



2v11;2 + v12;2 = 0 2v11;2 + v12;2 = 0



The …rst system gives us: v11;1 = v12;1 and the second: 2v11;2 = 55



v12;1



The problem of …nding eigenvectors is indeterminate in nature (just look at what you’re trying to solve: (A I) v = 0 ) hence we need a normalization of the type: v 0 v = 1 which in our case takes the form: 2 2 v11;j + v12;j =1



Given this extra condition we can …nally solve for the eigenvectors: p 1=2 v1 = p 1=2 p 1= p5 v2 = 2= 5



Once we have the eigenvalues and eigenvectors we can diagonalize the matrix A. First of all one needs to notice that the de…nition of eigenvalues (66) can be written in matrix form in the following way: AV = V where these elements are de…ned as: a11 a12 a21 a22



v11 v12 v21 v22



v11 v12 v21 v22



=



1



0



0



2



and the matrix V has the eigenvectors ordered in columns. Given that the eigenvectors are linearly independent (as long as we do not have repeated eigenvalues), we can invert one of those matrices and get a relationship that links A to : V



1



AV =



(67)



Interpretation: This transformation changes the magnitude and direction of the basis space, creating another orthogonal basis. Through this new basis the matrix A (which is a linear application) can be represented as diagonal. The eigenvectors are the new basis of this space. Given the transformation (67) we can now change the variables of our system and transform them into canonical variables z (t): z (t) = V
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1



y (t)



This transformation is useful because the canonical variables are such that: y (t) = Ay (t) ) V z (t) = AV z (t) z (t) = V



1



AV z (t) = z (t)



so that in the bivariate case, the system in terms of the canonical variables look like: ( z 1 (t) = 1 z1 (t) z 2 (t) = 2 z2 (t) which has solutions z1 (t) = b1 e z2 (t) = b2 e e



1t 2t



1t



0 we can write z (t) = Eb. 0 e 2t Once we …nd the solutions to the diagonalized system, going back to the standard variables is rather easy:



In matrix notation, calling E =



y (t) = V z (t) = V E (t) b



(68)



which is then the solution to our problem. In term of the initial conditions we can write: y (0) = V E (0) b = V b which implies b=V and therefore the



1



y (0)



solution becomes: y (t) = V E (t) V



1



y (0)



(69)



As we will show in the next section however, the elements of y (0) are not always independent. To summarize: Find the eigenvalues of A Find the corresponding eigenvectors and arrange them in columns in V Get solutions to the system in canonical variables Use initial/boundary conditions to get the values for b1 ; b2 Transform the system back to have solutions for y (t)
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10.1.1



Stability of the System



Obviously, the stability of the system depends on the magnitude of the eigenvectors. As we saw in Section II: 1.



1;



2



> 0 =) the system is instable



2.



1;



2



< 0 =) the system is stable



3.



1



> 0,



2



< 0 =) the system is saddle path stable10



Many economics models are usually of the third type. In these casesif we want the system to be stable (i.e. to converge back to a steady state after a shock), then we will have to …nd appropriate conditions to "shut down" the unstable part - associated with the eigenvalue greater than zero. For this condition to be satis…ed at all times, a certain relationship between the variables will have to hold at all times. Moreover, as we will see in the next section, to give this condition an economic interpretation we have to make sure that the variables which in our model move sluggishly (state variables) are those which are associated with the eigenvalue smaller than zero; while the variables which are allowed to jump (non predetermined/jump variables) are those associated with the eigenvalue larger than zero. Therefore suppose that we are in case 3. We can write the solution for the variables of interest (68) as: y1 (t) = v11 b1 e y2 (t) = v21 b1 e



1t



+ v12 b2 e 1t + v22 b2 e



2t 2t



because the eigenvalue that will make the system explode is 1 a su¢ cient condition for stability is that b1 = 0 so that the solution becomes: y1 (t) = v12 b2 e y2 (t) = v22 b2 e



2t 2t



This two solutions in reality give us a relation between the variables that if respected grants us stability of the system: v22 y1 (t) (70) y2 (t) = v12 Equation (70) is in general called equation of the stable arm (or stable manifold). 10



If the model was a discrete time system (like the rational expectation models that we will examine some weeks from now) the conditions for stability would be equivalent to j 1;2 j < 1
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10.2



Graphic Solution



In general form our system (65) can be written as: ( y 1 (t) = f (y1 (t) ; y2 (t)) y 2 (t) = g (y1 (t) ; y2 (t)) For easiness of notation from now on the dependence on time will be omitted. As long as the system is AUTONOMOUS, we can tackle the problem with a graphical representation. This technique makes use of the Phase Diagram Approach. The …rst step is to compute the steady state and draw on a graph in the y1 ? y2 plane the curves that describe y 1 = 0 and y 2 = 0 so that the steady state of the system will be their intersection. The Steady State is simply: ( y 1 = f (y1 ; y2 ) = 0 y 2 = g (y1 ; y2 ) = 0 These two equations represent the demarcation curves. We can compute their slopes by means of the implicit function theorem: @y2 @y1 @y2 @y1



=



@f (y1 ; y2 ) =@y1 = @f (y1 ; y2 ) =@y2



fy1 fy2



(71)



=



@g (y1 ; y2 ) =@y1 = @g (y1 ; y2 ) =@y2



gy1 gy2



(72)



y 1 =0



y 2 =0



Now we have to make some assumptions on the sign of the derivatives so that we can represent a particular case. Suppose that: fy1 < 0; fy2 > 0; gy1 > 0; gy2 < 0:This allows us to compute the slopes of the demarcation curves: @y2 @y1 @y2 @y1 Let’s suppose



@y2 @y1



> y 1 =0



@y2 @y1



=



fy1 >0 fy2



=



gy1 >0 gy2



y 1 =0



y 2 =0



. However, for the phase diagram it is y 2 =0



very important to look at how the variables move once we move away
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from the demarcation curves. This is found by looking at the following derivatives: @ y2 @y2 @ y1 @y1



= gy2 < 0 y 2 =0



= fy1 < 0 y 1 =0



These derivatives, in fact tells us how the variables y2 and y1 move when we move away from y 2 and y 1 respectively. These laws of motion are represented by arrows as in the …gure below:



y2



y2 y1=0 y2=0



y1



y1



The …gure tells us that starting from a point on y 1 = 0 if we increase the value of y1 we will have that y 1 < 0 which brings y1 towards its stability point y 1 = 0. The same happens if we consider a decrease in y1 . In this case we have that y 1 > 0 which brings y1 again towards the schedule y 1 = 0: As for y 2 = 0 the same reasoning applies. If we move away from the line by perturbing y2 (vertical shift) we have that for any positive shift of y2 , y 2 < 0 and for any negative shifts of y2 , y 2 > 0. This implies that even the demarcation line y 2 = 0 works as an attractor. 60



The blue lines show us which direction it is possible to cross the two lines. For example take the demarcation line y 1 = 0, in its neighborhood y1 is stationary and therefore it will be only y2 to move. Looking at the graph, this implies that the curve y 1 = 0 will always be crossed vertically. Same reasoning applies to y 2 = 0 but this time because it is y2 to be stationary, the line will be crossed horizontally. Putting the two …gures together yields the following phase diagram:



y1=0



y2



Y2=0



y1



The two demarcation curves divide the space in 4 di¤erent regions. In each of them we draw the direction of movements combining the two law of motion dictated by y 1 = 0 and by y 2 = 0. To …nd the resultant force - thicker black line - we just apply the rule for summing up vectors. Because in all the regions the resultant vector points towards the steady state, this implies that the system is globally stable. 8 (y1 (0) ; y2 (0)) there is a unique path that leads to the steady state. A system of this type is usually called "sink" as it converges back to the steady state for any value of the variables. Example 16 - Sink A possible example of sink is given by this system: ( y 1 = y2 21 y1 y 2 = 3y2 + y1 61



so that we have: @y1 @y2 @y1 @y2 and



=



fy2 =2>0 fy1



=



gy2 =3>0 gy1



y 1 =0



y 2 =0



@y1 @y2



@y1 @y2



> y 2 =0



y 1 =0



and @ y1 1 @ y2 = 3 < 0; = 0 (73) @y1 @y2 The two demarcation lines can be represented as follows:



y2



y2 y1=0 y2=0



y1
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y1



This system is characterized by two converging regions and two diverging regions. We can therefore outline - red line - the paths that brings us to the SS and the path that brings us away from it. The …rst one is the stable arm (stable manifold) and the second one is the unstable arm (unstable manifold).



y2



Y2=0



Y1=0



y1



For any initial value (y1 (0) ; y2 (0)) we can therefore draw streamlines (phase trajectories) that describe the dynamics of the system. This phase diagram is the graphical representation of a saddle path stable system. Most macroeconomics models are characterized by this form. Mathematically, we saw that saddle path stable systems are characterized by two eigenvalues ( 1 ; 2 ), one stable and one unstable. We also saw that in order to impose stability we need a relationship between the initial conditions of the two variables y1 (0) and y2 (0) of the form: v22 y2 (0) = y1 (0) v12 Graphically, this equation is precisely the equation of the stable arm (convergent red line in the picture):
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Y2=0



y2



Unstable arm



Y1=0 Y2(0)



Stable arm



y1



Y1(0)



NOTE: In the graphs the axis have been moved for sake of clarity, but as it is clear from the equation of the stable arm, the axis should go through the stedy state. This is the case whenever the variables are expressed in deviation from the steady state so that the steady state and the origin coincide. The meaning of this is straightforward: it serves to pin down initial conditions in order to avoid explosive solutions. Given an initial condition for y2 (0) the equation for the stable arm gives us the particular value that y1 (0) needs to take in order to converge to the steady state. The reason why these kind of models are solved this way is that most of the time economists are interested in problems that do not entail bubbles and - especially when studying the dynamics - they look at linearized versions of the models around the stationary point.



11



Systems of Di¤erence Equations



The section before explained how to deal with systems of di¤erential equations. Most of the times, in macroeconomic models we will have to deal with discrete time. However, once we understood how to deal with di¤erential systems, the shift from discrete time does not contain any major di¢ culties.
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Suppose we have a linear system of di¤erence equations of the type: Pt+1 P =A t et+1 et | {z } | {z } Yt+1



(74)



Yt



where P are prices and e is the nominal exchange rate, and they are both expressed in deviation from the steady state. In the model, prices are supposed to move sluggishly, while the exchange rate is supposed to be able to move fast. In economic terms, therefore prices are our predetermined variable and exchange rates our jump variable. If A was a diagonal matrix, the solution of the system would simply be the solution of the two separate equations. In case the matrix A is full, the only way to solve the system is to diagonalize the matrix using the eigenvalue eigenvector decomposition of the type: AV = V where the matrix of eigenvectors =



is of the form: 1



0



0



2



Suppose that j 1 j < 1 andj 2 j > 1, so that we have a saddle path system equivalent to the example that we solved graphically in the previous section11 . As before, the matrix of eigenvectors, is of the form: V =



v11 v12 v21 v22



We know that the matrix is related to the matrix A by the relation: A = V V 1 , so that if we transform our variables into canonical variables using the transformation Zt = V 1 Yt so that we can substitute for Yt = V Zt and Yt+1 = V Zt+1 then we get: Yt+1 = AYt V Zt+1 = AV Zt Zt+1 = V 1 AV Zt Zt+1 = Zt



(75)



11



As for the systems of di¤erential equations also in this case there is a taxonomy of solutions depending on the value of the eigenvalues of the system: 1. j



1j ; j 2j



> 1 the system is unstable and there are no solutions.



2. j



1j ; j 2j



< 1 the system is globally stable and there are in…nite solutions.



3. j



1j



> 1; j



2j



< 1 the system is saddle path stable and it has a unique solution.
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Calling st and ut the elements of Zt we can write out the system: st+1 = ut+1 | {z }



1



0



0



2



st ut | {z }



Zt+1



(76)



Zt



so that the original problem reduces to …nding the solution to the two di¤erent di¤erence equations: st+1 = ut+1 =



1 st



(77)



1 ut



Because of he magnitude of the eigenvalues, we know that one of the two is going to be unstable and the other is going to be stable12 . The second equation will necessarily explode and therefore the only possible stable case is obtained if ut = 0. An initial condition which can grant stability can be found as follows: given the system (76) we know from the section on di¤erence equation that it will admit a solution of the type: t



Zt =



(78)



Z0



where the exponent of a diagonal matrix is de…ned as the t-th power of its elements. To go back to the original variables we can just remember that Zt = 1 V Yt so that the solution becomes: t



Yt = V keeping the same notation for V



1



1



V



b11 b12 b21 b22



=



(79)



Y0



then the explicit solution



to the system will become: t 1 t 1



(P0 b11 v11 + e0 b12 v11 ) + (P0 b11 v21 + e0 b12 v21 ) +



t 2 t 2



(P0 v12 b21 + e0 b22 v12 ) (P0 v22 b21 + e0 b22 v22 )



(80)



Given that j 2 j > 1, a stable solution will be obtained if we put to zero the elements in the brackets that multiply t2 : P0 v12 b21 + e0 b22 v12 = 0 P0 v22 b21 + e0 b22 v22 = 0 Each of the equations yield the condition: b22 e0 b21



P0 =



12



(81)



Remember the conditions for staility of the …rst order di¤erence equations of the type yt+1 = ayt that we saw in the previous sections.
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11.1



Analytical Solution



There exist a more straightforward way to …nd the solution. Given the system: st = t1 s0 ut = t2 u0 we know that to grant stability we have to set u0 = 0. Because of the relation Zt = V 1 Yt we know that Pt v11 v12 st = et v21 v22 ut | {z } | {z }| {z } Yt



V



Zt



but if we set u0 = 0 then also ut will be equal to zero and therefore the system in terms of the original variables will be: Pt = v11 st et = v21 st which, given our solution in canonical variables, can be rewritten as: Pt = v11 t1 s0 et = v21 t1 s0



(82)



Note that combining these two relationships we get to the ex11 et which is equivalent to the previous exprespression: Pt = vv21 sion for the stable arm13 . 13



This can be easily demonstrated. We know that: V =



Using the fact that V V



1



v11 v12 v21 v22



;



V



1



=



b11 b12 b21 b22



= I we can write a system like: 8 v11 b11 + v12 b21 = 1 > > < v11 b12 + v21 b22 = 0 v21 b11 + v22 b21 = 0 > > : v21 b12 + v22 b22 = 1



Using the …rst two equations we get: v11 b11



v11 b12 b21 = 1 ) b11 b22



b12 1 b21 = b22 v11



In the same way, using the third and the fourth we get: v21 b12



v21 b11 b22 = 1 ) b12 b21
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b11 1 b22 = b21 v21



Now, to get rid of s0 we can simply use the fact that P0 = v11 s0 e0 = v21 s0 which, if substituted into (82) yields: Pt = t1 P0 t P0 et = vv21 11 1



(83)



IMPORTANT: The form of the solution makes clear that the stable solution for our endogenous variables will depend on: (i) The initial condition of the state variable (ii) The value of the stable eigenvalue 1 and (iii) The eigenvalues which determine the stable arm of the system. These three characteristics will hold also in more complicated models.



11.2



Stability



To get to the correct solution it is very important to keep track of what we are doing. The original system is: Pt+1 et+1



Pt et



=A



which then is diagonalized as: st+1 ut+1



=



1



0



0



2



st ut



It is very important when we write the second system, to keep in mind the logic of the model. If the variable P is the variable which is supposed to be the state variable then 1 will have to be the eigenvalue smaller than one (or zero in case of the system of di¤erential equations). Analogously, if the varaible e is thought of a non predetermined variable Hence we reduced the system to two equations: ( b21 b12 b11 b22 = v121 b21 (b21 b12 b11 b22 ) = v111 b22 Taking the ratio of those two equations we get our desired result: v11 = v21
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b22 b21



then the eigenvalue 2 will need to be the one which is larger than one (or zero). This step is very important to be able to get to the correct solution of the problem. It generalizes also to the case of more than two variables. Packages that solve these type of systems (like Prof. Uhlig’s toolkit) ask you to declare which of the variables of the system are control variables, which are states and which are non predetermined.
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Rational Expectation Models



A little twist in what we have seen so far allows us to use more or less the same machinery to …nd analytical solutions to models of rational expectations. The breakthrough in the literature is due to Blanchard and Kahn (1980) - from now on simply BK - who demonstrated the general form for the solution of these class of models. The models take the form: t Xt+1



|



t Pt+1



{z



Yt+1



=A }



Xt + Zt ; Pt | {z }



Xt=0 = X0



(84)



Yt



where X is an (n 1) vector of variables that are predetermined at time t (from now on simply predetermined variables); while P is am (m 1) vector of variables that are not predetermined at time t (from now on simply non predetermined/jump variables). Finally, Zt is a (k 1) vector of exogenous variables and is a vector of parameters of dimension (n + m) k. IMPORTANT - Some Jargon: denotes the expectation as of time t of the variable P for its value at period t + 1: In mathematical form this is:



t Pt+1



t Pt+1



= Et (Pt+1 j



t)



(85)



where Et is the mathematical expectation operator. This notation simply means that the value of P we expect for period t + 1 is conditional on all the information contained in the information set t at time t: The information set is such that t t t 1 and it also contains fXt j ; Pt j ; Zt j gj=0 . Equation (85) de…nes Rational Expectations: economic agents make forecasts taking into consideration all the information available and do NOT make systematic mistakes. 69



More formally, the future value of a variable W is given by: Wt+1 = Et (Wt+1 j



t)



+



t



where t is a zero mean random variable uncorrelated with the information set . A Predetermined Variable (sometimes called endogenous states) is a variable that is function only of variables that are known at time t; which is variables that are included in t . so that t Xt+1 = Xt+1 whatever the realization of the variables in t+1 . The way it is represented in economic models is by having "law of motions" for these variables. Think for example of a capital accumulation equation like Kt+1 = It + (1 ) Kt . In this case the capital stock has a law of motion and the capital stock at time t + 1 is completely determined by the variables at time t: A Non Predetermined Variable is a variable that is function of future variables included in t+1 . Hence, we have that t Pt+1 = Pt+1 only if the the realization of the variables in t+1 are equal to their expectations conditional on t . BK (1980) show that models of this type admit solution if a technical condition is satis…ed. This condition tends to rule out the fact that the exogenous variables Z do not explode too fast: 8t 9 Z t 2 Rk ; 2 R such that: (1 + i) t Z t Et (Zt+i j t ) (1 + i) t Z t



8i



0



Remark 17 First Order Form The fact that the model is of the form Et Yt+1 = AYt + Zt is not restrictive at all. In fact we can cast a whole bunch of di¤erent models in this form. For example if we had something like: Yt = a1 Yt



1



+ a2 Y t



2



+ Zt



2



this can be cast in …rst order form: Yt Yt 1



=



a1 a2 1 0



Yt Yt



1 2



+



1 Zt 0



which is exactly in the …rst order form seen before. 70



2



Remark 18 On the Forward and Backward Solutions of di¤ erence equations: We saw in the previous section that a useful trick for solving …rst order di¤erence equations of the type (86)



Yt+1 = AYt + "t



are the Lead and Lag Operators. We also saw that depending on the value of the coe¢ cient A (or of the eigenvalues of the matrix A) we will have to iterate either backward or forward to obtain stability. Consider the example: Yt+1 = AYt + "t jAj < 1



we can solve it with the Lag Operator L: (1



AL) Yt = "t



1



1 "t 1 1 AL 1 X Yt = (AL)j "t Yt =



Yt = Yt =



j=0 1 X



j=0 1 X



Aj L j " t Aj " t



j 1



1



1



(87)



j=0



Because the solution for Yt is in terms of all the past values of " we conclude that: When the coe¢ cient on the lag variable is smaller than 1 in absolute value, the stable solution is a BACKWARD SOLUTION. jAj > 1



as we saw in the previous section, in this case we have to use the
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Lead Operator F Yt+1 = AYt + "t 1 "t Yt = Yt+1 A A 1 Yt = Yt+1 + t A 1



1 F A



Yt = Yt = Yt = Yt = Yt =



t



1 1 1 X



j=0 1 X j=0 1 X j=0



1 F A



t



1 F A



j t



1 A



j



1 A



j



Fj



t+j



t



(88)



Because the solution for Yt is in terms of all the future values of " we conclude that: When the coe¢ cient on the lag variable is bigger than 1 in absolute value, the stable solution is a FORWARD SOLUTION. This distinction will be very important in the context of RE models. In fact, the typical case is to have one eigenvalue bigger than one in absolute value and one eigenvalue smaller than one in absolute value. Therefore the two equations of the diagonalized system will have to be treated di¤ erently: The equation with the stable root will be solved backward - and therefore the stable root will have to be associated with the predetermined variable - while the equation with the unstable root will have to be solved forward ( Sargent’s Rule) - and therefore the unstable root will have to be associated with the non predetermined variable.



12.1



Analyical Solution



A solution to the rational expectation model implies …nding a sequence (Xt ; Pt ) that satis…es the model in (84). Analogously to what we saw 72



before, even in this case we have to impose a technical condition that prevents expectations of Xt and Pt from exploding. In this particular case, this technical condition will assume the form: Xt Pt



8t 9 (1 + i)



Xt Pt



t



2 Rn+m ;



2 R such that:



Et (Xt+i j Et (Pt+i j



t) t)



(1 + i)



t



Xt Pt



8i



0



The meaning of the technical condition is to rule out so called Bubble Solutions. Given that our system is analogous to a system of di¤erence equations, we can proceed with the standard diagonalization: t Xt+1 t Pt+1



Xt Pt



=A



1



+



zt ;



Xt=0 = X0



2



Without loss of generality, suppose that Xt and Pt are scalar14 and that Xt is the predetermined variable, while Pt is non predetermined. In this case our vectors Y are (2 1); A is a matrix (2 2) and is also a (2 1) vector. Furthermore we take k = 1 so that our forcing term Zt becomes a scalar - and will therefore be denoted with the small letter zt . The diagonalization is exactly as before. Given the relation AV = V , we can transform our vector of variables Yt into canonical variables Qt using the matrix of eigenvectors Vt : 1



Qt = V St Ut



Yt b b = 11 12 b21 b22



Xt Pt



Using this transformation in (84) we obtain: V Qt+1 = AV Qt + zt Qt+1 = V 1 AV Qt + V Qt+1 = Qt + zt where



=V



1



1



zt (89)



. In matrix form our model can be written as: t St+1 t Ut+1



=



1



0



0



2



14



St Ut



+ zt



In the more general case where they are vectors of variables the analysis carries through.
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The elements of need to be ordered from the smaller in absolute value to the bigger, so that j 1 j < j 2 j. Suppose we are in the interesting case of saddle path stability, with j 1 j < 1 and j 2 j > 1. Given that the system is diagonal, the equations are now decoupled and we can consider them separately.



The First Equation is t St+1



=



1 St



+ ( 1 b11 +



2 b12 ) zt



As we saw in one of the previous remarks, because j 1 j < 1 this di¤erence equation can be solved by backward iteration: St =



t 1 S0



+ ( 1 b11 +



2 b12 )



t 1 X



j 1 zt j 1



(90)



j=0



The Second Equation is t Ut+1



=



2 Ut



+ ( 1 b21 +



2 b22 ) zt



In this case we know already that because j 2 j > 1, this equation needs to be solved forward. It is nonetheless instructive to see what happens if we iterate it backwards. t Ut+1



= = =



2 [ 2 Ut 1 + ( 1 b21 + 2 b22 ) zt 1 ] + ( 1 b21 + 2 b22 ) zt 2 2 Ut 1 + 2 ( 1 b21 + 2 b22 ) zt 1 + ( 1 b21 + 2 b22 ) zt 2 2 Ut 1 + ( 1 b21 + 2 b22 ) (1 + 2 L) zt



::: =



t 2 U0



+ ( 1 b21 +



2 b22 )



1 + 2L + t X j = t2 U0 + ( 1 b21 + 2 b22 ) 2 zt j



2 2 2L



+ ::: +



t t 2L



zt (91)



j=0



Contrary to the homogeneous case, here even if we set U0 = 0 the solution will still not be stable. The problem in fact is the presence of the extra term multiplied by j2 which will eventually explode as t ! 1. 74



This is the only major di¤erence between the models of Rational Expectations and the system of di¤erence and di¤erential equations saw in the previous sections. In fact, here to obtain stability, the equation associated with the unstable root needs to be solved forward (Sargent’s Rule). If we perform this calculation we get: t Ut+1



=



2 Ut



+ ( 1 b21 + 2 b22 ) zt 1 1 ( 1 b21 + 2 b22 ) zt Ut = Ut+1 2



1



1



F



Ut =



2



2



1 2



Ut =



( 1 b21 +



( 1 b21 +



2 b22 ) zt



2 b22 )



1 X



1



j+1



zt+j



(92)



2



j=0



Since j 2 j > 1 and zt+j does not explode given the technical condition we imposed at the beginning, this solution is stable. Given that the canonical variables are de…ned through the transformation Qt = V 1 Yt we have that Ut = b21 Xt + b22 Pt Therefore, as in the di¤erence and di¤erential systems studied before, the solution for the unstable canonical variable de…nes a linear combination of the state and the jump variable that needs to be respected to have a stable solution: Ut = b21 Xt + b22 Pt =



( 1 b21 +



2 b22 )



1 X



1



j+1



zt+j



(93)



2



j=0



The Solution of the Model in Canonical Variables is therefore composed of the two equations: St =



t 1 S0



+ ( 1 b11 +



2 b12 )



t 1 X



j 1 zt j 1



j=0



Ut =



( 1 b21 +



2 b22 )



1 X



1



j=0



Given that St = b11 Xt + b12 Pt Ut = b21 Xt + b22 Pt 75



2



j+1



zt+j



the solution can then be expressed in terms of original variables. In particular the solution for Xt and Pt will be in terms of the predetermined variables (initial condition X0 ) and of the forcing process. The math is a bit of a mess, though but if you’re interested you can take a look at the original paper.



12.2



Stability



The beauty of the BK solution is that it gives us a counting rule that allows us to determine the existence and number of solutions of RE models: If the number of explosive roots is equal to the number of non predetermined variables, then there exists a Unique Solution If the number of explosive roots is bigger than the number of non predetermined variables, then there exists No Solution that satis…es the model and the non explosion condition If the number of explosive roots is smaller than the number of non predetermined variables, then there exists An In…nity of Solutions Intuition: An explosive root does not necessarily makes the system explode. If a jump variable is associated with the eigenvalue bigger than one in absolute value and is combined with a predetermined variable in such a way that the transversality condition is satis…ed, then the system is taken to the stable arm and converges to the equilibrium.
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Part VI



The Method of the Undetermined Coe¢ cients This section presents a second di¤erent way of solving systems of linearized dynamic equations (or rational expectation models). The method implies an "educated guess" of the solution and the determination of the coe¢ cients associated to it. How to form an educated guess? We know that our problem starts from a consumer that maximizes some its utility. He picks the value of his choice variables subject to some dynamic constraints (state variables). However, the optimal solution for his choice variables ct will be in function of endogenous state variables and exogenous variables. Those are in fact in the variables that characterize the state of the economy and that ultimately determine the optimum. Hence, if we want to make an educated guess of the solution to our problem we can safely set all the variables as functions of endogenous states and exogenous states. Once we make this educated guess, we can determine the solution by using the system of …rst order conditions and the Method of the Undetermined Coe¢ cients (see Harald Uhlig "A Toolkit for Analyzing Nonlinear Dynamic Stochastic Models Easily"). As an example suppose one of our linearized equations takes the form: ^ t+1 = (1 K



^t + )K



+ ^ It



and the guessed solutions for those variables are: I^t = ^ t+1 = K



^ + ^ kk Kt +



ik Kt



^ ^ kA At



iA At



(94) (95)



The Method of the Undetermined Coe¢ cients is as follows: i As a …rst step we rewrite our linearized equation so that it is homogeneous: + ^ ^ t+1 (1 ^t K )K It = 0 ii We then substitute the guessed solution into the linearized equation i + h ^ ^ ^ ^ ^ K + A (1 ) K K + A t kk t kA t ik t iA t = 0 77



which we simplify to kk



(1



|



+



) {z



}



#



+



^t + K



ik



A^t = 0



iA



kA



|



{z



##



}



iii if the guessed solution is true, then the previous equation must be veri…ed, but the only way it can be veri…ed is for the coe¢ cients # and ## to be zero: (1



kk



+



)



ik



=0



iA



=0



+ kA



which yields: ik



=



iA



=



[



+



kk



(1



)]



kA



+



iv Using two equations we were able to get to two equations in four unknowns. Clearly we cannot solve for the coe¢ cients with only this information, but using all the other linearized relationships in the same way we will be able to determine all the coe¢ cients. v HINT: When we try to …nd the solution for the coe¢ cients we will see that all the coe¢ cients will be expressed as functions of kk and ultimately we will have to solve a quadratic equation in kk to be able to solve for all the other coe¢ cients.
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Interpreting



kk



The system of …rst order dynamic equations can be reduced to a second order dynamic equation in the state variable. Putting it into matrix from we know that to solve it we need to …nd the characteristic polynomial, whose roots are the same as the eigenvalues of the matrix A in the system Yt+1 = AYt + BXt . Moreover, we know that the solution for the second order di¤erence equation is something like ^t = K



t 1 b1



+



78



t 2 b2



+A



in our case the guessed solution was ^ t+1 = K



^ +



kk Kt



^



kA At



therefore we can see that kk = 1 , which is: the coe¢ cient that governs the dynamic of the system is the stable eigenvalue of the matrix A. (For more details see A. Uhlig "A Toolkit for Analyzing Nonlinear Dynamic Stochastic Models Easily")
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