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Overview of the contribution



Prior methods: ▶



Induce inventory by clustering of word instances (Li and Jurafsky, 2015)



▶



Use existing inventories (Rothe and Schütze, 2015)



Our method: ▶



Input: word embeddings



▶



Output: word sense embeddings



▶



Word sense induction by clustering of word ego-networks



▶



Word sense disambiguation based on the induced sense representations
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Learning Word Sense Embeddings
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Word Sense Induction: Ego-Network Clustering



▶ ▶



The "furniture" and the "data" sense clusters of the word "table". Graph clustering using the Chinese Whispers algorithm (Biemann, 2006).
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Neighbours of Word and Sense Vectors



▶ ▶ ▶



Vector



Nearest Neighbours



table



tray, bottom, diagram, bucket, brackets, stack, basket, list, parenthesis, cup, trays, pile, playfield, bracket, pot, drop-down, cue, plate



table#0



leftmost#0, column#1, randomly#0, tableau#1, topleft0, indent#1, bracket#3, pointer#0, footer#1, cursor#1, diagram#0, grid#0



table#1



pile#1, stool#1, tray#0, basket#0, bowl#1, bucket#0, box#0, cage#0, saucer#3, mirror#1, birdcage#0, hole#0, pan#1, lid#0



Neighbours of the word “table" and its senses produced by our method. The neighbours of the initial vector belong to both senses. The neighbours of the sense vectors are sense-specific.
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Word Sense Disambiguation



1. Context Extraction ▶



use context words around the target word



2. Context Filtering ▶



based on context word’s relevance for disambiguation



3. Sense Choice ▶



maximize similarity between context vector and sense vector
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Word Sense Disambiguation: Example
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Evaluation on SemEval 2013 Task 13 dataset: comparison to the state-of-the-art Model



Jacc.



Tau



WNDCG



F.NMI



F.B-Cubed



AI-KU (add1000) AI-KU AI-KU (remove5-add1000) Unimelb (5p) Unimelb (50k) UoS (#WN senses) UoS (top-3) La Sapienza (1) La Sapienza (2)



0.176 0.176 0.228 0.198 0.198 0.171 0.220 0.131 0.131



0.609 0.619 0.654 0.623 0.633 0.600 0.637 0.544 0.535



0.205 0.393 0.330 0.374 0.384 0.298 0.370 0.332 0.394



0.033 0.066 0.040 0.056 0.060 0.046 0.044 – –



0.317 0.382 0.463 0.475 0.494 0.186 0.451 – –



AdaGram, α = 0.05, 100 dim



0.274



0.644



0.318



0.058



0.470



w2v w2v (nouns) JBT JBT (nouns) TWSI (nouns)



0.197 0.179 0.205 0.198 0.215



0.615 0.626 0.624 0.643 0.651



0.291 0.304 0.291 0.310 0.318



0.011 0.011 0.017 0.031 0.030



0.615 0.623 0.598 0.595 0.573
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Conclusion



▶



Novel approach for learning word sense embeddings.



▶



Can use existing word embeddings as input.



▶



WSD performance comparable to the state-of-the-art systems.



▶



Source code and pre-trained models:



https://github.com/tudarmstadt-lt/SenseGram
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Thank you and welcome to our poster!
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Evaluation based on the TWSI dataset: a largescale dataset for development



August 11, 2016 | 11




























Unveiling the Dreams of Word Embeddings: Towards ...













The Expressive Power of Word Embeddings













Problems With Evaluation of Word Embeddings Using ...













Problems With Evaluation of Word Embeddings Using ...













Intrinsic Evaluations of Word Embeddings: What Can ...













Making Sense of Trump Victory.pdf













Evaluating word embeddings with fMRI and eye-tracking













Learning to Rank with Joint Word-Image Embeddings













Evaluating Word Embeddings Using a Representative ... - Stanford CS













Word Embeddings for Speech Recognition - Research at Google













word sense disambiguation pdf













On Contribution of Sense Dependencies to Word ...













1 Making Sense of Nietzsche's â€œTruthsâ€�: Slavery, Misogyny and ...















Making Sense of Word Embeddings - GitHub






Aug 11, 2016 - 1Technische UniversitÃ¤t Darmstadt, LT Group, Computer Science Department, Germany. 2Moscow State University, Faculty of Computational ... 






 Download PDF 



















 611KB Sizes
 6 Downloads
 264 Views








 Report























Recommend Documents













Unveiling the Dreams of Word Embeddings: Towards ... 

This set contains 541 base-level concrete concepts (e.g., cat, apple, car etc.) .... The last experiment takes high-level category structure explicitly into account in ...




















The Expressive Power of Word Embeddings 

Moreover, benchmarking the embeddings shows ... performance on the Named Entity Recognition task. .... written using the Python package Scikit-Learn (Pe-.




















Problems With Evaluation of Word Embeddings Using ... 

2Department of Computer Science, Johns Hopkins University. {mfaruqui,ytsvetko ..... Georgiana Dinu, Angeliki Lazaridou, and Marco Ba- roni. 2014. Improving ...




















Problems With Evaluation of Word Embeddings Using ... 

corresponding word vectors in a D-dimensional .... that use the dimensions of word vectors as features in a ma- .... neighbors in high-dimensional data.




















Intrinsic Evaluations of Word Embeddings: What Can ... 

The test they pro- posed consists in ... nington et al., 2014) and SVD, trained at 300 dimensions, window size ... word embedding can be aligned with dimensions.




















Making Sense of Trump Victory.pdf 

Page 1 of 4. Dear Friends,. For those trying to make sense of the electoral outcome, I would like to offer a few thoughts. The following -. two observations, and three suggestions - combines some points that are well established in the social science




















Evaluating word embeddings with fMRI and eye-tracking 

predicting brain imaging or eye-tracking data us- ing the embeddings .... hold hold anytime house hold pig anytime nervous rolling rolling hold hold house rise.




















Learning to Rank with Joint Word-Image Embeddings 

like a fast algorithm that fits on a laptop, at least at ..... Precision at 1 and 10, Sibling Precision at 10, and Mean ..... IEEE Conference on Computer Vision and.




















Evaluating Word Embeddings Using a Representative ... - Stanford CS 

Sim- ple models are equally, if not more suitable for this criterion. Choice of hyperparameters The performance of neural models often vary greatly depending on ... 4 Tasks. The following are a selection of tasks to be in- cluded in the benchmark sui




















Word Embeddings for Speech Recognition - Research at Google 

to the best sequence of words uttered for a given acoustic se- quence [13, 17]. ... large proprietary speech corpus, comparing a very good state- based baseline to our ..... cal speech recognition pipelines, a better solution would be to write a ...




















word sense disambiguation pdf 

word sense disambiguation pdf. word sense disambiguation pdf. Open. Extract. Open with. Sign In. Main menu. Displaying word sense disambiguation pdf.




















On Contribution of Sense Dependencies to Word ... 

On the other hand, (Ide and Veronis. 1998) reported that coarse-grained sense distinctions are sufficient for several NLP applications. In particular, the use of the ...




















1 Making Sense of Nietzsche's â€œTruthsâ€�: Slavery, Misogyny and ... 

Nietzsche begins the final chapter of Beyond Good and Evil, entitled â€œWhat is Noble,â€� ... Nietzsche's account of aristocracy gives rise to a host of interpretive ..... saw what his thoughts had come to and realized the kind of company he was in â


























×
Report Making Sense of Word Embeddings - GitHub





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















