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Manipulation of Stable Matching Mechanisms: Polarization of Interests Revisited Francis X. Flanagan Wake Forest University Abstract In a many-to-one matching market in which the “college” side of the market has responsive preferences, I define college improvement cycles, which I show are related to the successful manipulation of stable mechanisms. Specifically, I show that if there exists any individual college that can successfully manipulate a stable mechanism, then there exists a group manipulation in which all colleges are weakly better off than they would be under their own best individual manipulations, and every college is weakly better off relative to the match produced by the stable mechanism under the true preferences. This result provides motivation for why the “college” side of a many-to-one matching market would collude when facing a stable mechanism.
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Introduction



Consider a many-to-one matching market consisting of a finite set of colleges, C, and a finite set of students, S. Colleges may match with multiple students, but each student may match with at most one college. It is well known that if students have strict preferences over colleges, and colleges have responsive preferences over sets of students,1 then a stable match always exists (Gale and Shapley (1962)). Furthermore, the set of stable matches is a lattice when using either side of the market’s aggregate preferences as a partial order. That is, within the set of stable matches, the preferences of agents on one side of the market coincide, and these preferences conflict with those of the agents on the other side.2 One question that arises in regards to this “polarization of interests” is whether it creates incentive for groups of agents to strategically misreport preferences to a stable matching mechanism.3 For example, Ashlagi and Klijn (2012) show that in a marriage market, where each college can match to at most one student, if any college can profitably misreport preferences under the Student Optimal Stable Mechanism (SOSM), then all colleges are weakly better off, and all students are weakly worse off. However Ashlagi and Klijn also show that this property does not extend to the general case when colleges are allowed to match to multiple students: in a many-to-one matching market, if a college profitably misreports preferences under the SOSM, it is possible that some other college is strictly worse off, and some student is strictly better off. The main result of the present paper restores somewhat the idea that the polarization of interests may extend to college manipulations of stable mechanisms: if any group of colleges C 0 ⊆ C can each individually profitably misreport preferences to a stable mechanism, then there exists a group manipulation by C 00 ⊆ C such that every college in the market weakly prefers the match which results from this group manipulation to the stable match produced by the true preferences, and every college in C 0 weakly prefers it to the match produced by its own manipulation. In other words, if all colleges collude, then every college can be guaranteed a match which is at least as good as it could achieve via its own individual manipulation of the mechanism.4 1 Loosely,



responsive preferences require that a college has a strict preference order over individual students, and that between any two sets of students that differ by only one student in each, the college prefers the set that contains the more preferred individual student. 2 Examples exploring the adversarial nature of these markets include Roth (1984) and Crawford (1991). 3 A stable mechanism is a mechanism that always produces a match which is stable according to the reported preferences. 4 Other relevant papers which look at the ability of agents to manipulate stable mechanisms include Kojima and Pathak (2009) and Akahoshi (2014). The main result in Kojima and Pathak (2009) is that as the market becomes large, the probability that any college, or any fixed group of colleges, is able manipulate the SOSM goes to zero. This result requires that the group of colleges remains fixed as the number of other
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There are a few reasons that this result holds. First, responsive preferences for college c imply that c always ranks any two students the same relative to each other, regardless of what other students are matched with c; second, under any stable mechanism, no individual college can have a profitable manipulation in which it is assigned more students than it would be under the true preferences. Together these imply that in any successful manipulation by college c, c must receive a student, s, which it strictly prefers over any of the students it has lost between the “true” match and the manipulated match. Notice though that since the manipulated match is stable under the reported preferences, the college that s is matched to in the true match must be matched to a more preferred student than s in the manipulated match. We can continue this argument to show that there must exist a college improvement cycle, which is a trading cycle in which each college exchanges a less preferred student for a more preferred one. Therefore if the appropriate set of colleges collude they can trade along such a cycle without changing any other aspect of the match, resulting in a Pareto improvement for the set of colleges. This result does not extend to group manipulations. That is, for any stable mechanism, there can be group manipulations which are the best possible manipulations for the members of the group, but still leave some colleges in the market strictly worse off than the match produced by the true preferences. The reason the result from the individual manipulations does not generalize to the group setting is that profitable group manipulations do not necessarily include college improvement cycles. For example, some college may be willing to accept two less preferred students in exchange for one more preferred student. While this trade may be mutually beneficial to the trading partners, it opens up the possibility that the college which is trading away more students than it is receiving may be willing to accept a student that had previously been matched to another college, leaving that third college worse off. These results imply that although particular collusive groups of colleges may not benefit from adding members, in many markets there may be significant incentive for individual colleges to form very large manipulative groups. For example, it is always possible for the entire set of colleges to submit preferences to a stable mechanism in such a way that every college is at least as well off as it would be under its own most profitable manipulation. This result may help explain why in certain markets agents that are ostensibly in competition for agents on the other side of the market routinely collude; for example, the high profile “anti-poaching” deals among Silicon Valley firms, or the Ivy League colleges’ “overlap” meetings that were forced to end in the early 1990s, in which the colleges met colleges and students in the market grows. The main result of the present paper shows that although this is true, there may still be significant incentive to try to form larger and larger groups in order to attempt to manipulate a stable mechanism. Akahoshi (2014) provides necessary and sufficient conditions for a one-toone stable mechanism to be group strategy-proof.
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to coordinate financial aid packages. The remainder of the paper is organized as follows. Section 2 introduces the model, and Section 3 contains the main results. Section 4 concludes. The proof of the main result is in the Appendix.
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Model



There are two finite, disjoint sets of agents: colleges, C, and students, S. Each college c ∈ C has a fixed quota, qc ∈ Z>0 , which is the number of seats available at the college. Each student s ∈ S has a strict, transitive preference relation Ps over the set of colleges and remaining unmatched (denoted by s), and each college c ∈ C has a strict, transitive preference relation c over sets of students, and a strict, transitive preference relation Pc over individual students and leaving a seat unmatched (denoted by ∅).5 For any agent i, let Ri be the weak preference relation which agrees with Pi . That is, jRi k if and only if jPi k or j = k. A college c is acceptable to student s if cPs s, and likewise a student s is acceptable to college c if sPc ∅; otherwise these agents are unacceptable. Colleges’ preferences are responsive with quota qc : for any subset S0 ⊂ S and student s ∈ / S0 , if |S0 | < qc then S0 ∪ {s} c S0 if and only if sPc ∅, and if |S0 | ≤ qc , then for any s0 ∈ S0 , (S0 \ {s0 }) ∪ {s} c S0 if and only if sPc s0 , and lastly, if |S0 | > qc , then ∅ c S0 . A match, µ, is a function on C ∪ S such that (i) µ(s) ∈ C or µ(s) = s, (ii) for all c ∈ C, |µ(c)| ≤ qc , and (iii) µ(s) = c if and only if s ∈ µ(c). A match µ is stable if it is both (i) individually rational: for all s ∈ S if µ(s) = c then cPs s, and for all c ∈ C if s ∈ µ(c) then sPc ∅, and (ii) unblocked: there does not exist a college-student pair (c, s) such that cPs µ(s) and either |µ(c)| < qc and sPc ∅ or there exists a student s0 ∈ µ(c) such that sPc s0 . Such a college-student pair will be called a blocking pair. I will abuse notation a bit and say that an individual college c prefers match µ to match 0 µ , written µ c µ0 , if µ(c) c µ0 (c). I will say a group of colleges C 0 ⊆ C weakly prefers match µ to match µ0 , written µ C0 µ0 , if for each college c ∈ C 0 we have that µ(c) c µ0 (c), and C 0 prefers µ to µ0 , written µ C0 µ0 , if it weakly prefers µ and there exists at least one college c ∈ C 0 such that µ c µ0 . Similarly define S0 for S0 ⊆ S, using the preference lists of the students. Match µ is Pareto efficient with respect to C if there does not exist another match, µ0 , such that µ0 C µ. It is well known that the set of stable matches is a lattice when using either C or S as a partial order.6 Therefore Thus, if agent i prefers j to k this may be written jPi k. If college c prefers a set of students S0 to the set of students S00 , this may be written S0 c S00 . 6 A lattice is a partially ordered set such that any two elements in the set have a unique least upper bound, or join, and a unique greatest lower bound, or meet, contained in the set. 5
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there is a unique stable match which is the best stable match according to S , known as the student optimal stable match, and likewise there is a unique stable match which is the best stable match according to C , known as the college optimal stable match. For any group of agents A ⊂ C ∪ S let PA be the set of preference relations for all agents in A. If A = C ∪ S then I will denote PA simply as P. A stable mechanism, φ, is a function which produces a stable match, µ, from an input of preference relations and quotas.7,8 Therefore, given a set of preference profiles P0 and a set of quotas {q0c }c∈C , I may write µ = φ( P0 , {q0c }c∈C ), and for any agent a ∈ C ∪ S, µ( a) = φ( P0 , {q0c }c∈C )( a). A set of colleges C 0 ⊆ C can successfully manipulate φ if there exists a set of preference relations PC0 0 such that φ(( PC0 0 , P−C0 ), {qc }c∈C ) C0 φ( P, {qc }c∈C ).9 Notice that it may also be possible for colleges to misreport quotas. However, Kojima and Pathak (2009) show that any (optimal) successful manipulation of a stable mechanism can be achieved via dropping strategies, defined as follows: a reported preference relation Pc0 constitutes a dropping strategy for c if it only differs from Pc by declaring some acceptable students unacceptable. Therefore it is without loss of generality to assume that in any successful manipulation the quotas are truthfully reported. Given this, for ease of notation, I will remove the quotas as an input to the stable mechanism and assume they are truthfully reported. Also notice that a successful manipulation requires only one member of a manipulative group to be strictly better off relative to the alternative match. One particular mechanism of interest is the previously mentioned Student Optimal Stable Mechanism: the Student Optimal Stable Mechanism (SOSM) is the mechanism which always produces the student optimal stable match for any inputted preferences. The main results of the present paper hinge on the fact that the strict preferences of the students, coupled with the responsive preferences of the colleges, imply that a successful individual manipulation of a stable mechanism by a college includes the “rotation” of a trading cycle that is mutually beneficial to all colleges involved, similar to the top trading cycles introduced in Shapley and Scarf (1974), or the student improvement cycles of Erdil and Ergin (2008).10 Definition 1. Given match µ, a college improvement cycle is an ordered set of n colleges 7 Since



colleges’ preferences are responsive, inputting preference relations over the individual students, rather than sets of students, is sufficient. 8 For any set of reported quotas and strict and transitive preference relations a stable match exists (Gale and Shapley (1962)). 9 As usual, the notation P 0 refers to the preference relations of the agents in the complement of C 0 in −C the set C ∪ S. 10 Gusfield and Irving (1989) also provide an excellent, thorough examination of the marriage market using improvement cycles to construct the entire set of stable matches, and Akahoshi (2014) defines a related concept, called the no-detour condition, and shows that it is necessary and sufficient for the existence of a strategy-proof mechanism in the marriage market.
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and n students, CI = {c1 , s1 , c2 , s2 , . . . , cn , sn }, with c1 ≡ cn+1 and sn ≡ s0 , such that, for all i, si ∈ µ(ci+1 ), ci+1 Psi si , and si Pci si−1 . Therefore, given a match µ, a college improvement cycle represents a feasible, mutually beneficial trade for the set of colleges involved. If µ is a stable match, this also implies that the students would be worse off after such a trade. I will say that a new match, µ0 , is created by rotating a college improvement cycle in µ: µ0 (ci ) = (µ(ci ) \ {si−1 }) ∪ {si } for all i = 1, . . . , n, and µ0 (c) = µ(c) for all other colleges. Starting from a stable match, rotating a college improvement cycle does not necessarily lead to a new stable match, but, importantly, it does result in a Pareto improvement for the set of colleges.
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Results: College Improvement Cycles and the Manipulation of Stable Mechanisms



Ashlagi and Klijn (2012) show that if all colleges have a quota of one, then any successful manipulation of the SOSM by an individual college leads to a weakly better match for all colleges. Proposition. (Ashlagi and Klijn (2012)) Under the SOSM, if colleges have a quota of one, then any successful group manipulation by colleges is weakly beneficial to the other colleges and weakly harmful to all students. However, they also show that when colleges are allowed to have general quotas it is possible that a successful manipulation leaves some college worse off. The main result of the present paper does not refute this claim, but it points out that if any group of colleges C 0 ⊆ C can each individually successfully misreport preferences to a stable mechanism, then there exists a group C 00 ⊆ C that can successfully manipulate the mechanism in such a way that all colleges are weakly better off in the manipulated match relative to the match produced under the true preferences, and each of the colleges in C 0 weakly prefers the group manipulation by C 00 to its own individual manipulation. The following example helps illustrate the result. Example 1. Let there be three colleges, with qc1 = qc2 = 2, and five students, with the
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following preferences:11 Pc1 s1 s2 s3 s4



Pc2 s2 s3 s1 s5



Pc3 s4



Ps1 Ps2 Ps3 Ps4 Ps5 c2 c1 c1 c1 c2 c1 c2 c2 c3



The match represented by the boxed students is the unique stable match in this market. That is, under these preferences, any stable mechanism φ would match each college to the students within the boxes in their preference list. Suppose c1 ’s preferences are such that {s1 , s4 } c1 {s2 , s3 }; then c1 can successfully manipulate the mechanism by reporting that s2 and s3 are unacceptable: Pc01 s1 s4



Pc2 s2 s3 s1 s5



Pc3 s4



Ps1 Ps2 Ps3 Ps4 Ps5 c2 c1 c1 c1 c2 c1 c2 c2 c3



Notice that although c1 and c2 are both better off after the manipulation, c3 is worse off, since it is now unmatched. If we think of each college as “owning” the students in the true stable match, then initially college c1 and c3 have a mutually beneficial trade: s1 for either s2 or s3 ; the sets {c1 , s1 , c2 , s2 } and {c1 , s1 , c2 , s3 } are each college improvement cycles. However under a stable mechanism an individual college cannot unilaterally force arbitrary trades, even if they are weakly beneficial to all colleges. In this example, since s1 is not c2 ’s least preferred student in φ( P)(c2 ), c1 must declare both s2 and s3 unacceptable to force a trade for s1 . However, if c1 and c2 collude and manipulate the mechanism as a group, then it is possible to trade s1 for either s2 or s3 via φ. Furthermore, if c1 and c2 manipulate φ in this way, then the entire set of colleges would be weakly better off relative to φ( P). The question remains though as to whether there is any incentive for c1 and c2 to form such a group in order to manipulate the mechanism. Clearly c1 would prefer to trade only one student out of the set {s2 , s3 } in exchange for s1 , rather than both, but just as clearly c2 prefers to receive both s2 and s3 rather than just one of these students. In fact, the match φ( Pc01 , P−c1 ) is the best possible match for c2 , and therefore c2 has no reason to submit 11 The



lists are in order from most preferred at top to least preferred at bottom, and agents that are not listed are unacceptable.
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false preferences if c1 reports Pc01 . However, the optimal individual manipulation c2 can achieve is to claim s1 is unacceptable, which would produce the following market: Pc1 s1 s2 s3 s4



Pc02 s2 s3 s5



Pc3 s4



Ps1 Ps2 Ps3 Ps4 Ps5 c2 c1 c1 c1 c2 c1 c2 c2 c3



This is weakly worse for c2 than any successful group manipulation by {c1 , c2 }. Therefore, in this example, either college c1 or c2 can successfully individually manipulate the mechanism, sometimes to the detriment of c3 . However, there exists a successful group manipulation under which both c1 and c2 are at least as well off as under their own optimal individual manipulations, and c3 is no worse off than under the true stable match. The reason for this is that each individual manipulation is associated with at least one college improvement cycle, which when rotated results in a Pareto improvement for the set of colleges. The main result of the present paper, Theorem 1, states that this is generally true. Theorem 1. If φ can be successfully individually manipulated by some college, then there exists a group of colleges C 00 ⊆ C that can successfully manipulate φ such that φ( PC0 00 , P−C00 ) C φ( P) and φ( P) S φ( PC0 00 , P−C00 ), and for each c ∈ C and any individual manipulation Pc0 , φ( PC0 00 , P−C00 ) c φ( Pc0 , P−c ). As noted, this result relies on the fact that individual manipulations are associated with college improvement cycles. An immediate corollary of the theorem is that college improvement cycles are necessary, but not sufficient, for successful individual manipulations of a stable mechanism, and they are sufficient, but not necessary, for successful group manipulations. Corollary 1. For any stable mechanism φ, there exists a college c that can successfully manipulate φ only if a college improvement cycle exists in φ( P), and if a college improvement cycle exists in φ( P) then there exists a group of colleges C 0 ⊆ C which can successfully manipulate φ. Corollary 1 cannot be strengthened to say that college improvement cycles are sufficient for successful individual manipulations, or necessary for successful group manipulations. Therefore Theorem 1 cannot be generalized to group manipulations, as the following example illustrates. Example 2. Let there be three colleges and five students, with qc1 = qc2 = 2, with the following preferences lists. 8



Pc1 s1 s2 s3 s4



Pc2 s1 s2 s3 s5



Pc3 s4 s5



Ps1 Ps2 Ps3 Ps4 Ps5 c2 c1 c1 c1 c3 c1 c2 c2 c3 c2



As before the boxed students represent the unique stable match in this market. Suppose c1 ’s preferences are such that {s1 , s4 } c1 {s2 , s3 }, and c2 ’s preferences are such that {s2 , s3 } c2 {s1 , s5 }. Then neither c1 or c2 can successfully manipulate the mechanism on its own,12 but if they collude they can achieve the following successful group manipulation. Pc01 s1 s4



Pc02 s2 s3



Pc3 s4 s5



Ps1 Ps2 Ps3 Ps4 Ps5 c2 c1 c1 c1 c3 c1 c2 c2 c3 c2



Unlike in Example 1, here there is no way to weakly improve the payoffs of the manipulating group members while simultaneously making the non-manipulative college, c3 , weakly better than the true stable match. In fact, the true stable match is actually Pareto efficient with respect to C . Example 2 also shows that if φ( P) is Pareto efficient with respect to C it still may be possible for a group to successfully manipulate the mechanism. However, an immediate corollary of Theorem 1 is that if φ( P) is Pareto efficient with respect to C then it is immune to successful individual manipulations. This again is due to the fact that individual manipulations require that there exists a college improvement cycle in φ( P), while group manipulations do not. Another possible implication of Theorem 1 would be a counter result: if there exists a group of colleges C 0 which can successfully manipulate φ such that φ( PC0 0 , P−C00 ) C φ( P), and φ( P) S φ( PC0 0 , P−C00 ), then each c ∈ C 0 such that φ( PC0 0 , P−C00 ) c φ( P) can successfully manipulate φ at P. This turns out not to be true, which a slight adjustment to Example 2 shows: 12 In order for c



1 to successfully manipulate the mechanism it would need to be matched with s1 . However, since s1 and c1 are each other’s mutual top choice, this is not possible. In order for c2 to successfully manipulate the mechanism it would need to either retain s1 and replace s5 with either s2 or s3 , or replace it’s current match with (s2 , s3 ). Since no other college finds s5 acceptable, none of these outcomes are possible.
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Example 3. Let there be three colleges and five students, with qc1 = qc2 = 2, with the following preferences lists. Pc1 s1 s2 s3 s4



Pc2 s1 s2 s3 s5



Pc3 s5 s4



Ps1 Ps2 Ps3 Ps4 Ps5 c2 c1 c1 c3 c2 c1 c2 c2 c1 c3



As before the boxed students represent the unique stable match in this market. As in Example 2 let c1 ’s preferences be such that {s1 , s4 } c1 {s2 , s3 }, and c2 ’s preferences be such that {s2 , s3 } c2 {s1 , s5 }. Then a similar argument shows that none of the colleges can individually successfully manipulate the mechanism on its own,13 but if they collude they can achieve the following successful group manipulation. Pc01 s1 s4



Pc02 s2 s3



Pc3 s5 s4



Ps1 Ps2 Ps3 Ps4 Ps5 c2 c1 c1 c3 c2 c1 c2 c2 c1 c3



Unlike in Example 2, here all colleges are strictly better off and all students are strictly worse off, despite the fact that there is no possible successful individual manipulation of the mechanism.
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Conclusion



Although individual college manipulations of stable mechanisms may hurt other colleges, I show that there exists a group manipulation which is weakly better for all colleges relative to their own best individual manipulations. This suggests that there may be significant incentive for colleges to collude when reporting preferences to a stable mechanism. This result holds because of the relationship between successful individual manipulations and 13 As



in Example 2, in order for c1 to successfully manipulate the mechanism it would need to be matched with s1 . However, since s1 and c1 are each other’s mutual top choice, this is not possible. In order for c2 to successfully manipulate the mechanism it would need to either retain s1 and replace s5 with either s2 or s3 , or replace it’s current match with (s2 , s3 ). Dropping only s5 would cause c3 to match with s5 in stead of s4 , but then s4 would remain unmatched. By dropping both s1 and s5 , c2 would end up with only s3 . If c3 drops s4 then it would be unmatched.
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college improvement cycles, which are necessary for the existence of a successful individual manipulation. I also show that college improvement cycles are sufficient, but not necessary, for successful group manipulations, and that it is possible for optimal group manipulations to make some colleges strictly worse off.
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Appendix: Proof of Theorem 1



Proof of Theorem 1. Throughout the proof, for ease of notation, I often denote φ( Pc0 , P−c ) simply as φ( P0 ), with the understanding that this is an individual manipulation by a college. For the following lemma, let c1 successfully manipulate φ by reporting Pc01 , and let Σ1 be the set of students in φ( P0 )(c1 ) that prefer their matches in φ( P) to c1 ; Σ1 = {s|s ∈ φ( P0 )(c1 ) \ φ( P)(c1 ) and φ( P)(s) Ps c1 }.14 Then we have the following: Lemma 1. It is possible to construct a set of |Σ1 | cycles of the form {c1 , s1 , c2 , s2 . . . , cn , sn }, where each s1 ∈ Σ1 , each si ∈ φ( P)(ci+1 ) ∩ φ( P0 )(ci ), and the set of students in each cycle is disjoint from the set of students in all of the other cycles. Proof. Construct a set of k ≥ |Σ1 | cycles as follows. Let S j be the subset of students which have not been included in the previous j − 1 cycles and let S1 = S; take any s ∈ Σ1 ∩ S1 and let s = s1 and φ( P)(s1 ) = c2 . Since c2 Ps1 c1 , it must be that there exists some s2 ∈ (φ( P0 )(c2 ) \ φ( P)(c2 )) ∩ S1 such that s2 Pc2 s1 , otherwise (c2 , s1 ) would block φ( P0 ). Similarly, there is a college c3 = φ( P)(s2 ) that s2 prefers to c2 , and, if c3 6= c1 , a student s3 ∈ (φ( P0 )(c3 ) \ φ( P)(c3 )) ∩ S1 such that s3 Pc3 s2 , and so on. Eventually this sequence must cycle. Remove the students in this cycle from S1 , and let this new set be S2 , the set of students which may be included in the second cycle. In general, for cycle j, if Σ1 ∩ S j 6= ∅, then take any s ∈ Σ1 ∩ S j and label it s1 . The same logic applies as for the first cycle: for c2 = φ( P)(s1 ), c2 Ps1 c1 , and there exists some s2 ∈ (φ( P0 )(c2 ) \ φ( P)(c2 )) ∩ S j such that s2 Pc2 s1 , and so on. Thus as long as Σ1 ∩ S j is nonempty a new cycle can be constructed which satisfies the desired conditions. Since the market is finite eventually there is a subset of these cycles that satisfies the statement of the lemma. Lemma 2. For any stable mechanism φ, if college c1 can successfully manipulate φ by reporting Pc01 , then there exists a college improvement cycle containing c1 in φ( P) which is rotated in φ( Pc01 , P−c1 ). 14 Note



that φ( P0 )(c1 ) c1 φ( P)(c1 ) implies that Σ1 is non-empty.
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Proof. Construct the set of |Σ1 | cycles as described in the statement of Lemma 1. I claim that at least one of these is a college improvement cycle in φ( P) which is rotated in φ( P0 ). By construction this is true if s1 Pc1 sn for at least one of the cycles. For contradiction assume each cycle in the set is such that sn Pc1 s1 . Then, by responsiveness, the set of students Σ1 , which is the set of all students s1 in the cycles, is less preferred by c1 than the the set of students sn in the cycles, which I will label Σn . Thus, by responsiveness and the fact that φ( P0 )(c1 ) c1 φ( P)(c1 ), we have that φ( P0 )(c1 ) \ Σ1 is preferred by c1 to φ( P)(c1 ) \ Σn . Since every student in φ( P0 )(c1 ) \ (Σ1 ∪ φ( P)(c1 )) is such that c1 Ps φ( P)(s), if φ( P0 )(c1 ) \ Σ1 c1 φ( P)(c1 ) \ Σn it must be that |φ( P0 )(c1 ) \ Σ1 | > |φ( P)(c1 ) \ Σn |, which implies |φ( P)(c1 )| < qc1 . However, since φ( P) is stable this implies that φ( P0 )(c1 ) \ φ( P)(c1 ) = Σ1 , a contradiction. With these results we can construct a match, µ∗ , that has the desired properties as stated in Theorem 1. For any set of agents A0 and agent a, let arg minPa A0 and arg maxPa A0 be, respectively, a’s least preferred and most preferred agent in the set A0 . For any college c ∈ C and match µ define a “Have” set, H (µ, c), and a “Want” set, W (µ, c), by the following properties: 1. H (µ, c) = ∅ ⇐⇒ W (µ, c) = ∅, 2. H (µ, c) = {s ∈ µ(c)| there exists some s0 ∈ µ(c) and c0 6= c such that sRc s0 and s0 ∈ W (µ, c0 )}, and 3. W (µ, c) = {s|s c arg minPc H (µ, c), cPs ∅, and s ∈ H (µ, c0 ) for some c0 6= c} Thus the “Have” sets of each c are subsets of each college’s match that contain all students in the match that are weakly preferred to the worst student desired by some other college c0 , and c0 also has a student desired by some other college, and so on. These conditions imply the following: Lemma 3. H (µ, c) 6= ∅ for some c ∈ C if and only if a college improvement cycle exists in µ, and if a college improvement cycle exists in µ then si ∈ W (µ, ci ) and si ∈ H (µ, ci+1 ) for all si , ci in the cycle. Proof. The second claim follows immediately from the definition of a college improvement cycle, which proves the “if” direction of the first claim. For the “only if” direction of the first claim, assume H (µ, c) 6= ∅ and let s1 = arg minPc H (µ, c). Then, by the definition of H (µ, c), there exists a college c1 such that c1 = arg maxPs1 {c0 |s1 ∈ W (µ, c0 )}. Thus H (µ, c1 ) 6= ∅, so there exists a student s2 = arg minPc1 H (µ, c1 ) and college c2 = arg maxPs2 {c0 |s2 ∈ W (µ, c0 )}, and so on. Eventually this sequence must cycle, and by construction it is a college improvement cycle. 12



I will construct µ∗ by successively rotating college improvement cycles starting from µ1 = φ( P). Take any college c such that H (µ1 , c) 6= ∅.15 Construct a college improvement cycle as in the proof of Lemma 3: let s1 = arg minPc H (µ1 , c), c1 = arg maxPs1 {c|s1 ∈ W (µ1 , c)}, s2 = arg minPc H (µ1 , c1 ), and so on. Eventually this sequence must cycle, and by construction it is a college improvement cycle. Rotate the cycle and label the new match µ2 . If H (µ2 , c) 6= ∅ for some c then repeat this process; in general, in round t, take any college c with H (µt , c) 6= ∅, and let s1 = arg minPc H (µt , c), c1 = arg maxPs1 {c|s1 ∈ W (µt , c)}, and so on. Since the market is finite eventually this process terminates. Label this match µ∗ . It is immediate that µ∗ is weakly preferred by all colleges to φ( P). To show that µ∗ is weakly preferred by all colleges which can successfully manipulate φ to their own individual manipulations, I will show that for any c1 that successfully manipulates φ, that the jth best student in µ∗ (c1 ) is weakly preferred by c1 to the jth best student in φ( P0 )(c1 ). The following result will be useful. Lemma 4. For all c ∈ C, for all t ≥ 1, W (µt+1 , c) ⊆ W (µt , c) and | H (µt+1 , c)| ≤ | H (µt , c)|. Proof. Suppose there exists some c, s, and t such that s ∈ W (µt , c) \ W (µt−1 , c). If s ∈ H (µt−1 , c0 ) for some c0 this implies that arg minPc H (µt−1 , c) c arg minPc H (µt , c). If s 6∈ H (µt−1 , c0 ) for any c0 this implies that µt−1 (s) = µt (s). Either way there exists a student s1 and a college c1 such that s1 ∈ µt−1 (c1 ) \ H (µt−1 , c1 ), and s1 ∈ H (µt , c1 ). This in turn requires that there exists a college c2 such that s1 ∈ W (µt , c2 ) \ W (µt−1 , c2 ) and a student, s2 , such that s2 ∈ H (µt , c2 ) \ H (µt−1 , c2 ) and s1 Pc2 s2 .16 Therefore there exists a college c3 such that s2 ∈ W (µt , c3 ) \ W (µt−1 , c3 ), and so on. Eventually this sequence must cycle, and by construction it is a college improvement cycle. Since every student in this cycle is such that µt (s) = µt−1 (s), the cycle must also be in µt−1 , and thus, by Lemma 3, all students are such that si ∈ H (µt−1 , ci−1 ), a contradiction. The same argument shows that if H (µt , c) 6= ∅, then arg minPc H (µt , c) Rc arg min H (µt−1 , c), which implies | H (µt , c)| ≤ | H (µt−1 , c)|. Now, let c1 be a college that can successfully manipulate φ. I will show that s1∗ = arg maxPc1 µ∗ (c1 ) is weakly preferred to s10 = arg maxPc1 φ( P0 )(c1 ). If s10 ∈ φ( P)(c1 ) then this is immediate. Thus suppose s10 6∈ φ( P)(c), and for contradiction assume s10 Pc s1∗ . By Lemmas 1-3 it must be that s10 ∈ W (µ1 , c1 ). Thus, at some step t in the construction of 15 Lemmas



2 and 3 show that if no such college exists then no college can successfully individually manipulate φ. 16 If no such s existed then this would imply s P arg min H ( µ 2 1 c2 t−1 , c2 ), which would imply s1 ∈ H ( µ t −1 , c 1 ).
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µ∗ we have that s10 ∈ W (µt , c1 ) and s10 6∈ W (µt+1 , c1 ) ∪ µt+1 (c). Since s10 ∈ W (µt , c1 ), Lemma 4 implies that c2 = µt+1 (s1 ) is such that c2 Ps1 c1 . And, since s1 6∈ φ( P0 )(c2 ), there is some other student, s2 ∈ φ( P0 )(c2 ) \ µt+1 (c2 ), such that s2 Pc2 s1 . Since s1 ∈ H (µt , c2 ) ∪ W (µt , c2 ), then, again by Lemma 4, c3 = µt+1 (s2 ) is such that c3 Ps2 c2 , and so on. Therefore, analogous to the construction of the cycles in Lemma 1, it is possible to construct a cycle {c1 , s10 , c2 , s2 , . . . , cn , sn } such that si ∈ µt+1 (ci+1 ) ∩ φ( P0 )(ci ) and si+1 Pci si for all i 6= 1. If s10 Pc1 sn this is a college improvement cycle, and, by Lemmas 2 and 3, s10 ∈ W (µt+1 , c1 ), a contradiction. Thus it must be that sn Pc1 s10 , but this contradicts that s10 Ps1∗ . If |φ( P0 )(c1 )| = 1 then we are done. Otherwise, to complete the proof via induction, assume that |φ( P0 )(c1 )| ≥ 2 and for some j, 1 ≤ j < |φ( P0 )(c1 )|, the top j students in µ∗ (c1 ) are each weakly preferred to their counterparts in φ( P0 )(c1 ). That is, letting s10 , s20 , . . . , s0j and s1∗ , s2∗ , . . . , s∗j denote the j most preferred students by c1 in φ( P0 )(c1 ) and µ∗ (c1 ), respectively, then si∗ Rc si0 for all i = 1, . . . , j. I claim that s∗j+1 Rc1 s0j+1 . By the inductive assumption this is immediate if s0j+1 ∈ µ1 (c1 ) \ H (µ1 , c1 ), and it is also immediate if the j + 1st best student in µ1 (c1 ) is preferred to s0j+1 . Thus assume either that s0j+1 ∈ / 0 µ1 (c1 ) or s j+1 ∈ H (µ1 , c1 ), and that the j + 1st most preferred student in µ1 (c1 ) is less preferred than s0j+1 . Since µ1 is stable and each s0 ∈ {s10 , . . . , s0j+1 } \ µ1 (c1 ) is preferred by c1 to the j + 1st most preferred student in µ1 (c1 ), it must be that each s0 is such that µ1 (s0 ) Ps0 c1 . By Lemma 1, for each such s0 we can construct a cycle {c1 , s1 , . . . , cn , sn } such that s0 = s1 , si ∈ φ( P0 )(ci ) ∩ µ1 (ci+1 ) for all i, si Pci si−1 for all i 6= 1, and the sets of students in each cycle are disjoint. Let  Σn be the set of students  sn in these cycles. Then  we 0 0 0 0 have Σn ∪ {s1 , . . . , s j+1 } \ µ1 (c1 ) ⊆ µ1 (c1 ) and |Σn ∪ {s1 , . . . , s j+1 } \ µ1 (c1 ) | = j + 1, thus it must be that s0j+1 Pc1 arg minPc1 Σn . Therefore at least one of these cycles is a college improvement cycle, which implies {s10 , . . . , s0j , s0j+1 } ⊆ H (µ1 , c1 ) ∪ W (µ1 , c1 ), and s0j+1 6= arg minPc1 H (µ1 , c1 ). I will use this to show that if s0j+1 Pc1 s∗j+1 then µ∗ can never be reached via the construction process, which is clearly a contradiction. Assume that for some t ≥ 1 we have that {s10 , . . . , s0j , s0j+1 } ⊆ H (µt , c1 ) ∪ W (µt , c1 ), and s0j+1 6= arg minPc1 H (µt , c1 ). Then in t + 1, Lemma 4 and the procedure in Lemma 1 imply that for each s0 ∈ {s10 , . . . , s0j+1 } \ µt+1 (c1 ) we can construct a cycle {c1 , s1 , . . . , cn , sn } such that s0 = s1 , si ∈ φ( P0 )(ci ) ∩ µt+1 (ci+1 ) for all i, and si Pci si−1 for all i 6= 1, and the sets of students in each cycle are disjoint. By the same argument as before, lettingΣn be the set of students sn in these cycles, we haveΣn ∪  0 {s1 , . . . , s0j+1 } \ µt+1 (c1 ) ⊆ µt+1 (c1 ) and |Σn ∪ {s10 , . . . , s0j+1 } \ µt+1 (c1 ) | = j + 1, thus it must be that s0j+1 Pc1 arg minPc1 Σn . Thus at least one of these cycles is a 14



college improvement cycle. This implies {s10 , . . . , s0j , s0j+1 } ⊆ H (µt+1 , c1 ) ∪ W (µt+1 , c1 ), and s0j+1 6= arg minPc1 H (µt+1 , c1 ), therefore µ∗ cannot be reached, a contradiction. Thus s∗j+1 Rc1 s0j+1 , and µ∗ (c1 ) c1 φ( P0 )(c1 ). Lastly, to show that this new match is achievable via a group manipulation, let C 0 = C and have each college submit µ∗ (c) as its only acceptable students. Clearly µ∗ is the unique stable match according to these preferences, thus φ( PC0 0 ) = µ∗ .
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