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Title: Mathematical Morphology Based Automated Control Point Detection from Human Facial Image Authors: Md. Haider Ali, Ishrat Rahman Sami, Mahzabeen Islam and Mohammad Shahiduzzaman. Department of Computer Science and Engineering University of Dhaka, Dhaka-1000, Bangladesh [email protected] ABSTRACT Facial feature control point means facial feature (i.e. eye, lip etc.) surrounding points and other important points in face which can be used to create image metamorphosis based facial animation. The goal of this research is to incorporate image morphing based facial animation in very narrow bandwidth video transmission/compression, especially in video conferencing, news telecast etc. where the background as well as the object in the image changes a little. As a part of the whole work, in this paper, an efficient mathematical morphology based facial feature control point detection technique is proposed. Here mathematical morphology tools are used both for filtering and pattern matching. First skin color based segmentation is used with some morphological processing on the input image to separate skin regions. Then the parallel eye segments are searched by erosion of the edge thinned image with eye corner structuring elements. Combining the skin region result and the erosion result, the probable eye segment pair is identified. Then using facial feature distance measurements and by possible refinements, lip and other control points are detected. The accuracy of the proposed method is within an acceptable limit and it is capable to work with images of average quality or close to average quality. The ease of implementation is also an important property of the proposed method which consists of simple matching and morphological operations.
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1. INTRODUCTION Face and facial feature detection has its application in many fields of technology. The most dominant applications are in the field of computer vision (e.g. face detection), machine manipulation of human expression (e.g. facial expression detection) and computer graphics (e.g. image metamorphosis based facial animation generation) etc. A relatively new application of control point detection is in the field of low bandwidth video transmission or video compression. In this Internet age, online video transmission trend is increasing day by



day. But even with the advent of high speed Internet, video transmission over Internet is still challenging considering the high bandwidth needed for this task. Bandwidth is always costly to the worldwide internet users especially for third world countries and real time good quality video transmission demands a certain bandwidth for uninterrupted transmission. For wireless gadgets - only a minimum level of bandwidth can be maintained for data transmission over internet. Most of the work done on this area is emphasizing on different compression encoding of the video data. A different approach comes from the fact that among consecutive video frames a certain portion of the frame remains unchanged. So for a set of similar frames only the difference data of control points are needed to be transmitted and thus video transmission can be achieved using very narrow bandwidth. These transmitted control points are used on a previously sent frame to generate facial animation using image metamorphosis [9].This scheme can be applied most easily to face based videos, where a single video frame can be referenced with respect to human facial features. So, facial feature points or control points detection accuracy and efficiency, is crucial for the success of this method. As the animation is totally dependent on the detected control points, so error in control points will cause abnormal animation. Control points are extracted mostly using mathematical morphology operators along with some image processing tools like image enhancement, edge detection and edge thinning. The proposed method of control point detection works with color images converted to gray scale images. It combines the information gained by two separate processes – skin color segmentation and morphological processing on edge thinned image. At first step parallel eye segments are located. In the next step eye location and some statistical measurements of facial feature distances like the approximate equality of distance between extreme eye corner points and the distance from the middle of the eye to the bottom of the lip are used. Then after some possible refinements, lip and other control points are detected. The rest of the paper is organized as follows – Section 2 has been started with a brief review of literatures of face detection and feature extraction. Section 3 contains the extraction method of facial feature control points. In section 5 experimental results has been discussed in details. Finally conclusions and further research directions have been derived in section 6.



2. RELATED WORKS Facial feature extraction is the next step of face detection. The difficulty of facial feature extraction depends on extraction criteria. Obviously most precise specification would be exact curve fitting around all the facial features. But going for that extreme is sometimes costly with respect to execution time. For simple facial animation it is sufficient to find a good number of control points surrounding the main features of the face. In this section some of the literature related to face detection and facial feature extraction are discussed.
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The classification of face detection methods fall into three categories which are described below. A complete discussion of these categories can be found in [13]. 1. Knowledge-based methods. These rule-based methods encode human knowledge of what constitutes a typical face. Usually, the rules capture the relationships between facial features. These methods are designed mainly for face localization. 2. Feature invariant approaches. These algorithms aim to find structural features that exist even when the pose, viewpoint, or lighting conditions vary, and then use these to locate faces. These methods are designed mainly for face localization. 3. Template matching methods. Several standard patterns of a face are stored to describe the face as a whole or the facial features separately. The correlations between an input image and the stored patterns are computed for detection. These methods have been used for both face localization and detection.



According to Gargesha and Panchanathan [1], existing techniques proposed in the literature for detection of facial feature points can be broadly classified as (i) Template matching based approaches [2], (ii) approaches based on luminance, chrominance, facial geometry and symmetry [3], and (iii) PCA-based approaches [4]. Mathematical morphology based method of feature extraction method is not widely investigated. Dynamic link matching based on mathematical morphology is used in [5] for frontal face detection. In [6], mathematical morphology is used as preprocessing tool along with neural network for face detection. Morphological operators are used in [7] for feature extraction from range image and curvature maps of human facial image. Some other works also have been done aiming to detect a specific feature of face. For example, a special circle fitting method for real time eye detection is employed in [14], a hybrid technique combining both feature based and model based methods is used for mouth feature detection in [15].



3. METHODOLOGY The major steps of the proposed method are – ▪ Preprocessing ▪ Skin detection ▪ Control point detection
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3.1 PREPROCESSING All the parameters of the system are initialized properly and a gray image is constructed from the input color image and stored in the appropriate buffer which is used in extraction of thin edge.



(a)



(b) Fig. 3.1: (a) Input color image (b) Gray image constructed from the input image



For morphological processing, structuring element consists of 1’s are denoted as white (1) and 0’s are denoted as black (0).



3.2 SKIN DETECTION Given a color frame, most face processing systems require detection of face from the background. We isolated candidate skin region using skin color predicates used in [8]. The RGB value of a pixel has been transformed to YUV and YIQ values using the standard transformations given below-



0.587 0.114 ⎤ ⎡ R ⎤ ⎡ Y ⎤ ⎡ 0.299 ⎢U ⎥ = ⎢− 0.147 − 0.289 0.436 ⎥.⎢G ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢⎣V ⎥⎦ ⎢⎣ 0.615 − 0.515 − 0.100⎥⎦ ⎢⎣ B ⎥⎦



..................................(3.1)
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0.114 ⎤ ⎡ R ⎤ ⎡Y ⎤ ⎡0.299 0.587 ⎢ I ⎥ = ⎢0.596 − 0.274 − 0.322⎥.⎢G ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢⎣Q ⎥⎦ ⎢⎣ 0.211 − 0.523 0.312 ⎥⎦ ⎢⎣ B ⎥⎦



..................................(3.2)



In the first transformation 3.1, the chromaticity information is encoded in the U and V variables. If the hue and the saturation are represented by θ and CH respectively then,



θ = arctan (│V│/ │U│)



..................................(3.3)
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..................................(3.4)



CH =



U



+



V
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In the second transformation, variable I gives the value of hue. Proper hue thresholds are obtained according to the observation that, the hues (given by θ and I) of human skin vary universally in the range from 80° to 150° and in the range from 10° to 55° respectively. Skin pixel satisfies θ [80, 150] and I [10, 55]. Using these rules, skin pixels are separated from the frame pixels. And it is stored in a buffer, skinbuffer with 1s for the skin color area and 0s for others.



3.3 CONTROL POINT DETECTION After preprocessing and skin detection, the following operations are performed for control point detection – 1. Filtering of the skinbuffer by morphological closing operation by 2×2 black (0) structure. 2. Reducing noise of the filtered skinbuffer by morphological opening operation by 2×2 white (1) structure.



Fig. 3.2: Result of skin detection 5



3. Because of shadows and varying lighting conditions, some areas of human skin region have left undetected. Performing dilation on the resulting buffer by 7×7 white (1) structure connects very closely located skin regions such as face and neck so that a more connected skin region can be obtained. 4. The skinbuffer is further made connected by considering the pixel of non-skin region’s neighbors. So that the areas inside the face such as eyebrow, eye, lip which do not have the skin color are included in the face region after this step. The resulting buffer is referred as fullface buffer.



Fig. 3.3: Result of processing the skinbuffer



3.3.1 Edge Thinning For edge thinning, a grey level edge thinning method suggested by Park, Chen and Huang [10] is used. This method first runs gradient based Sobel edge operator to find out the edge outline. Then the edge is thinned by comparing the 3x3 neighboring gradient magnitudes for every pixel. The thinning algorithm is based on comparing the gradient magnitude within 3×3 neighboring region. If the gradient magnitude at pixel p is greater than or equal to the third largest gradient magnitude value within the 3×3 neighborhood centered at p, then it is considered a real edge point at pixel p. If the gradient magnitude at location (x, y) is greater than or equal to the fifth largest magnitude the decision is made based on the edge directions



θ g and edge magnitudes Gm within the 3×3 neighborhood. If the gradient magnitude at p is less than the fifth largest magnitude, it is removed from the edge point. The result of thinning is stored in thin_edge buffer.
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Fig. 3.4: Result of extraction of thin edge



3.3.2 Single Pixel Noise Reduction After thinning, single pixel black and white noise are removed by morphological operation.



3.3.3 Locating Candidate Face Area To locate candidate face areas, the following steps are carried out –



3.3.3.1. Finding concentrated ramp area: By observation it is noticed that in binary frames human faces contain lots of closely located (concentrated) ramps of small and sharp edges in eyebrow, eye, nose and lip areas. Two structures are used for locating these areas – ⎡1 1⎤ ⎢1 0⎥ ⎣ ⎦



⎡0 1⎤ ⎢1 1⎥ ⎦ ⎣



At least four (two of both structures) ramps are searched in a radius of twenty pixels on thin_edge buffer (mainly aimed to hit on the eye, lip and other sharp corners of face). And all such hits are stored in appropriate hit records. All the hit records are sorted first horizontally and then vertically.
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Fig. 3.6: Finding concentrated ramp area



3.3.3.2. Finding out the face candidate positions: Eye-nose-lip area should have significant number of hits in the previous step. It is assumed that the center of all the hit boxes which are contained in a particular connected skin region is a point in a probable candidate face area. All hit boxes that are in a particular probable face area, are grouped together to refer that candidate face area. After this step, a buffer named regHit contains the locations of candidate face areas.



Fig. 3.7: Centers of the candidate face areas



3.3.3.3. Finding candidate face area box: For each candidate face area the following calculations are done - Finding the upper top point. - Finding the maximum width (ear-face-ear). - Constructing the face area box using this information and the center found from the previous step. - storing the candidate face area box information in variable facehit.
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Fig. 3.8: Finding candidate face area box



3.3.4 Facial Feature Extraction In this step, facial features are extracted from each facehit record. After then a validation process is performed for candidate face areas using the detection status and position of the identified features. So after this step the correct face area and control points come out. For facial feature extraction the following steps are carried out in each candidate face areas –



1. Finding holes inside the face area: Holes inside the face area having color other than skin color (some part of eye, eye brow and lip) are searched. Later dilation is performed on the resulting buffer redPos to emphasize these holes.



Fig. 3.9: Result of finding holes inside the face area 2. Control point selection: For each facehit record (candidate face area) perform the following steps – (a) Finding eye brow and eye candidate regions: Search for eyebrow and eye region is performed only in the upper half of the face area using fullface buffer and redPos buffer. Obtained results are validated using the following conditions – 9



- Candidate eye-brow and eye match in relatively small areas (less than 36 pixels) are considered as invalid. - Candidate eye-brow and eye match near the upper boundary of the face are considered as invalid. As only frontal face images are considered, so it is assumed that there will be always a partner candidate of some features (i.e. pairs of eyes and eye brows). A candidate that is in the upper left of the face, it should have a partner in the upper right. Partners are found and attached to each other. Result is stored in eyeinfo record. If there is no eye pair information obtained by searching a candidate face area, then it is discarded as invalid face area and any further processing on it is stopped. If there exists, at least one pair of information, then further search for lip in the lower region of that face area is performed.



Fig. 3.10: Finding eye brow and eye candidate regions (b) Finding lip candidate region: Let, e1.x denotes the leftmost X co-ordinate of the left eye and its partner’s (right eye’s) rightmost X co-ordinate is e2.x.Then dis will be the approximate distance between these extreme eye corners i.e. dis = e2.x – e1.x . For searching candidate lip region the following steps are carried out – - Extract the thin edges inside the face region using thin_edge and skinbuffer and store the result in thinFace buffer. - The distance between two eyes’ extreme corners and the distance from the middle of eyes to lower lip is assumed to be same by observation. Nose is placed at mid point of this vertical distance area. Lip is searched in the remaining region (below the nose region and before end limit of dis) as follows – ♦ Finding the leftmost probable corner of the lip from thinFace buffer. ♦ Finding the rightmost probable corner of the lip from thinFace buffer. ♦ Finding the lower limit of lower lip in the vertical distance line.
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♦ Finding an approximate limit of upper top of the upper lip in the vertical distance line. ♦ 4 points on the lip are identified and stored in lip record as region information.



Fig. 3.11: Finding lip candidate region



3.3.5 Extracting and Storing Control Point Information Extracting and storing of control points are performed as follows from the specific face detection box and feature detection box –



Fig. 3.12: Extraction of control points



1. Finding 8 boundary points of each face. 2. Finding 16 boundary points of eye brow pair and eye pair, or only 8 boundary points of eye pair (in the case, where eye brows are not possible to detect), four boundary points for each. 3. Finding 4 boundary points for lip.
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Fig. 3.13: Final output



4. EXPERIMENTAL RESULTS The implemented facial control point detection algorithm is tested with a database named CSEDU6th database containing 65 images. The facial control points specification are - eight control points of face boundary, four surrounding control points of each eye brow, four surrounding control points of each eye and four surrounding control points of lip.



4.1 Description of the Csedu6th Image Database The CSEDU6th (the name derives from the Dept. of Computer Science and Engineering, Dhaka University, 6th batch) image database is consisting of 65 images of 6th batch students (Dept of CSE, DU), little Adrian and Tithi. Most of the images contain single face image, whereas five of them are of multiple face image. The images are captured by a simple digital camera in normal outdoor daylight. So the lighting and image quality is pretty natural.



4.2 Experiment Setup Camera used for image capturing – CANON Power Shot A75 (3.2 Mega Pixel) PC configuration for program processing – Intel Pentium (4) – 2.4 GHz 512 MB of RAM
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4.3 Sample Output of Facial Feature Detection Meaning of some terms used in output labeling are as follows – Accurate detection – All control points are detected in place correctly. Partial detection – Some Control points are in place and the rest are either misplaced or not detected. False detection – No control points are in place. Also note that this method first detects face, then eyes and eye brows and at the end, lips. So the accuracy of the detection of a former element has impact on detection of the later elements in the sequence. Partial and false detection mainly caused by poor lighting conditions, shading and noise in the image.



4.3.1 Samples of Accurate Detection



(a)



(c)



(b)



(d)



13



(d)



(f)



(g)



(h) Fig. 4.1: (a) – (f) Samples of accurate detection on single face image (g) Sample of accurate detection on synthesized group image (h) Samples of accurate detection on group image 14



4.3.2 Samples of Partial Detection



(a)



(b) Fig. 4.2: (a) – (b) Samples of partial detection 4.3.3 Samples of False Detection



(a)



(b) Fig. 4.3: (a) - (b) Samples of false detection
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4.6 Performance Analysis From the CSEDU6th data set of 65 samples, 70 faces out of 75 faces contained in 65 samples are correctly detected. Then detection of facial features- eye brow, eye and lip are performed on these 70 correctly detected faces. For performance analysis, the obtained result (given in table 6.1) is classified into four classes•



Perfect Detection



•



Partial Detection



•



False Detection



•



No Detection



Each of the four feature categories – face, eye-brow, eye and lip is then divided into these four classes for analyzing the detection performance. For face category, Perfect Detection means, when there is a face in the image, only that face area is 100% correctly identified, no other area is detected. Partial Detection means, when there is a face, that face area is correctly identified but area other than real face area is also falsely detected. False Detection means a false area is detected as a face area. No Detection means no area is detected as a face area, but there exist at least a face in the image. For eye feature, Perfect Detection means only the eye pair is 100% correctly identified. Partial Detection means a single eye of the eye pair is detected. False Detection means false eye pair is detected. No Detection implies no candidate eye pair is detected. The case of eyebrow pair is similar to eye pair. For lip feature, Perfect Detection means lip in a face is 100% correctly identified. Partial Detection means partially identified lip. False Detection means false detection of lip. If no candidate lip is detected then it is denoted as No Detection.
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Table 4.1 Summary of different detection results Category↓



Face



Eye Brow



Eye



Lip



All



Detection



Perfect



Partial



False



No



Total



Status →



Detection



Detection



Detection



Detection



No. of faces



61



9



3



2



75



Percentage ( % )



81.40



12.00



4.00



2.60



100.00



No. of pair of eye brows



32



14



22



2



70



Percentage ( % )



45.70



20.00



31.50



2.80



100.00



No. of pair of eyes 44



12



12



2



70



Percentage ( % )



62.90



17.20



17.20



2.70



100.00



No. of Lips



49



5



4



12



70



Percentage ( % )



70.00



7.20



5.70



17.10



100.00



Total



28



42



3



2



75



Percentage ( % )



37.33



56.00



4.00



2.67



100.00



Categories



90 80 Perfect Detection Partial Detection



70 60 50



False Delection



40 30



No Detection



20 10 0 Face



Eye brow



Eye



Lip



Fig. 4.4: Representation of different feature detection class by bar diagram.
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To sum up the results from the table, it should be noted that in case of face detection partial detection means face is detected along with some other areas detected wrongly as face. So the results of perfect detection and partial detection can be roughly summed up to evaluate the proposed method. Summing up these two measurements, face detection ratio is 93.4 %, eye detection ratio is 80.1% and lip detection ratio is 77.20%. Furthermore, processing of an image frame requires less than 2 seconds in the current simulation setup.



5. CONCLUSION Face detection and facial feature detection is one of the most challenging fields in computer vision and biometrics. In this paper, an efficient algorithm for facial feature control point detection is described, whose result is at some extent satisfactory. The overall contribution of this method can be summarized as follows – ¾ Algorithm used for facial control point detection is pretty efficient and accurate. Most importantly the image database used for this project contains image captured by a cheap digital camera in environmental lighting condition. As the algorithm runs efficiently on these low quality images, so if the image quality and lighting is of better quality, then the output of the proposed algorithm will be better. ¾ Another important thing to note is that, many face detection algorithms work with image containing only human face. As this project is developed with the intent of using it in narrow bandwidth video transmission or in facial animation, the images are half portrait sized. These patterns of image frames are usually obtained if a human is sited in front of a video camera (like a news reader). The devised algorithm successfully filters out the non-face body part and extracts features from face. ¾ In most cases, the proposed algorithm can detect multiple faces from a single image which proves the robustness of the algorithm. The feature control points of multiple faces can also be identified. ¾ The feature control point extraction works for the surrounding of the head, eyes, eye brows and lip. So it includes all the prime features necessary for facial animation and also produces sufficient points to approximate the shape of each feature. ¾ The face detection and control point detection algorithm uses mathematical morphology tools extensively, which is a new way to solve the problem in this field. The use of morphological operators simplifies the algorithm. The morphological operators have two fold contributions in the program. First, as filter for noise reduction and secondly, for certain pattern matching. The facial feature control points are identified by pixel coordinates. By a simple extension of the algorithm, it is
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possible to obtain exact curve fitting of the facial features which may have application to facial expression detection. The possible future improvement and research directions of this project includes use of specialized algorithms to speed up the computationally costly morphological operations which will make it suitable for use in real time application like video data. The facial feature control points are identified by pixel coordinates. By a simple extension of the algorithm, it is possible to obtain exact curve fitting of the facial features which may have application to facial expression detection. Moreover making the algorithm pose invariant can also be a possible future research scope.
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