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How Google started PageRank Gallery of Mathematics Questions



How Google started



Backrub http://www.google.es/intl/es/about/corporate/company/history.html ● 1995: Larry Page and Sergey Brin meet at Stanford. (Larry, 22, a U Michigan grad, is considering the school; Sergey, 21, is assigned to show him around.) ● 1996: Larry and Sergey, now Stanford computer science grad students, begin collaborating on a search engine called BackRub. BackRub operates on Stanford servers for more than a year—eventually taking up too much bandwidth to suit the university ● 1997: Larry and Sergey decide that the BackRub search engine needs a new name. After some brainstorming, they go with Google. The use of the term reflects their mission to organize a seemingly infinite amount of information on the web ● 1998: In September, Google sets up workspace in Susan Wojcicki’s garage. Google files for incorporation in California on September 4



Web search (1) ● Consider the web as a collection of documents. The standard search paradigm uses an index of terms ● An index is an inverted table. In this table we have, for each term, the list of documents that contain such term ● We can use this index to search for combinations of terms by intersecting the lists of documents for each term ● The problem consists in sorting this list of documents



Web search (2) http://www.one.com (1) http://www.two.com (2) document number one



document number two



document http://www.one.com



http://www.three.com (3)



http://www.two.com



yet another page



Google downloads documents and builds an index
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When searching for a word, Google shows the corresponding entries in the index table



Web search (3) ● Showing all documents retrieved is simply not possible ● Showing documents based on simple criteria, like date or number of occurrences of the term gives results of bad quality ● The idea of Larry Page and Sergey Brin was to use the links between documents as a signal to indicate the quality of a document. In a similar way to how citations between scientific papers work



PageRank



The Web as a graph http://one.com  Web page 1 
  This is my web. 
  My other page is  here  




http://two.com/ 
 Web page 2 
  This is my other web. 
  My other page is  here  
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Iterative version of PageRank (1) ● PageRank is an approximation to the probability of reaching a page following links randomly ● For example: if a person is in page i with probability pi, which has links to pages {j, k} then the probability to reach j is 1/2 * pi and the probability to reach k is also 1/2 * pi ● If a page doesn't have outgoing links we assume that it links to every other page ● Initially we assume that the probability of reaching all pages is the same



Iterative version of PageRank (2) 2
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● ●



● ●



p1k = p2k-1 p2k = 1/2 * p5k-1 p3k = p1k-1 + 1/2 * p5k-1 p4k = p3k-1 p5k = p4k-1



p1 p2 p3 p4 p5
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1 0 0 0 0



0 0 0 1 0
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0 1/2 1/2 0 0



p1 p2 p3 p4 p5



k



In each phase, the probability (PageRank) is computed from the probability in the previous phase We can define a matrix A, which has in each position (i,j) a 0 if the page j does not link to page i, or 1/k if page j has k outgoing links and one of them is to page i In the first step we initialize the probabilities of all pages to the same value. Each subsequent step is computed according to pk = A * pk-1 In general, after a reasonable number of iterations, we can obtain a reasonable approximation to PageRank



k-1



Algebraic version of PageRank (1) ● Consider web pages as nodes, links as edges, and the web as a directed graph ● PageRank is an estimation of the importance of each node in the graph ● If a page has k outgoing links to pages P1,... Pk, we can consider each link as a vote for page Pk ● The PageRank of page Pk, pk, is the sum of all the votes for this page. Each vote from a page Pi is weighted by the PageRank of Pi



Algebraic version of PageRank (2) 2
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p1 = p2 p2 = 1/2 * p5 p3 = p1 + 1/2 * p5 p4 = p3 p5 = p4
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Taking p = G . p, the PageRank vector is an eigenvector with eigenvalue 1 G is an stochastic matrix. All elements are positive and the sum of the elements in each column is 1 Column i contains 1/k for each one of the k outgoing links from node i If a node has no outgoing links, we assume that this node links to all other nodes. This is necessary for the matrix to be stochastic In this conditions the matrix will always have the eigenvalue 1



PageRank (1) ● The algorithms described before have problems when the graph is not connected. Either because it's not possible to reach a particular page by following links (in the iterative version) or because there are multiple eigenvectors for the eigenvalue 1 (in the algebraic version) ● The solution is to add a factor λ * 1/n * 1, where 1 is a matrix with ones in all positions and n is the number of nodes (And normally λ = 0.15)



PageRank (2) ● The Google matrix is: G = (1 - λ) A + λ 1/n 1 ● This matrix is also stochastic, and all elements are strictly positive ● From the Perron-Frobenius theorem, G has the eigenvalue 1 and the corresponding eigenvector has multiplicity 1 ● Using the power iteration method with G it's possible to find this same eigenvalue in an iterative way



Sample implementation PageRank and number of outlinks http://aa... ... http://bb... . . .



PageRank and number of outlinks http://yy... ... http://zz...



Process all pages in order (grouped in blocks)



Solving a linear system is difficult to parallelize. Even if the iterative method is slow, it's faster to reach an approximation



1. Read page 2. Read its list of incomming links 3. Obtain the PageRank contribution of each of its linking pages by RPC 4. Compute new PageRank for this page 5. Update PageRank by another RPC



PageRank. Links Original article about Google from Sergey Brin y Larry Page: http://infolab.stanford.edu/~backrub/google.html Presentation about PageRank at Cornell University: http://www.math.cornell.edu/~mec/Winter2009/RalucaRemus/Lecture3/lecture3.html PageRank: http://es.wikipedia.org/wiki/PageRank Perron-Frobenius theorem: http://en.wikipedia.org/wiki/Perron%E2%80%93Frobenius_theorem Power iteration: http://en.wikipedia.org/wiki/Power_iteration
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Gmail (1)



Gmail (2) ● Spam detection is a classical example of classification using machine learning (the computer learns the algorithm from the data), in particular supervised learning (where we have previously classified data samples) ● In essence, machine learning has two phases, the training phase (when we build the classification model) and the classification phase (using the model to classify new instances)



Gmail (3) ● The classification phase involves extracting the characteristics of the data instance, and then applying the model to the characteristics ● In general, the characteristics of an instance can be considered as elements in a vector of an ndimensional euclidean space for a large n (1001000 dimensions is normal, 1M-10M is not unheard of) ● The model is a subspace of dimension n-1 which divides the original space into two disjoint subspaces



Gmail (4) ● A simple example ● From an email we can extract characteristics such as: length of the email, number of capital characters, whether the sender is in the address book, etc. ● A simple classification model is a hyperplane in the space of characteristics. Data instances on one side of the hyperplane are classified as valid emails and instances on the other side are classified as spam



Gmail (5)



Gmail (6) Slightly more complex examples: ● Decision trees (step functions) ● Neural networks (each node of the network is a composition of a function, normally a logistic function, with a linear combination of its inputs. A network is formed by multiple levels of nodes) ● Support vector machines with a kernel function (composition of a linear function with a nonlinear transform of the original space)



Gmail (7) Links: ● The War Against Spam: A report from the front line http://research.google.com/pubs/pub36954.html



● The Learning Behind Gmail Priority Inbox research.google.com/pubs/archive/36955.pdf



● Publications by Googlers in Artificial Intelligence and Machine Learning http://research.google.com/pubs/ArtificialIntelligenceandMachineLearning.html



Google trends (1)



Google trends (2) ● Time series processing is one of the most common uses of applied mathematics. The techniques used range from regression to Fourier Analysis, hidden Markov models or self-correlation ● It is used to predict the number of search queries in a given day, number of users, income, etc. for a variety of products (thousands of daily analysis) Large-Scale Parallel Statistical Forecasting Computations in R http://research.google.com/pubs/pub37483.html



Voice search (1)



Voice search (2) ● Automated speech recognition (ASR) has two ● ●



fundamental parts: First, the processing of the sound signal. Splitting it into smaller parts, applying the Fourier transform and extracting the most significant coefficients Second, modelling the speech using a hidden Markov model. In this model the states are the letters of the message and the sequence of events is the sound signal. The Viterbi algorithm can be used to obtain the sequence of states of maximum likelihood Google Search by Voice: A case study http://research.google.com/pubs/archive/36340.pdf



Google books (1)



Image: Wikimedia. Vadaro



Google books (2) ● OCR techniques (optical character recognition) can be considered as a combination of image processing (obtaining individual characters images, with appropriate resolution, orientation and contrast levels) and machine learning (character classification) ● For example: An Overview of the Tesseract OCR Engine http://research.google.com/pubs/archive/33418.pdf Low Cost Correction of OCR Errors Using Learning in a Multi-Engine Environment http://research.google.com/pubs/archive/35525.pdf Translation-Inspired OCR http://research.google.com/pubs/pub37260.html



Image search (1)



Demo



Image search (2) ● Image search is an example of content based information retrieval (using colors, shapes, textures, etc.) Content-based Multimedia Information Retrieval: State of the Art and Challenges http://www.liacs.nl/home/mlew/mir.survey16b.pdf



● The key concept is the measure of similarity between images. For example the difference between the color histograms, or in general the difference between the characteristic vectors of the images Tour the World: building a web-scale landmark recognition engine http://research.google.com/pubs/archive/35291.pdf (Image search) Web-scale Image Annotation http://research.google.com/pubs/archive/34669.pdf



Picasa (1)



Picasa (2) ● An image is basically a set of three integer valued matrices, one for each primary color ● Digital image processing, and in particular applying a filter consists in executing a convolution operation in these matrices http://lodev.org/cgtutor/filtering.html http://www.emt.jku.at/education/Inhalte/se_moderne_methoden/WS0304/Haim-Mathematics_in_Imaging.pdf



● One of the recent features in Picasa is automatic face recognition. In general face recognition is a complex problem in image processing and machine learning Handbook of Face Recognition http://research.google.com/pubs/archive/36368.pdf Large-Scale Manifold Learning http://research.google.com/pubs/pub34395.html



YouTube (1)



YouTube (2) ● There are many mathematical applications in a complex product like YouTube. For example: ● YouTube video is compressed. (http://en.wikipedia. org/wiki/Data_compression). Compression algorithms fundamentals (http://en.wikipedia.org/wiki/Rate%E2%80% 93distortion_theory) come from information theory, coding theory, etc. ● Another problem is automatic event detection. For example to classify video, or to create snippets YouTubeEvent: On Large-Scale Video Event Classification http://research.google.com/pubs/archive/37392.pdf YouTubeCat: Learning to Categorize Wild Web Videos http://research.google.com/pubs/archive/36387.pdf



Google translate (1)



Google translate (2) ● There are multiple techniques for automatic translation. One of them consists in parsing the text into an abstract representation and then transforming this representation into the destination language. But this requires knowledge about the structure of language ● The method used at Google relies on an immense amount of data to build a statistical model of the translation Large Language Models in Machine Translation http://research.google.com/pubs/archive/33278.pdf



Google Earth (1)



Google Earth (2) ● The fundamentals are the 3D Euclidean geometry, topography and photogrammetry, fusion of 2D and 3D data, etc. All these are well understood areas ● The greatest contributions from Google are in the issues that come up with huge amounts of data, applying these techniques at Web scale



AdWords (1)



AdWords (2) ● AdWords uses an auction algorithm. Each advertiser makes a bid for the ad inventory Hal Varian. Online Ad Auctions: http://people.ischool.berkeley.edu/~hal/Papers/2009/online-ad-auctions.pdf



● Auction theory studies different bidding strategies and ●



their effectiveness. It's an applied branch of Game Theory In particular, AdWords uses a generalized second price auction http://en.wikipedia.org/wiki/Generalized_second-price_auction Adwords, An Algorithmic Perspective http://paul.rutgers.edu/~mangesh/cs514/notes/pres3.pdf



Google Maps (1)



Google Maps (2) ● Google Maps uses many basic algorithms from Graph Theory. For example, to find the shortest path between two nodes in a graph (Dijkstra) in order to get driving directions ● One unique problem is that the graphs used in Google Maps contain millions of nodes, but the algorithms have to run in milliseconds. A technique used to improve performance is graph hierarchies http://algo2.iti.kit.edu/schultes/hwy/esaHwyHierarchies.pdf



Distributed systems (1)



Image: Wikimedia. Midom



Distributed systems (2) ● There are many statistical techniques used to model ●



availability of computing resources. This is similar to quality control techniques in other industries For example, hidden Markov models: Availability in Globally Distributed Storage Systems http://research.google.com/pubs/pub36737.html Designs, Lessons and Advice from Building Large Distributed Systems http://www.cs.cornell.edu/projects/ladis2009/talks/dean-keynote-ladis2009.pdf



● Queue Theory can be used to model the execution of batch jobs in a distributed system



Distributed systems (3) ● A classical example is the application of Graph Theory to network links between data centers or in general computer networks ● A network is modelled as a graph in which links can fail with some probability ● It's interesting to study which graph topologies provide the best fault tolerance, bandwidth (graph connectivity) or latency (diameter) for the lowest cost (less number of links)



Distributed systems (4) ● An especially interesting topic in Graph Theory with multiple applications to computing (not just at Google) is the concept of Ramanujan graph ● Ramanujan graphs are an example of expander graphs, which have topologies with properties that make them very useful ● They are also used to build sorting networks (AKS) which can sort n items in time log(n) ● Ramanujan graphs are those that satisfy the equivalent of Riemann's Hypothesis for the Ihara zeta function http://en.wikipedia.org/wiki/Ihara_zeta_function



Questions



More links Publications by Googlers http://research.google.com/pubs/papers.html



Course on the Web graph http://www.math.ryerson.ca/~abonato/webgraph.html



Thanks!
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