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Abstract In this correspondence, we study bounds on the Euclidean, Hamming, Lee and Bachoc weights of codes over rings of order 4 similar to the Singleton bound and investigate the relationship between these bounds. Moreover we give some characterizations of the codes meeting these bounds.
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Introduction



Maximum Distance Separable (MDS) codes over finite fields are very important in coding theory and have been studied extensively. Recently, a number of papers have been published dealing with related codes over finite rings. In [5], Dougherty and Shiromoto studied MDR codes over Zk , i.e., linear codes C of length n with minimum Hamming weight equal to n − rank(C) + 1. Shiromoto proved a bound on the minimum general weights for codes over finite commutative rings with respect to the orders of codes ([10]) and he also proved some bounds on the minimum Lee and Euclidean weights for codes over Zk with respect to the ranks of codes ([11]). In this work, we examine bounds similar to the Singleton bound on various weights for codes over rings of order 4 from two approaches; the first is by examining the Gray map preimages (see [6], etc.) and the second is by examining the basic exact sequence (cf. [10] and [11]). In addition, we characterize the codes meeting these bounds.
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Notations and Definitions



We shall consider the rings Z4 , F2 + uF2 , F2 + vF2 , and the finite field of order 4, F4 . The element u in the ring F2 + uF2 , satisfies u2 = 0, and the element v in the ring F2 + vF2 satisfies v 2 = v. These are exactly the rings (with unity) of order 4; moreover each of these rings is commutative. More concretely F2 + uF2 can be viewed as F2 [x]/(x2 ) and F2 + vF2 as F2 × F2 . For a discussion of codes over these rings, see [1], [2], [3] and [4]. We denote by R a ring of order 4, i.e. we shall call the ring R when the statement does not depend on which ring is used. A linear code C of length n over R is an R-submodule of Rn . In this paper we shall say code when we mean linear code, and when the code is non-linear we shall specify it. There are a number of different weights for codes over these rings. A weight is a function w : R → R satisfying w(0) = 0 and w(x) > 0 if x 6= 0. The weight of a vector is the sum of the weights of its components. The specific weights are given in the following tables. Table 1: Weights for Z4 and F2 + uF2 Z4 0 1 2 3



F2 + uF2 0 1 u 1+u



Hamming weight 0 1 1 1



Lee weight 0 1 2 1



Euclidean weight 0 1 4 1



The Euclidean and Bachoc weights are related to the corresponding weights in the lattices they produce in the natural constructions (see [1]). 3



Table 2: Weights for F2 + vF2 F2 + vF2 0 v 1 1+v



Hamming weight 0 1 1 1



Lee weight 0 1 2 1



Bachoc weight 0 2 1 2



Table 3: Weights for F4 F4 0 1 ω ω2



Hamming weight 0 1 1 1



Lee weight 0 2 1 1



We shall denote the corresponding minimum weights of a code by dH , dL , dE and dB respectively, where the minimum weight is the smallest weight among non-zero vectors in the code. We shall adopt the notation given in [3]. The reason the Lee weight is defined as it is becomes apparent by examining the following maps, which are maps from R → F22 . It is clear that the Lee weight is simply the Hamming weight of the image under the corresponding map. α α(0) = 00 α(1) = 11 α(ω) = 10 α(ω 2 ) = 01



ψ ψ(0) = 00 ψ(1) = 01 ψ(1 + u) = 10 ψ(u) = 11



φ φ(0) = 00 φ(1) = 01 φ(3) = 10 φ(2) = 11



β β(0) = 00 β(1) = 11 β(1 + v) = 10 β(v) = 01



The maps ψ, φ and β are called Gray maps and are distance preserving. Note that α, ψ and β are F2 -linear and φ is not linear. The inner product of x and y in Rn is defined by [x, y] =



X



xi y i .



For codes over F4 and F2 + vF2 we also have the Hermitian inner product, i.e. (x, y) =



X



xi yi ,



where ¯ fixes F2 element-wise and interchanges ω and ω 2 for F4 and interchanges v and 1 + v for F2 + vF2 . The dual code C ⊥ of C is defined by C ⊥ = {x ∈ Rn | [x, y] = 0 for all y ∈ C}. 4



The dual code C H under the Hermitian inner product is defined by C H = {x ∈ Rn | (x, y) = 0 for all y ∈ C}. We define the symmetrized weight enumerator (swe) of a code C over R: sweC (a, b, c) =



al0 (x) bl1 (x) cl2 (x) ,



X x∈C



where li (x) is the number of components of x whose Lee weight is i. The Hamming weight enumerator for a code over any ring is defined as usual: WC (x, y) =



X



xl0 (c) y n−l0 (c) .



c∈C



When displaying this weight enumerator we shall often set x = 1. Let C be a code over R with f its corresponding map to F22 . Then we have that Wf (C) (x, y) = sweC (x, y, y 2 ). For a code C of length n over R, we define the rank of C, denoted by rank(C), by the minimum number of generators of C and define the free rank of C, denoted by f-rank(C), by the maximum of the ranks of R-free submodules of C. A code over R of rank r, with free frank k1 and k2 = r − k1 , will have 4k1 2k2 elements and we shall often denote the code as being of type {k1 , k2 }. In general, if the free rank is equal to the rank, i.e. k2 = 0, then we say that the code is a free code. Of course, all codes over F4 are free codes.
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A Bound from Binary Codes



We shall use the standard bound for codes over F2 to establish a bound for codes over rings of order 4. Let C be a binary (possibly non-linear) code of length n with minimum Hamming distance d. It is well known that d ≤ n − log2 |C| + 1 and that codes meeting this bound are called Maximum (Hamming) Distance Separable (MDS) codes. Theorem 3.1 Let C be a (possibly non-linear) code of length n over R with |C| elements and minimum Lee weight dL , then (1)



dL ≤ 2n − log2 |C| + 1



In particular, if the code is linear and of type {k1 , k2 } then (2)



dL ≤ 2n − 2k1 − k2 + 1
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Proof. The image of this code under its corresponding map is a binary code of length 2n and minimum Hamming distance dL . So by the Singleton bound for binary codes (cf. [8]), |C| ≤ 22n−dL +1 . If C is linear this gives dL ≤ 2n − 2k1 − k2 + 1. 2 We shall generally put equation (2) into the following form: (3)



k2 dL − 1 ≤ n − k1 − . 2 2



We shall refer to codes meeting this bound as Maximum Lee Distance Separable (MLDS) codes. As an example, consider the binary [4, 3, 2] code C generated by (1100), (0011), and (1001), namely the code C is hji⊥ , where the vector j denotes the all one vector. This MDS code has the following weight enumerator: WC (x, y) = x4 + 6x2 y 2 + y 4 . This code is the image under ψ of the code over F2 + uF2 with k1 = 1 and k2 = 1 generated by (u, 0) and (1, 1 + u). It is the image under φ of the code over Z4 with k1 = 1 and k2 = 1 generated by (2, 0) and (1, 3). Both codes have the following swe: sweC (a, b, c) = a2 + 2ac + c2 + 4b2 . This code can not be the image of a linear code over F4 because it has 8 elements, which is not a power of 4. It is also not the image of a linear code over F2 + vF2 , see Theorem 5.6 for details. It is well known (see [8] for example) that if C is a binary MDS code then C is either hji with parameters [n, 1, n], hji⊥ with parameters [n, n − 1, 2], or Fn2 with parameters [n, n, 1], which gives the following. Theorem 3.2 Let C be a linear MLDS code over R then C is either h2i, hui, the orthogonal of these codes or the whole space, where 2 and u denote the all 2 and u vectors, respectively. Proof. The theorem follows from the fact that the image of these codes must be as described above and the preimages of the first two codes are not linear over F2 + vF2 and F4 . 2 Therefore the swe of a linear MLDS code over R is either an + cn , 1/2((a + 2b + c)n + (a − 2b + c)n ), or (a + 2b + c)n . The first swe is simply the swe of h2i or hui, the second is 6



its orthogonal obtained from the MacWilliams relations, and the third is the orthogonal of the zero code. Notice that there are both free MLDS codes, such as Rn , and non-free MLDS codes such as h2i and hui with k2 = 1.
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A Singleton Bound for General Weights



The bounds established so far on the minimum Lee weight have been obtained by examining the image under the corresponding map to binary codes. Now we shall examine bounds placed on the minimum weights (Hamming, Lee, Euclidean, and Bachoc), based on the ranks of the codes. We shall examine when a code can meet these bounds simultaneously and relate them to bounds already given. We shall see that the bound placed on the code by its rank is not always stronger or weaker than the first bound, but rather that it depends on the structure of the code. We begin with a lemma. Lemma 4.1 If C is a code of length n over R, then rank(C) + f-rank(C ⊥ ) = n. Proof. (i) (R = F4 ) Since rank(C) = f-rank(C) = dim(C), the equation is trivial. (ii) (R = Z4 , F2 + uF2 ) Since both Z4 and F2 + uF2 are chain rings of order 4, that is, rings whose lattice of ideals forms a chain, it follows from Theorem 3.1 in [7]. (iii) (R = F2 + vF2 ) Recall the map β : F2 + vF2 −→ F2 × F2 , where β(0) = (0, 0), β(1) = (1, 1), β(v) = (0, 1) and β(1 + v) = (1, 0). The map β is a ring isomorphism by the Chinese remainder theorem. The map is also extended to Rn , naturally. So there are binary linear codes C1 and C2 such that C = β −1 (C1 , C2 ). Then C ⊥ = β −1 (C1⊥ , C2⊥ ). By the property of the Chinese remainder theorem, we note that rank(C) = max{dim(C1 ), dim(C2 )} and f-rank(C) = min{dim(C1 ), dim(C2 )}. Thus the equation follows. 2 For a submodule D of V = Rn and a subset M ⊆ N := {1, 2, · · · , n}, we define D(M ) := {x ∈ D | supp(x) ⊆ M }, D∗ := HomR (D, R). 7



Clearly, D(M ) = D ∩ V (M ) is a submodule of V and |V (M )| = 4|M | . We note that there exists a (non-natural) isomorphism: D∗ ∼ = D. Moreover, there is a R-homomorphism as follows: g : V −→ D∗ ; y 7−→ (ˆ y : x 7→ [x, y]). We remark that since R is a quasi-Frobenius ring (injective module over itself (cf. [9])), the map g is surjective. Since R is a commutative quasi-Frobenius ring, we have the following proposition ([10]). Proposition 4.2 (the basic exact sequence) Let C be a code of length n over R and M ⊆ N . Then there is an exact sequence of R-modules: inc



g



res



0 −→ C ⊥ (M ) −→ V (M ) −→ C ∗ −→ C(N − M )∗ −→ 0, where the maps inc, res denote the inclusion map, restriction map, respectively. Using this proposition, we have the following result (a similar result for codes over Z` can be found in [11]), but first we need a few additional definitions. We will use a general notion of weight, abstracted from the Hamming, the Lee, the Euclidean and the Bachoc weights. For every x = (x1 , · · · , xn ) ∈ V = Rn and r ∈ R, the complete weight of x is defined by nr (x) := |{i | xi = r}|. To define a general weight function w(x), let ar , r ∈ R − {0}, be positive integers, and set a0 = 0. Set w(x) :=



X



ar nr (x).



r∈R



If we set ar = 1, for all r ∈ R − {0}, then w(x) is just the Hamming weight of x. For later use, we denote (4)



A := max{ar | r ∈ R}.



For example, if R = Z4 = {0, 1, 2, 3}, then setting a1 = a3 = 1 and a2 = 2 yields the Lee weight, while setting a1 = a3 = 1 and a2 = 4 yields the Euclidean weight, and if R = F2 + vF2 = {0, 1, v, 1 + v}, then setting a1 = 1 and av = a1+v = 2 yields the Bachoc weight. 8



The minimum general weight of a code C, denoted by dG , is dG := min{w(x) | x ∈ C − {0} }. We make the important (and elementary) observation that w(x) ≤ A|supp(x)|.



(5)



Theorem 4.3 If C is a code of length n over R with minimum weight dG and maximum ar -value A, as in (4), then $



(6)



dG − 1 A



%



≤ n − rank(C).



Proof. In the exact sequence of the above proposition, we replace C with C ⊥ . Then we have the following exact sequence: (7)



g



inc



res



0 −→ C(M ) −→ V (M ) −→ (C ⊥ )∗ −→ C ⊥ (N − M )∗ −→ 0.



Apply the duality functor ∗ = HomR (−, R) and take an arbitrary subset M ⊆ N such that %



$



dG − 1 . |M | = A Since C(M )∗ = 0 from (5) and V (M )∗ ∼ = V (M ), the exact sequence (7) implies the following short exact sequence: 0 −→ C ⊥ (N − M ) −→ C ⊥ −→ V (M ) −→ 0. Since V (M ) ∼ = R|M | is a projective module, the above short exact sequence is split, that is, C⊥ ∼ = C ⊥ (N − M ) ⊕ V (M ). Thus



$



%



dG − 1 f-rank(C ) ≥ f-rank(V (M )) = |M | = . A Hence the theorem follows from Lemma 4.1. ⊥



2



Corollary 4.4 If C is a code of length n over R with minimum weights dH , dL , dE , and dB then $ % dL − 1 (8) ≤ n − rank(C), 2 $



dE − 1 ≤ n − rank(C), 4



$



dB − 1 ≤ n − rank(C), 2



(9) (10) and (11)



%



%



dH − 1 ≤ n − rank(C). 9



2



Proof. Follows from Theorem 4.3.



We give the following terminology. A code over R meeting bound (8) is a Maximum Lee Distance with respect to Rank (MLDR) Code, a code over R meeting bound (9) is a Maximum Euclidean Distance with respect to Rank (MEDR) Code, a code over R meeting bound (10) is a Maximum Bachoc Distance with respect to Rank (MBDR) Code, and a code over R meeting bound (11) is a Maximum Hamming Distance with respect to Rank (MHDR) Code.
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Connections



We shall relate the various bounds given for codes over rings of order 4. Both bounds (3) and (8) place restrictions on the minimum Lee weight of a code over a ring of order 4. Theorem 5.1 Let C be a linear code of length n over R. If C is a free code then (3) is a stronger bound than (8) and if C is not free then (8) is a stronger bound than (3). Proof. If C is a free code then k2 = 0 and we have $



%



dL − 1 dL − 1 ≤ ≤ n − k1 . 2 2



We assume C is not free. If dL is odd then $



%



dL − 1 dL − 1 = . 2 2



We have n − rank(C) = n − k1 − k2 ≤ n − k1 − The result follows. If dL is even then



$



%



dL − 1 dL − 1 1 = − . 2 2 2



Thus the bound (3) gives dL − 1 k2 ≤ n − k1 − k2 + 2 2 and bound (8) gives dL − 1 1 ≤ n − k1 − k2 + . 2 2 Since k2 6= 0, n − k1 − k2 +



1 k2 ≤ n − k1 − k2 + . 2 2 10



k2 . 2



The result follows. 2 Both bounds coincide if either C is free and dL is odd or k2 = 1 and dL is even. In particular, every MLDS code is also a MLDR code (but not conversely). Theorem 5.2 A code C is MHDR with dL = 2dH or 2dH − 1 if and only if C is MLDR. Proof. Assume C is an MLDR code and assume that dL < 2dH − 1. If dL is odd, then dL − 1 = n − rank(C) ⇐⇒ dL = 2n − 2rank(C) + 1. 2 Since dL < 2dH − 1, we have n − rank(C) + 1 < dH , contradicting the bound in Corollary 4.4. In the case where dL is even, the proof follows similarly. Hence we have that if C is MHDR then dL = 2dH or 2dH − 1. If C is MLDR then whether dL = 2dH or 2dH − 1 we have that $



%



dL − 1 = n − rank(C). dH − 1 = 2 and the result follows. If C is MHDR with dL = 2dH or 2dH − 1 then $



%



dL − 1 = dH − 1 = n − rank(C). 2 2



5.1



Codes over F2 + uF2 and Z4



We shall examine the relationship between the bounds for various weights. Theorem 5.3 Let C be a code over F2 +uF2 or Z4 . If C is MEDR and MHDR with dE ≡ α (mod 4), (α = 1, 2, 3, 4), then dE = 4dH − 4 + α. Proof. If C is MEDR then b(dE − 1)/4c = n − rank(C) and if C is MHDR then dH − 1 = n − rank(C). We have that b(dE − 1)/4c = n − rank(C) = (dE − α)/4 for α = 1, 2, 3, 4. This gives that dE = 4dH − 4 + α. 2



Theorem 5.4 Let C be a code over F2 + uF2 or Z4 with type {k1 , k2 }, dL ≡ β (mod 2) (β = 1, 2) and dE ≡ α (mod 4) (α = 1, 2, 3, 4). If C is both MLDR and MEDR then dE = 2dL + α − 2β. 11



Proof. If C is MLDR then b(dL − 1)/2c = (dL − β)/2 = n − rank(C) and if C is MEDR then b(dE − 1)/4c = (dE − α)/4 = n − rank(C) giving that dE = 2dL + α − 2β. 2



5.2



Codes over F2 + v F2



In [2] it is shown using the Chinese Remainder Theorem that for codes over F2 + vF2 , dH = dL and thus the minimum weight vectors in the code will have no coordinates with a 1 in them. It can also be seen as follows. Lemma 5.5 If C 6= {0} is a code over F2 + vF2 then there exists c ∈ C with Hamming weight dH such that either all nonzero coordinates of c are v or all nonzero coordiantes of c are 1 + v. Proof. Let c0 be a minimum Hamming weight vector with an entry that is neither 0 nor v. Then c = vc0 has only 0 and v in its coordinates and its Hamming weight is less than or equal to the Hamming weight of c0 . Since c0 has minimum Hamming weight then c has minimum Hamming weight. However, if the vector c0 has only 1 + v and 0 in its coordinates then vc0 = 0. 2



Theorem 5.6 There are no MLDS or MLDR codes over F2 + vF2 unless dH = 1. Proof. If a code is either MLDR or MLDS then we know that the minimum Lee weight would be either 2dH or 2dH − 1. So if dL = dH the only possibility is dL = dH = 1. 2 For example the code {0, v} has minimum Lee weight 1, and is MLDR since 2n − 2rank(C) + 1 = 1 but it is not MLDS. The code (F2 + vF2 )n has minimum Hamming and Lee weight 1 and is a free code of rank n and is both MLDS and MLDR. Theorem 5.7 Let C be a code over F2 + vF2 that is MBDR and MHDR. If dB is even then dB = 2dH and if dB is odd then dB = 2dH − 1. If C is MBDR then b(dB −1)/2c = n−rank(C) and if C is MHDR then dH −1 = n−rank(C). Hence % $ dB − 1 = dH − 1. 2 If dB is odd then b(dB − 1)/2c = (dB − 1)/2 then dB = 2dH − 1. If dB is even then b(dB − 1)/2c = dB /2 − 1 and then dB = 2dH . 2
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Codes exist for both cases. For example, the linear code of length 1 {0, v} has dH = 1, dB = 2 and the linear code of length 1 {0, 1, v, 1 + v} has dH = 1, dB = 1. Both codes have rank 1 and are both MBDR and MHDR. Theorem 5.8 Let C be a code over F2 + vF2 with dL ≡ β (mod 2) (β = 1, 2) and dB ≡ γ (mod 2), (γ = 1, 2). If C is MLDR and MBDR then dB = dL + γ − β. Proof. If C is MLDR, then b(dL − 1)/2c = (dL − β)/2 = n − rank(C) and if C is MBDR, then b(dB − 1)/2c = (dB − γ)/2 = n − rank(C). Hence (dL − β)/2 = (dB − γ)/2 and the result follows. 2



5.3



Residue and Torsion Codes



In this subsection we consider only codes over R = Z4 or F2 + uF2 . Any code over R is permutation-equivalent to a code C with generator matrix of the form   I A B + αB 1 2   k1 (12) , 0 αIk2 αD where A, B1 , B2 and D are (0, 1)-matrices and α is 2 for codes over Z4 and u for codes over F2 + uF2 . The [n, k1 ] code C (1) over F2 with generator matrix (13)







Ik1 A B1







,



is the residue code. The [n, k1 + k2 ] code C (2) over F2 with generator matrix 



(14)







I A B1   k1 , 0 Ik2 D



is the torsion code. Let C be a free code over R then the torsion and residue code coincide. Consider further that the code is MHDR, that is, its minimum Hamming weight satisfies dH = n − rank(C) + 1. Then by the above lemma, the minimum Hamming weight of the torsion code is identical, this is because any minimum Hamming weight vector in the torsion code is also a vector in C, up to adding α to some non-zero coordinates. This gives the following theorem. Theorem 5.9 Let C be a free MHDR code, then the torsion code is equal to the residue code and is a binary MDS code. 13



Proof. The dimension of the torsion code is equal to the rank of the code and by the above discussion the minimum Hamming distances are the same, then the Singleton bound is satisfied. 2 It is easy to verify that the codes identified as MLDS in Theorem 3.2 are also MEDR and MHDR.
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