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Abstract This document is a complement to the paper “Measuring and Predicting Software Productivity: A Systematic Map and Review”. It contains the detailed summaries of the papers that were included in the analysis of the systematic review. Key words: Software Productivity, Software Development, Efficiency, Performance, Measurement, Prediction



1. Measurement-Based Analytical Models 1.1. Weighting Productivity Factors Jeffery [1] built productivity models through stepwise linear regression on the variables lines of code (LOC) and maximum number of staff in two environments. In the third environment additional variables were considered, namely average work experience, average system development experience, average team experience in application area, average team attitude to the project, average procedural language experience, and average team attitude toward the programming language. The environments (all management information systems) can be characterized as follows: • Environment 1: Government, No. projects = 9 , avg. proj. size = 20,752 LOC; Language = COBOL; Avg. effort = 22 staff month; Max staff = 3-7; • Environment 2: Mineral processing, No. projects = 10; avg. proj. size = 50,459 LOC; Language = Basic; Avg. effort = 40,0 staff months; maximum staff = 3-8; • Environment 3: Banking, No. projects = 19; avg. proj. size = 6148 LOC; language = Focus; Avg. effort = 7 staff months; max. staff = 1-4 ∗ Corresponding
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Each of the models has been evaluated based on the R2 values and the confidence intervals based on the data sets. To compensate for the small sample size the Jackknife method has been used. The outcome of the study was that the explanatory power in environment 1 and 2 based on lines of code and maximum staff level was high (R2 = 0.735 for environment 1 and R2 = 0.70 for environment 2). In the third environment the additional factors have been added in the stepwise regression where only average team attitude to the project and average procedural language experience increased the explanatory power of the model already including maximum staff and lines of code. The increase of R2 achieved through the additional variables was 0.04 leading to an overall R2 for the model of 0.45, which was relatively low in comparison to environment 1 and 2. In order to improve the value the projects with only one programmer were removed due to the very high variance in individual programmer performance (cf. [2, 3]). This led to an increase of the explanatory power to R2 = 0.82. Overall, the analysis showed that (1) the different models achieved quite high explanatory values in different environments; (2) adding the variables average team attitude to the project and average procedural language experience changed productivity, but did only increase R2 by a small amount; (3) the created models showed that adding additional staff increases effort, which is in line with the observations in Brook’s Law [4]. Pfleeger [5] proposed a predictive model for productivity which calculates the predicted productivity as the product of the average productivity multiplied by a June 14, 2010



number of composed cost factors (f) (Predicted Productivity = average productivity * f ). Thereby, f is determined in the following way: (1) First the average productivity is determined based on effort and size measurements; (2) Thereafter, the cost factors are identified by experts which might lead to variance and differences in software productivity, i.e. the effort needed to complete a project in relation to the use of a factor (e.g. effort with factor / effort without factor); (3) The amount of the project affected by each factor is calculated (e.g. 40 % of the project is affected by the cost factor); (4) Determination of the adjustment for each cost factor for the upcoming project (e.g. relative effort to create the cost factor, and so forth); (5) Estimation of overlaps between different factors (the shared effect has to be substracted); and (6) Calculation of the overall multiplier f. The method has been evaluated based on the data sources and within the context of the company Hewlett Packard. The new predictor model has been compared to COCOMO and Ada-COCOMO determining which of the models is better in predicting the actual values. The prediction performance was statistically evaluated through comparison of error rates, mean mangitutde of relative error (MMRE), and hit/miss ratio. Three projects have been studied (A, B, and C), the projects used the programming language Object C. COCOMO is a better estimator than Ada COCOMO based on MMRE based on six estimations given by the managers. There is a significant difference between the three prediction methods. There is no significant difference between COCOMO and proposed method with regard to the prediction error, but proposed method is significantly better than Ada COCOMO. However, the proposed solution was better than COCOMO for four out of six projects. In particular, the solution predicts within 25 % error margin 50 % of the time, COCOMO and Ada-COCOMO did not achieve a prediction within this error margin. The hit/miss ratios are significantly different in favor of the proposed solution (Chi-Square). Finnes and Witting [6] tested different forms of regression models to determine which describes function point productivity (ratio of function points and effort) best. The tested models were linear, power, exponential, and reciprocal. The decision of which model describes the variance in productivity in the best way was made considering the value of the coefficient of determination R2 . Organizations developing data processing systems were studied. The organizations used 4th generation programming languages. The system size ranges from 29 to 4669 adjusted function pints, the implementation size ranging from 6000 to 571000 LOC. The effort ranged from 40 to 81270 development hours. The



study concludes that the reciprocal model fits best for team size (R2 = .083 ) amd system size (R2 = .085). For a combined effect of the predictors the model fitting best was the regression of average team size, function points per team member, and ln(function points) against ln(function point productivity) with R2 = 0.72. Maxwell et al. [7] investigated which factors can serve as predictors of software productivity based on their explanatory power. The analysis was based on a large set of categorical (e.g. company, country, programming language) and non-categorical variables (lines of code, maximum team size, duration of projects, and the seven COCOMO factors). The analysis was done in two steps. In the first step the explanatory power of the individual variables were analyzed using a general linear model (additive and multiplicative). Thereafter, a combination of variables with the highest explanatory power was identified. The highest amount of variance by categorical variables is explained based on individual companies (55%), programming language (48%), type of system being developed, (34%), country (27 %), and environment (15%). For non-categorial variables the values are storage constraint (53%), execution time constraint (41 %), tool (32%), required software reliability (27%), use of modern programming practices (24 %), maximum team size (19 %), duration of project (12%), and size (5%) The best combined model with two class variables was category and language (76%). The best combined model with several variables contained country, category, reliability and either tools or modern programming practices. Morasca and Russo [8] investigated predictors for different types of productivity using multivariate logistic regression. They distinguish between external productivity (function points divided by effort) and internal productivity (number of lines of code divided by effort, number of modules divided by effort). The predictors to be tested were size (function points, lines of code, modules), number of employees, relative experience on the application, and the development time. The goal was to determine which of the predictors has a significant impact on software productivity, and hence could be used to build a model for its prediction. The analysis was done in two steps. In the first step the variables were tested in isolation to exclude obviously irrelevant variables from the predictor models. In the second step multivariate logistic regression was used to identify combinations of variables yielding significant improvements in the percentage of variation explained by the variables. In the given context of the development of 29 mainframe applications for project monitoring and accounting, and decision support the following result was 2



obtained:



measurements results are valid. The manager agreed with the results for 12 out of 13 projects. One project appearing unproductive in the analysis was perceived as productive by the practitioner. In particular, the project was considered productive as it was similar to a project with much more experienced people. However, the less experienced developers produced the same result. Overall, the result shows good agreement with practitioner. The sensitivity analysis showed that removing high influence projects from the data set had no major impact on the coefficients and improved the explanatory power of the project (from R2 = 0.605 to R2 = 0.71), indicating its robustness. Another analysis of robustness was done by including a dummy variable for reuse which was categorical, but did not say anything about the degree of reuse. The result showed that reuse leads to a significant difference between projects reusing and projects not reusing. Hence, reuse should be taken into account when looking at productivity figures. Foulds et al. [10] created a model of software productivity based on IT, project, product, and environmental factors. Each of the factors has several variables (indicators) associated with them. For example, project factors are management and leadership, user participation, quality assurance, resource availability, and testing standards. The goal of the study was to establish a model based on the indicators grouped into factors in order to be able to explain productivity. Three productivities were defined and are assumed to be correlated: lines of code per person month, function points per person month, and productivity variation. The model was built through partial least-square based analysis [11, 12], regression models being commonly based on least-square approaches. The model’s reliability was analyzed by (1) evaluating the loadings of the individual variables for each factor (exclusion for loadings smaller than 0.7), (2) determine internal consistency and average variance extracted (AVE) for each factor (threshold was 0.5 for AVE), and (3) evaluation of discriminant validity of the square root of AVE versus the correlation values of the factors. In order to test whether the model explains the variation in productivity the R2 value was determined and the significance of the weights was analyzed through the bootstrap (stepwise) procedure of partial least-square analysis. The following outcome was obtained based 110 surveys with 60 responses covering 11 large-scale information system developers: The reliability analysis showed that the model is valid with regard to the tests. The explanatory power of the overall model is given by an R2 goodness of fit value of 0.634. The coefficients for IT factors and environmental factors were not significant when tested in the overall model. How-



• Entire Application: Function points and experience were statistically significant predictors for function point productivity (R2 =0.39), lines of code productivity (R2 =0.45), and module productivity (R2 =0.27). • Development Requests: Development time, function points, and number of employees are statistically significant predictors for function point productivity (R2 =0.24) and lines of code productivity (R2 =0.12). Development time and function points are significant for module productivity, but with low R2 less than 0.05. • Maintenance Requests: Only function points to module productivity is significant with R2 =0.22 Kitchenham and Mendes [9] used stepwise regression to create a productivity measure based on multiple size measures. The size measures must have a significant relationship with the effort to be considered for the inclusion in the productivity measure. Each of the size measures has a weight. In comparison to simple output and input ratios the measure allows for non-linearity (i.e. variable returns to scale). The construction of the model is done using the following steps: (1) construct the best model with manual forward regression by including different size variables; (2) assess the impact of each variable looking at residuals and visual examination; (3) In case of a skewed model transform the model to better fit a normal distribution. The approach has been applied on project data from web applications being submitted to a database for web projects by practitioners. The model proposed has a number of characteristics. • Numerator and denominator should not be close to zero. • Measures compared between projects need to be equal (i.e. same counting rules for size). • Staff effort reflects the effort of the project (e.g. consideration of outsourcing). • Productivity model is able to detect economies of scale in the equation, while simple input/output ratio models are only able to detect them in the analysis phase (e.g. by studying scatter plots). The model was evaluated through practitioner feedback and sensitivity analysis. In the first case the data was shown to a project manager who was asked whether the 3



ever, when testing them in isolation they were significant, which means that project and product variables have higher explanatory power. That is, project and product variables showed statistically significant test results.



of the test is to verify whether change points have been successfully implemented. The author of the paper has supported the company in implementing change points and reflects on the results and experiences. The following observations were made by the author: • Size (LOC) vs. change points: The goal of productivity improvement is to produce more output (size) with less input (effort). When figuring out how to produce more size with less effort then size does not determine the effort. Hence, the two should be independent and the assumptions of their correlation is questionable. Effort resulting in many outputs is only pooled into one output variable (LOC) [15]. Size measured in LOC varies between the same languages (depending on writing style of the code) and even more between different languages, making comparisons hard. Change points are not influenced by the programming language and hence are not subjected to this problem.



1.2. Simple Input/Output Ratios Yu et al. [13] proposed to compose lines of code and effort based on individual components. Code is split into the components base code (previously released code), new modified code, reused code, and code changed due to a bug fix. The net developed code used in the productivity evaluation is the total sum of lines of code minus the base code. Effort is composed into the components support effort, direct development effort, and technical infrastructure. Productivity then is the ratio of net developed code divided by direct development effort. The company studied is AT&T with a system size of several million lines of code. The effort is distributed into 75% development effort and 25% related to hardware maintenance. What to improve was evaluated by regression in order to identify the factors leading to variance in productivity, which are hence worthwhile to be improved. Improvements reported based on productivity measures are increased stability and completeness of requirements specification, better requirements traceability, handling of feature interaction, better utilization of staff experience, and introduction of tools for process improvement; Factors improved as they showed large impact on variance in productivity measured. Chatman [14] introduces a new solution of how to count the output to measure the productivity. As the solution is widely unknown it is explained in more detail. The solution is called change points representing a change on modules at the lowest level of abstraction in a software design. The counting can be done in the phases design, implementation, and in the test phase. However, as the counting is based on modules the design has to be specified. The argument why change points are output is that new responsibilities have to be assigned to new or modified models of affected programs. This indicates required actions (in form of effort) for the development teams. On design level change points are output as they require to assign new responsibilities to new modified or affected programs, indicate actions for development (e.g. recompile), or deletion of an architectural unit. In implementation change points are not only focused on new lines of code to be implemented, but can also reflect modification and deletion. Furthermore, changes may be located in different modules. In testing change points are produced if design elements are either wrong or missing, which is discovered in test. The purpose



• Size (FP) vs. change points: Certain function points might end up with a value of zero, even though they create effort (e.g. performance enhancements, refactoring). Change points are not dependent on the recognition by the user for the effort invested. In addition, the author raised the issue that function point weights are not well specified and complex counting rules bias the result. Another issue raised is that function points add up different numerals adjusted by factors (e.g. meters*factor+seconds*factor). Finally, the author observed that the conversion of function points to lines of code is questionable as the conversion varies between organizations and is hard to generalize. The benefits observed for change points were: (1) early counting is possible starting with design; (2) change points are more stable than line of code counts; (3) change points are independent form the implementation language; (4) periodic assessments are possible; and (5) counting can be automated. The study of Maxwell et al. [7] is included in two categories because it made two contributions, the first one being the identifications of predictors for productivity, and the second one being to evaluate two types of ratio based productivity measures against each other. The types are lines of code productivity (LOC/effort) and process productivity (PP) [16] as defined in the following equation. PP = 4
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The claim is that process productivity is superior to lines of code productivity as it covers a wider range of factors that can be captured with the measure. However, the result of the evaluation by [7] showed that no empirical evidence can be provided for that. That is, the duration in the equation did account for the least of variation. Furthermore, LOC productivity allows to cover a complex set of factors which become visible in its variance, and the effect of many of the variables were not visible in the process productivity measurement. Arnold and Pedross [17] evaluated the ratio of size (use case points) and effort as a productivity measure. The measure has been tested and applied to 23 projects in the context of the banking domain. The method has mainly been evaluated based on the perceived usefulness of the method by practitioners. Positive as well as negative aspects of the productivity measure have been discussed. The data was collected through 64 evaluation questionnaires and 11 post benchmark interviews with project managers. The positive outcomes of the evaluation speaking for the measure were: (1) The approach was accepted by project leaders and hence was applied and used in reporting; (2) The calculation of use case points was timely efficient; (3) low cost for tools as data collection through excel sheets was perceived as easy and well accepted; (4) the measurements collected were perceived as objective and reliable for the rating of productivity. The following challenges were observed: (1) The modeling of use cases in form of scenarios was not well understood; (2) The use cases were not always upto-date and hence measurements do not reflect reality; (3) High degree of variety in complexity and abstraction which leads to problems in counting use case points; (4) Ambiguity in requirements specifications made it difficult to compare and reproduce measures; (5) Fragmentation of a specification into different models made detection of inconsistencies difficult; and (6) The importance of requirements specification and documentation was not accepted by all practitioners. Bok and Raman [18] conducted a study on function point productivity measured as the ratio of function points divided by effort. The study was focused on one company and the main data sources were interviews and discussions, as well as observations made in the collected productivity data. The study was conducted on an information system devision in the domain of a final financial service company. The department studied consists of over 120 software engineers, the department having over 35 years of experience in software development. The infrastructure supports a variety of platforms (mainframe to minicomputer to PCs), networks (LAN and WAN), and relational databases. The different sys-



tems are implemented in more than 10 programming languages. The following results were obtained in the study: • People applying function point productivity measurement did not have sufficient knowledge in function point counting. For example, only effort of information system staff was counted while effort of other relevant groups (e.g. users) were not taken into account. The effort is also strictly focused on pure implementation and maintenance activities resulting in a bias towards these activities. • Another reason was the poor calibration of function points as technology ,difference in application, and process factors were not taken into consideration. When measuring productivity continuously fluctuation of the productivity can be explained by these factors. For example, fluctuation early on in a project is higher in the beginning than in the end. • Another factor was the lack of rigor in data collection. People do not feel prepared after an initial training (one day workshop) to conduct the function point counting. This led to that counts were only based on technical documentation, and there were inconsistencies between people regarding the definition of a function point. Hence, when measuring function point productivity one should be aware that good knowledge of function point fundamentals, good knowledge of calibration, rigor measurement, and management attention are important success factors for valid measurements. Kitchenham et al. [19] were given productivity data from the application management services group of IBM Australia, which provided the opportunity to critically reflect on function point productivity based industrial data. The company is CMM level 5 certified. The goal of the company was a year to year productivity increase, which should be supported by the productivity measurements. The reflection revealed a number of problems and related improvement suggestions. One problem was that productivity data is often not normally distributed as there are many small, few medium, and many large projects. Results of this are large standard deviations and wide confidence intervals. When aggregating data from individual projects the mean is destabilized and the variability is further increased. Furthermore, averaging two unrelated variables can yield very unstable results. The authors also pointed out that the size has an impact on the perceived productivity (e.g. small projects are perceived as highly productive). Consequently, just showing an individual ratio value of two 5



variables hides important information. In response to the problems observed the authors provided the following improvement suggestions: Productivity data should be shown as scatter plots as clustering of similar sized projects and their productivity becomes visible. To address the problem of normality the data should be transformed when analyzing productivity. Furthermore, it is important to compare similar projects with each other.



Mahmood et al. [21] investigated data envelopment analysis assuming constant returns to scale. The data was collected from 78 commercial projects in the context of information systems. First, projects were initiated by programmers and users of the software. Thereafter, coding took place, and in the final phase the system is integrated based on sets of projects. The projects can be characterized as enhancement and upgrade projects. They were developed in parallel with the same technology and programming language (Fortran). The analysis was done by provided a very detailed interpretation of the obtained data to show what can be learned from data obtained based on a DEA analysis. The outcome shows the observations made in the study, such as the ability to identify inefficient projects. The study selected the output variable lines of code, splitting it in different types of lines of code (comments changed, code changed, routines added). The input variables were the time spent on different development activities (such as specification, coding, integration and verification). In summary, the study reported the following implications: The inclusion of these input variables were a conscious decision as inefficiencies observed for these variables point managers to where improvements are needed in the software process life cycle. Furthermore, it is visible where too little time might have been spent leading to longer time in other phases (e.g. poor specifications lead to more time in the coding phase). In order to successfully compare projects it is important to be consistent in the measurements taken (e.g. by enforcing the same counting rules throughout projects). The authors also stress that productivity is multi-dimensional and DEA models are particularly suited to handle this situation. When using DEA the analysis should be reiterated to determine a continuous improvement towards the production frontier. As pointed out in the paper, the main threats were generalizability issues raising from the focus on a specific company and domain. Stensrud and Myrtveit [22] evaluated DEA based on two data sets, the Albrecht-Geffrey dataset [23] and data from 48 completed ERP projects (SAP R3). The ERP projects delivered software and business re-engineering. The effort for the projects was ranging from 100 to 20,000 work days. ERP projects are generally homogenous in nature. The evaluation of DEA was based on sensitivity analysis, and by showing the results to practitioners to confirm if the best performers have been identified successfully. In addition, a comparison with regression was made. The evaluation led to the following results:



1.3. Data Envelopment Analysis Banker et al. [20] provided an extension to data envelopment analysis, called stochastic DEA. The motivation for doing so was that inefficiencies (i.e. positive distance from the production frontier) are not only caused by inefficiencies, but also other factors not considered in the model (e.g measurement errors). As a solution the objective function used in DEA was modified to account for the amount of deviation from the frontier attributed due to measurement error or inefficiencies, see Equation 2. vi represents upward deviations from the frontier due to inefficiencies and/or random effects, ui represents downwards deviations that can only be attributed due to random effects. That is, when choosing c close to 0 the deviation from the frontier are only due to random effects. numDMU X OF := min cvi + (1 − c)ui (2) i=1



Data from 65 projects at an information system department of a Canadian bank was analyzed, the projects’ goal being to maintain a financial transaction system. The system was written in the COBOL programming language. The mean size of a project is 937 work hours, and the mean output is 118 FP/5415 LOC. To evaluate the model the researchers estimated parameters of the production model with stochastic DEA and with traditional regression based analysis for different values of c. The result showed that the signs of the parameters are the same and that the parameters themselves are similar. Furthermore, with varying c the parameters are not that different. In other words, the fact whether the results are due to measurement error or inefficiencies does not lead to a major change. The stochastic approach also allows to identify which factors have the highest impact on productivity by omitting one different variable at a time, and investigate the change in the parameters. Parameters leading to a higher change have more influence on productivity, as demonstrated by the approach. One critique that can be raised is that the amount of deviation that can be attributed to error in comparison to inefficiency is unknown and there is no solution to determine it.



• Sensitivity: The analysis based on the Albrecht6



Geffrey data set showed that many more projects are on the frontier for the DEA VRS model in comparison to the CRS model (simple ratio based analysis underlies the assumption of CRS). Hence, the sensitivity of DEA to identify efficient projects is higher. The top performers can also be easily evaluated by looking at a scatter plot. However, as the authors emphasize this is only possible in the case of univariate analysis. The DEA analysis in the multivariate model based on the ERP projects was also deemed as being robust as the removal of projects with high peer value did not change the frontier and efficiency scores to a large degree. When exchanging variables that are similar the majority of the projects stayed on the frontier, also indicating robustness.



be influenced by errors, which are not considered in ratio based and DEA productivity models. That is, one does not know to what degree the difference between two projects is due to measurement error or inefficiencies (as discussed in paper [20]). Yan and Paradi [24] evaluated data envelopment analysis based on data from maintenance projects that aimed at fixing the Y2K problem within at a Canadian bank. The model evaluated was multi-variate with the input being full time equivalent staff, vendor costs for outsourced projects, and duration of the projects. Projects were categorized based on their certification level. The output measure was size quantified as lines of code. The study made multiple comparisons to understand and evaluate data envelopment analysis, namely a comparison of the variable return to scale model and the constant return to scale model, the effect of size on the production frontier, and the comparison of the DEA results with ratio based productivity models. The ratio based models were project size divided by total cost, and project size divided by project duration. The comparison provided the following results:



• Practitioner feedback: The practitioners were in agreement with the identified role models, one project in particular was deemed efficient which had a high peer value. • DEA vs. Regression: Regression can be used to identify efficient and inefficient projects by looking at the residuals, i.e. the error of the estimated regression function. DEA is considered superior to regression when benchmarking projects for the following reasons. Project data sets have the characteristic of increasing variance with size, i.e. the projects of large size are likely to be the ones with particularly good or bad performance. In addition, the majority of the projects dictates the outcome by setting the central tendency. Due to these reasons when applying the regression the study found that only four out of nine projects would be identified as efficient with regression analysis. In addition, regression analysis identified one project as highly inefficient that was considered efficient in DEA. In conclusion regression analysis makes it harder to determine the frontier as it does not provide the peer value of the influence of the project.



• VRS vs. CRS: The observed data indicated a variable return to scale. This was visible in the percentage of average technical inefficiency. The inefficiency of DEA VRS was 45 % based on actual data, while it was 84 % for DEA CRS. As pointed out by the authors, if the scores for DEA VRS and DEA CRS are close, this indicates constant returns to scale. Hence, the large difference observed points to DEA VRS. • Size: To evaluate the impact of size the projects were grouped into small, medium, and large and the average efficiency scores were compared through statistical analysis. The outcome was that the productivity frontier changes with the classification, and that the efficiency scores are significantly different as determined by the F-test at the 0.025 confidence interval level. The inefficiency scores seems to be reduced when grouping based on size. In consequence size seems to be a factor when evaluating projects with DEA.



In addition to the results of the evaluation the researchers presented important underlying assumptions made for productivity models in general, and for DEA analysis in particular. The general problems of productivity models raised are that it is hard to measure for several indicators (e.g. when calculating several ratios for one project it is not clear which of the projects is the best performer). DEA allows to conduct multivariate analysis and hence provides a solution for that. It is also problematic to find appropriate performance indicators that are reliable. Measurements are likely to



• DEA VRS vs. Ratio based: The ratio based analysis is more consistent with DEA CRS scores as both approaches have the same underlying assumption. However, when comparing DEA VRS with ratio based measurement the outcome is different because DEA VRS is more fine grained and can identify reference projects within a category of measures. Based on ratio measures one cannot deter7



mine which one of two projects is more efficient when calculating multiple ratios for this project, which is possible with DEA. That is, DEA can measure several aspects at a time.



the last one user inputs, user outputs, inquiries, internal files, and external files. With an increase of variables introduced the average efficiency score was raised, and with that the total number of efficient DMUs. Ruan et al. [27] evaluated data envelopment analysis based on industrial data from a CMMI level 4 company. Within the company the personal and team software process are used. The developed applications were J2EE web applications. The DEA model investigated was multivariate, the input being effort and the outputs being program size (LOC), program defects (negative output), and documents. In the evaluation the researchers tested whether the approach is able to identify efficient project tasks (role models) and reference tasks that are similar to inefficient tasks and therefore can serve as role models. In addition sensitivity analysis has been performed. The outcome was that efficient role models as well as reference tasks could be identified. Furthermore, the sensitivity analysis showed that the mean efficiency score for variable returns hardly changes due to the removed tasks. Regarding the comparison of constant return to scale and variable return to scale the researchers found that variable returns to scale were more sensitive, i.e. tasks of different size have different benchmarks.



Overall, the study shows promising results with regard to DEA. Ding et al. [25] evaluated data envelopment analysis on tasks/exercises in the context of students applying the personal software process. In total 10 student exercizes were evaluated. Furthermore, a process for conducting data envelopment analysis has been proposed. The steps of the process are: (1) Decide on the goals and purpose of the DEA evaluation; (2) Select the decision making units (e.g. projects, tasks). Criteria for their selection are that they share the purpose, are in a similar environment and hence comparable, and the measure of input and output is the same; (3) Select the inputs and outputs for the analyses, discard highly correlated variables; (4) Choose the DEA model (VRS vs. CRS). One input and five outputs were considered. The input was development time (schedule), the outputs were lines of code, defect density, size estimation accuracy, time estimation accuracy, and number of removed defects before compilation. The analysis was done based on the observations of the researchers considering the outcome of the DEA analysis. The analysis showed that VRS and CRS models only disagreed on one exercise on the production frontier. However, the data indicated a decreasing return to scale, which means that the choice of DEA VRS is supported. Based on the inspection of the original data the researchers found that the DEA model in fact identified the best performers. DEA also identified improvement potential for inefficient exercises and their reference exercises. Problems mentioned by the researchers were that the model is looking for extreme values (efficient performers) and hence is sensitive to outliers. The model also only evaluates projects based on existing performances and hence limits the improvement potential to that, no theoretical maximum performance is defined. It was also stressed that DEA is nonparametric and hence no confidence intervals can be defined and hypotheses tested. Asmild et al. [26] applied DEA to in total 201 projects from ISBSG (158 projects) and from a Canadian bank (43 projects). The evaluation was done based on observations made by the researchers. The researcher were particularly interested in the improvement potential that the approach could identify. Three different models with different outputs were tested. All models had effort as input. The first model had function points as output, the second transactions and data, and



1.4. Bayesian Networks Stamelos et al. [28] introduced Bayesian Belief Networks for software productivity prediction and created a Bayesian Belief Network based on the productivity factors given in the Cocomo81 dataset [29]. The root of the model is the productivity node which is divided into intervals for productivity rating measured as lines of code per person month. Causes influencing the productivity are technical factors and human and process factors, each represented as nodes. Then, technical factors are influenced by product characteristics and computer characteristics, while human and process factors are personnel and project. The factors product, computer, personnel, and project are characterized according to the COCOMO model based on a Likert scale (very low, low, average, high, very high). For a project the model will provide the productivity interval that will most likely be achieved by the project, given a specific rating of the factors. Eight productivity intervals were defined with different ranges, the ranges being selected based on the log-normal distribution assumed by the COCOMO model. The model was constructed based on the ratings of the productivity factors provided by managers in the original study. Hence, the researchers could not emulate the real situation where several managers would be consulted to determine probability val8



ues. With the ratings of the factors the researchers could say for each project which productivity interval will be achieved with which productivity. The outcome of the investigation showed that the model classified 52% of the projects correctly. When adding neighboring intervals the interval range and probability 67 % of the projects could be classified correctly.



factor. When predicting a random disturbance has to be considered (e.g. due to introduction of innovation) which has been integrated into the prediction model. The random disturbance allows to calculate upper and lower bounds for the productivity prediction. The researchers also take into account that the prediction interval is larger the further ahead the prediction is made. The method has been able to catch sharp productivity improvements. In particular, the first prediction has a large initial error which declines rapidly. The two cases have very different forms with similar error integral in between the actual and predicted productivity curve. As pointed out by the authors this is attractive for prediction purposes. Baldassarre et al. [32] proposed to combine statistical process control and dynamic calibration (approach referred to as DC-SPC) in order to detect shifts in process performance objectively. If a shift occurs the model might have to be recalculated. Dynamic calibration (DC) is concerned with identifying when an estimation model has to be re-calibrated and is largely based on experience of the practitioner. In order to make the re-calibration more objective the researchers provided a decision table stating under which conditions observed in the statistical control chart the model needs to be re-calibrated. A re-calibration is not always necessary, alternative actions are, for example, to choose a new reference set on which future prediction models should be build on. A renewal project for an aged banking application was evaluated, consisting of a total of 638 programs. The programming language was COBOL. The programs are project chunks, a project chunk being a part of the work break-down structure for which the measurements have been collected. The performance measurement was lines of code produced per hour. In addition to the information of the performance the researchers know at what point in time process improvement activities took place, the changes being explanations for shifts in process performance due to the improvement actions. The evaluation of the approach focused on its ability to detect shifts in process performance. Furthermore, the estimation of the process performance was compared with actual values to determine the accuracy. Dynamic calibration and estimation by analogy was compared with DC-SPC. The evaluation showed that shifts were successfully identified. The authors emphasized that the model also successfully identified situations where there was a shift in process performance that did not require a re-calibration. In comparison with dynamic calibration and analogy mean error (reverse engineering project/restoration project) was for DC-SPC



1.5. Earned Value Analysis Kadary [30] introduced earned value analysis (EVA) as a measure of productivity from a value-adding perspective to the software product throughout the development life-cycle. The data shown is from the development of an aircraft on-board system in the embedded domain. The researcher provides reflections on the data shown in the paper and illustrates potential rootcauses for poor productivity performance that can be indicated by the proposed analysis method. The observation from the data was that the approach allows to detect shifts in development performance, and that the variance of productivity over time is visible throughout the development life-cycle. The author summarized the benefits of the method based on his reflections: (1) The productivity measure has a strong focus on value delivery/delivery of products rather than the evaluation of specific development activities (e.g. programming); (2) the identification of root causes for productivity problems can be used to justify improvements and investments (e.g. in tools supporting development); (3) the measure is sensitive in detecting unproductive work. 1.6. Statistical Process Control Humphrey and Singpurwalla [31] introduced time series analysis and moving averages in order to predict productivity of individual programmers. The assumption underlying their proposal is that observations are autocorrelated as programmers have a learning effect over time, i.e. succeeding observations of productivity are not independent. The assumption of autocorrelation has been evaluated and based on the outcome a prediction model was build. The construction of the model was done using the following steps. In the first step the autocorrelation function was described which represents the dependence between values of the time series. If no dependency is visible then a normal average should be used. In case of dependencies the researchers identified a moving average as a suitable approach to predict productivity. The prediction is calculated as a weighted combination of the old level of the time series and the recent observation (autoregressive model based on Yule-Walker equations). The weight of the last observation on the prediction is adjusted by a shrinking 9



(3.36%/2.86%) in comparison to (3.48%/3.02%) using DC and (24.14%/22.15%) using analogy. Ruan et al. [33] proposed an improvement to the approach illustrated in Humphrey and Singpurwalla [31] by not using the Yule-Walker technique to estimate the autoregressive parameters, but instead use optimization of an objective function with the aim of minimizing the mean square error of the predicted productivity. As pointed out by the authors the approach as used by Humphrey and Singpurwalla does not guarantee the minimization of the mean square error. The results showed reduction of the estimation error by 6.04%.



1.8. Metric Space Numrich et al. [35] proposed a metric space to measure the productivity of programmers and applied it on students in a course on grid computing and parallel programming. The measure taken was the work production rate over time where the students fulfilled different tasks making them progress. The progress is captured in the accumulation of the work over time, the accumulation being different between programmers. The overall contribution of a programmer then can be measured as the integral of the accumulative work function. As metric spaces capture the distance between measurements, the distance of two programmers is determined by subtracting their accumulated work contribution measured through the integral of the accumulated work function. In the study eight programmer’s accumulated work functions were plotted and two quite different programmers were compared with each other. The comparison showed that the approach can show the contribution of programmers and capture the achieved contributions and distances. In addition, the visualization of the measure allows to recognize the different approaches programmers take to achieve their task (e.g. one programmer might think first and then produce all the code at once, while another programmer codes continuously).



1.7. Balanced Scorecard List et al. [34] investigated balanced scorecards as a tool to measure the performance of software development considering different stakeholders. Measures were defined based on the goals of stakeholders, each stakeholder representing a dimension. The process goals driving the identification of measurements were: (1) fast response time; (2) high-quality of process outputs; and (3) transparency of the software process at all stages. The measurements were based on the goals as well as on the perspective of different stakeholders. Example measurements from the customer perspective are fulfilled scope, product quality in terms of detected defects, training, etc. Additional measurements were identified for the employee, suppliers, IT management, and innovation (process improvement). The evaluation was done through action research where the researchers worked in implementing the measurement program in close cooperation with the industry practitioners. For that a team has been formed consisting of two researchers, one IT project controller, one process designer, one process owner, one quality management specialist, and one responsible for service level agreements. After one year interviews with key-stakeholders were conducted to receive feedback on the impact of the balanced scorecard implementation. Based on the interviews several benefits have been reported. The measurements became part of everyday work and were drivers for improvement decisions. That is, when problems became visible based on the measurements actions where taken. One particular aspect was customer communication highlighted by a poor measurement result. This led to actions improving the communication. In addition, the linkage from strategy to goals, and from goals to metrics is now visible and thus the strategy has a traceable influence on the company.



2. Simulation-Based Models 2.1. Continuous Simulation Romeu [36] provided a simulation approach to take into account confounding factors that have an impact on productivity. The motivation for doing so is that the confounding factors can create much variation in productivities which makes their prediction with focus on point estimates difficult. The solution is to pool the confounding factors into a random variable for the output (size) and the input (effort). That is, the actual size is computed as Actual Size = Theoretical Size + Random Variable for Size. The theoretical size is the size without the impact of the random variables. The actual effort is computed based on the functional relationship between size and effort, i.e. ln(Actual Effort) = α + β ln (theoretical size) + random variable for effort. The simulation is based on a generator that produces pairs of actual size and actual effort. As input the random variables for size and effort are needed, which are based on distributions of error term which represents the departure from the theoretical size and effort. The generation of the pairs of predicted data points for size and effort allows the calculation of confidence intervals. The model is constructed 10



using the following steps: (1) Selection of distributions for theoretical size, size (random variable), and effort (random variable). The selection of the distributions can be done based on the study of histograms and the test of goodness of fit for different distributions; (2) Calculation of the functional form for actual effort and size based on regression; (3) validate the model using statistical inference and confidence intervals; (4) Predict either by selecting a point on the regression line (point estimate) or by studying the density and confidence intervals of the generated productivities. The approach was applied on a numerical example. Hence, the data source is a hypothetical data set with no context. The example illustrated that the solution is able to determine confidence intervals and the visual illustration of density. This provides probabilities of how likely it is to achieve a certain productivity. Lin et al. [37] introduced a dynamic simulation model consisting of four components, namely production model, schedule model, staff and effort model, and budget/cost model. The simulation model is keeping track of the work in progress and at any time keeps track of new incoming work and ongoing work. With this information the current work in progress level can be calculated. The productivity rate is managed by a function of staff size, average production rate, intercommunication overhead, learning factor, and work intensity factor. Furthermore, functions for error generation and error detection are modeled. Error generation is dependent on production rate, schedule pressure and a mix-factor for staff. Errors not discovered in one phase propagate to the next phase. The error detection rate is modeled as a function of product inspection rate, error density, and inspection efficiency. The parametrization of the functions should be done based on empirical data. Two types of evaluation have been conducted, namely sensitivity analysis by changing a single parameter of the model and observe the change in the outcome variables, and a comparison of the models predictive ability with realworld data. Input parameters to the model are project size, effort estimate, life-cycle effort distribution, schedule estimate, project size growth estimate, and nominal error rate. After the calibration the model calculates effort, schedule, staffing, and size. The calibration was based on a project with the size of 128,000 LOC, 1621 work weeks, 95 weeks of project duration, and a staff size of 18 people. The sensitivity analysis showed that the model behaved as expected for different variable changes. For example, with increased staff experience the effort and project duration decreases. Another example is project size where the simulation showed that increased size leads to increased effort and project du-



ration. Further variables were changed, such as quality assurance effort, schedule pressure, staff size limit, or error generation rate. All simulations provided reasonable results, which were also agreed on by practitioners. For the comparison of the simulated values with the actual values no significant differences could be found between effort and project duration/scheduling at α = 0.01 using the ANOVA test, which is a very positive result. Hanakawa et al. [38] propose a model to simulate productivity of individual programmers based on knowledge and learning. The simulation consists of three models, the knowledge model, the activity model, and the productivity model. The activity model describes different activities (e.g. requirements, design, code, and testing). In the activity model the activities are ranked based on how hard they are to execute, the knowledge level required determines the ranking. Hence, the model shows the relationship between activities and the knowledge level required to execute them, which can be expressed by a distribution (i.e. how many activities exist for each knowledge level). The productivity model describes the productivity of a programmer conducting an activity. The productivity is a result of the distance between the required knowledge level and the actual knowledge level. If the actual knowledge is higher than required then the productivity is high. The productivity model also describes how sensitive the productivity is to a change in knowledge, e.g. a small change in knowledge can yield a large shift in productivity. The knowledge model quantifies the gain of knowledge when executing an activity. The gap of required and actual knowledge determines the variation in knowledge increase, as does the learning ability of the developer. The simulator works in an iterative manner and updates the productivity based on the change in knowledge of the developer. The steps done by the simulator are: (1) Initialize parameters, (2) choose activity, (3) calculate productivity, (4) renew progress achieved, (5) calculate gain of knowledge due to the execution of the activity, (6) renew developers knowledge level, (7) renew productivity value, and goto (2). To evaluate the model different what-if scenarios were tested. For example, one scenario evaluated three developers having different knowledge and conducting the same activity. The results showed that the higher the knowledge, the higher the productivity of the developer. Another scenario evaluated what the effect of different knowledge levels and learning abilities (fast learner vs. slow learner) is. The result was that the developer with better knowledge was more productive in the beginning, but made little progress in gaining knowledge. On the other hand, the fast learner was less productive in the begin11



ning, but completed the task earlier than the slow learner with better knowledge. Two more scenarios were simulated. Overall, the scenarios led to expected results in terms of individual developer productivity. Khosrovian et al. [39] proposed a system dynamics simulation model based on reusable structures (called macro patterns). The patterns allow constructing a company specific model with a compositional approach. A macro pattern consists of activities, artifacts, and resources used by activities. In addition relationships between activities are captured (consumers and producers). As a complement state-transition charts for each activity are modeled describing the conditions to be fulfilled so that a specific activity is activated. Criteria for the completion of an activity are defined as well. The model consists of four views, the product flow, defect flow, workforce allocation, and states for activities. The model takes a number of input parameters (e.g. estimated product sizes, skill factors and learning, project specific policies, or verification policies), calibration parameters (efficiency and effectiveness of development activities, code development rate, rework effort), and output parameters (product quality, project duration, effort, defectiveness of the product, etc.). The calibration can be done in different ways, e.g. empirical data from primary or secondary studies or expert estimation. In this study the model was calibrated based on empirical findings, the parameters set being related to fault injection, code verification effectiveness, code verification rate, and code rework effort in different phases. The stochastic component in the model is the allocation of resources which is described by a system dynamics model. In the calibrated models scenarios of combining different combinations of verification and validation activities were tested for evaluation purposes. The result showed that the model provided an output in line with empirical evidence (e.g. regarding the increase of software quality with early quality assurance). The approach also showed that a combined analysis of the different outcome parameters was possible.



addition, the model allows for traceability between different process steps and software quality, allowing to capture when which defect is introduced and when it is corrected successfully. To test the model it was used as a what-if tool to evaluate whether the introduction of inspection would yield the expected results. Therefore, the model was run 50 times to establish a baseline and thereafter the model was run 50 times with the implemented change. The outcome showed that the quality was improved and the error detection capability was increased, while the duration and effort increased. This was an expected result. To evaluate the overall outcome of the simulation the researchers proposed to weight the outcome variables depending on their importance (e.g. how much more important is time in comparison to quality). Based on the overall weights the utility of the improvement can be calculated. Raffo et al. [41] applied state-based simulation on the same process as presented in study [42], the process modeled also consisted of the same high level and detailed activities that were reported in [42]. The evaluation approach was the same as well, i.e. benefits are reported from the application without quantification of the actual benefits achieved in the company. The hypothetical improvement achieved by the model was 92.000 dollar of cost savings. The claimed improvements achieved at the company were the support of the model to take actions helping in achieving higher CMM levels, the model requires quantified inputs leading to a clear definition of metrics, the model aids in achieving a buy-in from management for improvement changes, and the visibility and hence the understanding of the process was improved. Raffo et al. [42] developed a discrete event simulation model. The model consists of the development activities preliminary design, detailed design, and code and unit testing. Individual artifacts within the model can be described through attributes. For example, requirements have an attribute for volatility and size while code has the attribute size and complexity. The performance of the process can be measured in terms of effort, lead-times/duration of development activities, and quality of different development artifacts. The implementation of the model at the investigated company was done by linking the parameters calibrating the model to data available in the repository, which is continuously updated and hence allows real-time calibration. The domain of the implementation was software development for the military. A traditional (waterfall based) development process was followed with 71 distinct steps in the process. The data used for calibrating the model can be drawn from the database and allows to run the



2.2. Event-Based Simulation Raffo [40] introduced a process simulation model capturing multiple dimensions, namely time, effort, and quality. The model consists of three components, the process functional perspective showing activities and their interactions, the behavioral process model showing transitions between states, and the organizational process model showing the interconnection between projects. The stochastic component of the model is captured as uncertainties with regard to looping of activities, and timing dependencies between activities. In 12



model with different input values, and by that identify mean and variances for the different model runs. The researchers reported that the linkage of the data to the repository allowed continuous predictions based on real-time data improving predictive accuracy, though the increase in accuracy was not quantified in the study. Raffo et al. [43] used discrete event simulation using stochastic data for each simulation run, i.e. the data input for the calibration of the model was drawn from probabilities. The outcome variables of the model were effort, product quality, and lead-time/schedule. The sources for data collection were defect tracking systems, management tracking systems, and people surveyed to obtain the data. Input variables were volume of work (LOC), defect detection and injection rates, effort distribution across phases, rework costs and process overlaps, effects of training provided, and resource constraints. For the evaluation of the outcome of the model the researchers proposed to define control limits based on management targets. After running the simulation model with different calibrations, the calibrations being based on past project data, the range of values of the simulation (expressed as a box-plot) is compared with the target levels. Hence, the simulation shows under which conditions specified in the calibration the project is within the target levels. When considering multiple outputs (time/schedule, effort, quality) improvement alternatives can be evaluated based on utility functions where each of the outcome variables are weighted with regard to their importance. The improvement alternatives with the highest utility can then be chosen. The application of the approach in industry showed that the model allowed to identify deviations from the target values. Regarding the accuracy of the model the researchers mentioned that the model was accurate in predicting past performance, but no numbers are presented. M¨unch and Armbrust [44] built a simulation model for a software inspection process based on discrete event simulation. The simulation is executed by initiating of calibration variables of the model and sequentially adding reviewers to the simulation model going through the process. In the end the review document and its fault content is released. The simulation model determines the productivity calculated as team detection rate of faults (number of defects in relation to total number of defects in the document given an input of a set of reviewers conducting the process). The accuracy of the model was evaluated by comparing the results of the simulation run with results of an actual experiment where students used different reading techniques (adhoc, perspective based reading) on a requirements document. The inspection process consisted of the steps



overview meeting, preparation, inspection meeting, correction, and follow-up. The input parameters defined for the model were document size, document complexity, reviewer experience in inspection, and domain knowledge. The document size and complexity were combined in document difficulty, while reviewer expertise and domain knowledge were combined into reviewer experience level. The experience level and document difficulty result in the reviewer capability. The actual defect detection ability then was calculated by adjusting the experience level through adjustment variables (e.g. relative importance of domain knowledge verses experience in inspection). The defect detection rate was compared for different review teams using the techniques ad-hoc reading, and three different scenarios using perspective based reading (user, designer, tester). The result showed that there were only minor difference in the team detection rate between simulation and actuals. The average difference in detection rates (i.e. the real detection rate minus the simulated detection rate) was 1.1 percent points, with the highest deviation being 1.59 percent points. The authors state that a limitation of the model was that it relied on average detection ratios, which requires homogeneous groups. In addition, the correlation between influencing factors needed to adjust the defect detection ratio are not well known due to lack of empirical evidence.



2.3. Hybrid Simulation Donzelli and Iazeolla [45] introduced a simulation model with two abstraction levels. On the first abstraction level the overall development process flow is modeled as a queuing network. On the second abstraction level each activity (server) was designed as a dynamic model. The dynamic model calculated random development size, effort, release time, and injected defects based on a given distribution (in this case a Gaussian-like probability distribution). The performance attributes that can be predicted by the simulation are effort, lead-time, and rework. In the first publication [45] the model was tested for three different strategies for defect detection, i.e. focus on early, middle, and late defect detection. As can be seen in the table providing an overview of the non-deterministic models the outcome showed expected results. The second publication [46] is based on the same model and simulation runs, but in addition evaluates the impact of instable requirements on the performance attributes of the process. The result here was also as expected, given that a waterfall model was implemented in the simulation. 13
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