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Abstract Using the shadow rate aﬃne arbitrage-free Nelson-Siegel models and the shadow rates implied by consumption-Euler equation, we examine the eﬀects of quantitative easing policy on the economy in a model with varying lower bounds on interest rates. We find new evidence that expanding monetary base is more influential to the economy than expanding central bank reserves. However, the latter is more eﬀective than the former in lowering the lower bounds on interest rates. We argue that quantitative easing is able to lower the lower bounds, but its eﬀect on the economy is too small.



Keywords: monetary policy, shadow rate, quantitative easing monetary policy, zero interest rate, term structure JEL classification: E52; E58; E43; E44; G12



7 December, 2017



1. Introduction Recently, several central banks, i.e., the European Central Bank (ECB), Denmarks Nationalbank, Sveriges Riksbank, Swiss National Bank, and Bank I ∗
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of Japan (BOJ), adopted negative interest rate policies as monetary policies. For example, BOJ announced that interest rate on the current account would be −0.1% on January 2016, the deposit rate of the Swiss National Bank became −0.75% at the end of 2016, and the ECB lowered the interest rate to −0.4%. Before these changes in policies, people considered that zero rate was the lower bound for interest rates. This bound was particularly called zero lower bound (ZLB) in academics. However, now we know that the lower bound can be negative if central banks adopt such policies. Several studies have challenged this issue using the notion of Black’s shadow rate (Black 1995). Krippner (2013) estimates the currency-adjustedbond(CAB)-Vasicek model. Christensen and Rudebusch (2015) estimate a three-factor shadow-rate model of Japanese yields. Wu and Xia (2016) consider a multifactor shadow rate term structure model (SRTSM). Ichiue and Ueno (2015) estimate a Black ’s model with Japan ’s data and find that the shadow rate fell into negative territory even when the call rate was around 0.5% and before the BOJ started the zero interest rate policy in 1999. According to Black (1995), the observed nominal short rate is nonnegative because currency produces a nominal interest rate of zero. In other words, currency imposes a ZLB on yields. Black postulated a shadow short rate st and considered that observed instantaneous risk-free rate rt is given by the greater of the shadow rate or zero, rt = max{st , 0}. Following Black (1995), a few studies extended the notion of zero lower bound to non-zero lower bound. Although Wu and Xia (2016) simply fix the lower bound at 25 basis points, Kim and Priebsch (2013) treat the lower 2



bound as a free parameter to be estimated, and using U.S. Treasury yields, they obtain a value of 14 basis points. The aim of this study is to measure the eﬀect of quantitative easing in a model with time-varying lower bounds during the long period of near-zero interest rates in Japan. In our analysis, we suppose that the lower bounds on interest rates change over time and the central bank can influence the lower bounds by quantitative easing. More specifically, we consider that nominal rate rt is given by the greater of the shadow rate st or the lower bound zt , that is, rt = max{st , zt }. Wu and Xia (2017) investigates the eﬀectiveness of the ECB’s negative interest rate policy on the yield curve with a new shadow-rate term structure model. With interests similar to ours, they find a 10 basis-point drop in the lower bound lowers the short rate by the same amount, and lowers the 10-year yield by 6 to 8 basis points. Our approach is diﬀerent from that of Wu and Xia (2016) in several points. With respect to methodologies, we estimate the time-varying lower bounds and examine the eﬀects of quantitative easing on macroeconomic variables in a model with explicitly incorporating lower bounds. We also use the shadow rate implied by consumption-Euler equations to estimate the lower bounds. Our critical assumption is that consumption satisfies the Euler equation with respect to shadow rates. Our study contributes to the literature which investigates the eﬀectiveness of monetary policy under the near-zero interest rate environment. We find new evidence that expanding monetary base is more influential to the economy than expanding central bank reserves. However, the latter is more 3



eﬀective than the former in lowering the lower bounds on interest rates. We argue that quantitative easing is able to lower the lower bounds, but its eﬀect on the economy is too small. This study also contributes to the econometric methodology estimating the term structure. Unlike the existing literature, our method is new in that we use the shadow rates implied by consumption-Euler equation. The method consists of four parts. First, we derive Euler equations for two types of utility functions: constant relative risk aversion (CRRA) type and habit type, and obtain the implied real and nominal rate of interest rates. Second, we regard the implied rates as shadow rates and estimate the shadow rate aﬃne arbitrage-free Nelson-Siegel (AFNS) models by the extended Kalman filter. Third, using the estimated parameters of AFNS models, we compute the time-varying lower bounds on the actual interest rates, as the option price. Finally, we estimate the factor-augmented vector autoregressive(FAVAR) model including lower bound as one of variables. The final analysis provides impulse response of macroeconomic indicators to the quantitative easing, i.e., monetary base and BOJ reserves. The paper is organized as follows. Section 2 describes our methodology, in particular the AFNS model. Section 3 provides the estimated results. Section 4 concludes the paper.



2. The shadow rate model 2.1. Econometric methodology Our econometric approach consists of the following four steps.



4



Step 1 : We derive the implied real rate from Euler equation, following Canzoneri et al. (2007). Step 2 : From a series of implied real rates and inflation rate, we calculate the shadow rate st . Step 3 : We consider shadow-rate AFNS models, using the estimated shadow rates. Then, we derive the implied lower bounds. Step 4 : We estimate FAVAR model including the implied lower bounds. This section explains how we estimate lower bounds on interest rates, implied by consumption-Euler equation (Step 1–3). Step 1: We consider Euler equations for two utility funcsions. First, we consider the usual CRRA utility



u(Ct ) =



1 C 1−α 1−α t



(1)



where Ct denotes the consumption at time t and α denotes the relative risk aversion. For the individual maximizing discounted lifetime utility, the consumption-Euler equation as of consumptions between t and t+T becomes [( e−r(t,T )T = βEt



Ct+T Ct



)−α ] (2)



where β is a discount factor, r(t, T ) is a shadow rate as of time t maturing at time t + T , and Et denotes the conditional expectation at time t. Defining ct = ln Ct and assuming log-normal distribution, the above equation becomes ( ) exp(−r(t, T )T ) = β exp −α(Et (ct+T ) − ct ) + 0.5α2 Vart (ct+T ) 5



(3)



Second, we consider the habit model of Fuhrer (2000), which assumes the consumer’s period utility function 1 u(Ct , Zt ) = 1−α



(



Ct Ztγ



)1−α (4)



where Zt is the habit level of consumption at period t and γ is a parameter indexing the importance of habit. When the autocorrelation coeﬃcient of Zt is almost zero, the utility function becomes 1 u(Ct , Zt ) = 1−α



(



Ct γ Ct−1



)1−α (5)



Then, the Euler equation is given by



β exp(−r(t, T )T ) =



exp(at ) − βγ exp(bt ) exp(dt ) − βγ exp(et )



(6)



where at = γ(α − 1)ct−1 − αct bt = (γ(α − 1) − 1)ct + (1 − α)Et ct+1 + 0.5(1 − α)2 Vt (ct+1 ) dt = γ(α − 1)ct − αEt ct+1 − Et πt+1 + +0.5α2 Vt (ct+1 ) + 0.5Vt (πt+1 ) + αcovt (ct+1 , πt+1 ) et = (γ(α − 1) − 1)Et ct+1 + (1 − α)Et ct+2 − Et πt+1 + 0.5(γ(α − 1) − 1)2 Vt (ct+1 ) + 0.5(1 − α − 1)2 Vt (ct+2 ) + 0.5Vt (πt+1 ) + (1 − α)(γ(α − 1) − 1)covt (ct+1 , ct+2 ) − (1 − α)(covt (πt+1 , ct+2 ) + covt (πt+1 , ct+1 )) Following Canzoneri et al. (2007), we derive the implied real rates rˆ(t, T ) 6



for each of two utility function using equation (3) and (6), respectively. Step 2: We calculate a shadow rate using implied real rate and inflation rate πt as sˆ(t, T ) = rˆ(t, T ) + π(t, T ),



(7)



as the Fisher equation implies. Step 3: The third step considers shadow-rate AFNS models. As expained briefly in introduction, we extend Black’s notion of shadow rate as



i(t, T ) = max{s(t, T ), z(t, T )}



(8)



where i(t, T ) is a nominal interest rate, z(t, T ) is a lower bound on nominal interest rate, and s(t, T ) is a shadow rate. The lower bound of rate means the upper bound of bond price. When the ZLB applies, there exists the upper bound of bond price equaling to its face value. If we define the upper bound of bond price as Z(t, T ), the actual bond price cannot exceed the upper bound Z(t, T ). This means that the bondholder must sell the shadow bond at price Z(t, T ) when this happens. In other words, the bond holder is a seller of a call option on the shadow bond with exercise price Z(t, T ). Therefore, holding a bond with upper bound is the same as holding the shadow bond and selling the call option. The upper bound of bond price Z(t, T ) can be greater than, equal to, or smaller than, the face value. If there is no friction of holding cash and cash pays zero rate, the upper bound is just face value. If there is relative benefits of holding bond or relative cost of holding 7



cash, and cash pays zero rate, the upper bound becomes greater than the face value because positive cost of cash means that the actual rate of cash including this cost is negative. In contrast, if there is relative benefits of holding cash or relative cost of holding bond, and cash pays zero rate, the upper bound becomes lower than the face value because positive benefit of cash means that the actual rate of cash including this benefit is positive. Central bank ’s reserve policy aﬀects the benefit/cost of holding cash, as long as we regard reserves as equivalent of cash. When the interest rate on the reserves regarded as cash is positive, this interest rate can be regarded as relative benefit of holding reserve (cash), which makes lower bound of interest rate positive. When the interest rate on the reserves regarded as cash is negative, this interest rate can be regarded as the relative cost of holding reserve (or cash), which makes lower bound of interest rate negative. In this way, the central bank is able to influence on the lower bound of rate through changing the benefit/cost of cash relative to bond. An alternative way to aﬀect the benefit/cost is buying a huge amount of bond through open market operations. This policy, by leaving little of bonds in the market, increases the cost of holding bonds relative to cash because financial institutions need bonds for some regulatory reasons like Basel regulation and the policy makes it diﬃcult for financial institutions to find and hold bonds. As mentioned in the introduction, we don’t observe the lower bounds of rates that can be positive, zero, or negative. Hence, we need to estimate the lower bounds by applying the method of Krippner (2012) and Christensen and Rudebusch (2015) (hereafter KCR). The idea of this method comes from 8



Black’s option theory of interest rate. We utilize the fact that holding a bond with upper bound is the same as holding the shadow bond and selling the call option. 2.2. The lower bound and shadow rate As has been argued in KCR, the final value to the bondholder is given by



WT = min{S(T, T ), Z(T )} = S(T, T ) − max{S(T, T ) − Z(T ), 0}



(9)



The last term is the same payoﬀ as that of call option with strike price Z(T ) and original asset S(T, T ). Therefore, holding a bond with upper bound is the same as holding the shadow bond and selling this call option. Following KCR, we consider a European call option at time 0 with maturity T and strike price Z(T ) written on the shadow discount bond maturing at T + δ. T + δ is the shortest maturity available next to time T . This call option approximates the option value in eq. (A-1) and its value is defined as C(T, T + δ, Z(T )) = E0Q [S(0, T ) max{S(T, T + δ) − Z(T ), 0}]



(10)



= S(0, T + δ)N (d1 ) − Z(T )S(0, T )N (d2 ) where ) ( 1 S(0, T + δ) 2 √ , + 0.5T νt d1 = ln S(0, T )Z(T ) νt T √ d2 = d1 − νt T ,



(11)



νt is the diﬀusion coeﬃcient, and N is the cdf of standard normal. The conditional expectation in equation (A-2) is taken with respect to the risk 9



neutral measure Q. Then, the value of the auxiliary bond with upper bound Z(T ) is approximately equal to



Pa (T, T + δ) = S(0, T + δ) − C(T, T + δ, Z(T ))



(12)



, which comes from equation (A-1). As already mentioned, the value of this auxiliary bond is the value of shadow bond minus the price of call option. Following KCR, we consider the instantaneous forward rate on the auxiliary bond, which is defined as [



d f (t, T ) = lim − Pa (T, T + δ) δ→0 dδ



] (13)



If we regard that the actual bond is approximated as the auxiliary bond, the forward rate on the shadow bond f (t, T ) and that of actual bond f (t, T )satisfies



f (t, T ) = f (t, T ) + g(t, T ).



(14)



where )) C(t, T, T + δ, Zt ) g(t, T ) = lim δ→0 P (t, T ) ) ( f (T ) − z(T ) = z(T ) + (f (T ) − z(T ))N νt ( [ ]2 ) 1 1 f (T ) − z(T ) + νt √ exp − 2 νt 2π (



d dδ



(



(15)



In this equation, g(t, T ) is the adjustment term representing the change in
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the value of call option maturing at time t1 We estimate the lower bound in the following two models of AFNS. 2.2.1. AFNS(3) We also consider AFNS(3) model considered in Christensen and Rudebusch(2015) and Christensen et al.(2011). Shadow rate is assumed to follow



st = Xt1 + Xt2 ,



(16)



Three state variables follow 























1  Xt 



1 dXt 



σ11 0 0 0 0       dX 2  = − 0 λ −λ X 2  dt + σ  21 σ22   t   t       σ31 σ32 Xt3 0 0 λ dXt3



  1,Q 0  dWt    dW 2,Q  (17) 0   t    σ33 dWt3,Q



We know that the yield of AFNS(3) is given by ( y(t, T ) =



Xt1 (



+



+



1 − e−λ(T −t) λ(T − t)



) Xt2 )



1 − e−λ(T −t) A(t, T ) − e−λ(T −t) Xt3 − λ(T − t) T −t



(18)



When the yield stisfiles this equation, the volatitlity of yield νt2 = V ar(ln P (t, τ ))



1



See Eq. (5) in Christensen and Rudebusch (2015). KCR’s currency-adjusted-bondVasicek model consider the bond price at time t maturing at the shortest maturity available, t + δ. Investors can either buy the bond at price P (t, t + δ) and receive one unit of currency at the maturity day or just hold the currency. The availability of currency implies that the last incremental forward rate of any bond will be nonnegative due to the future availability of currency in the immediate time prior to its maturity. When letting δ → 0, the continuous limit identifies the nonnegative instantaneous forward rate.
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is given by vt on page 236 of Christensen and Rudebusch (2015). 2.2.2. The procedure estimating lower bounds Now we explain the procedure to estimate the lower bounds in step 3. The procedure consists of two parts:(3-1) Estimating parameters of AFNS model and (3-2) Estimating implied lower bound. In the step (3-1), using shadow rates for each maturity given by equation (7), we estimate state-space model consisting of two equations. One is transition equation which comes from the discrete version of state process, given by (16) for (23) for AFNS(3) model. The transition equation describes the dynamics of unobserved state factors. The second equation is a measurement equation given by equation for AFNS(3) model. We add the Gaussian white noize random disturbances to each equation and assume that the disturbances are orthogonal to each other. We estimate state-space model by the extended Kalman filter and obtain σij2 and λ for AFNS(3) model. Using these estimated parameters, we compute the conditional volatility of yields vt . In step (3-2), using the conditional volatility of yields vt , we calculate the lower bound given by equations (A-6) and (A-7). Inserting the forward rates on actual bonds and shadow bonds into equation (A-6), we can obtain the estimate of lower bound zˆt in equation (A-7) by solving the nonlinear equation numerically. 2.3. FAVAR estimation Step 4: Using the estimated lower bound zt , we consider several FAVAR specifications surrounding the above model. We consider three factors of 12



unobservables and one observable variable, which is either of monetary base or BOJ reserves. We consider the observational equations consisting of series of informational variables listed in Appendix Table A1. The number of informational series is 131. We employ a two step approach of Bernanke et al.(2005) to estimate the three factor FAVAR. The procedure consists of two steps. In step (4-1), we estimate principal components on the informational variables Xt . In step (4-2), we estimate the usual VAR of three factors Ft estimated in the step (4-1) and one of exogenous monetary variables Mt . We calculate the impulse response of major economic indicators to the impulse, following the method of Wu and Xia(2016). The indicators are IP(Industrial Production), CU(Capacity Utilization), UR(Unemployment rate), RH(Residential Housing), PI(Price Index), and LB(Lower Bound). Defining a vector of these indicators as Yt , the observation equation is specified as



Yt = a + bF Ft + bM Mt + ηt



(19)



Letting the monetary shock be ϵt , the impulse response of indicator Yt to ϵt at time t + l is given by l ∑ j=0



(



∑



∂Mt+j ∂Ft+j,k + bM bF k ∂ϵt ∂ϵt k=1,2,3



, where Fk denotes the k-th factor.
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) (20)



3. Estimation results 3.1. Data Our monthly sample data set starts from January 1991 and ends in December 2016. We employ consumption data from Family Income and Expenditure Survey provided by Statistics Bureau of Ministry of Internal Aﬀairs and Communications. We also employ consumer price index (CPI) provided by the same Bureau. Rates of consumption growth are in real terms. We adjust the influence of rise in consumption tax on April 1997 and April 2014, following BOJ’s report2 . We consider two CPIs and rates of consumption growth with or without including residential expenditure. Since the results are not much diﬀerent, only the results using data including residential expenditure are reported below. 3.2. Calculating shadow rate and lower bound This section explains the results of step 1, 2 and 3. Figure 1 to 4 depict the implied real rates calculated according to Eq. (3) and Eq. (5), implied shadow rates calculated according to Eq. (6), and lower bound calculated according to Eq. (8) for one, three, six, and twelve months. The utility function is either of standard CRRA or habit utility. Term structure model is either of two or three factor AFNS model. We examined several specifications with respect to the coeﬃcient of relative risk aversion and discount factor β. Figure 1 shows the implied rate with coeﬃcient α = 0.2 and β = 0.98 because this specification is considered



2
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most reasonable in our estimation.3 The real rates implied by consumption Euler equations tend to have increasing trends during our sample period. This reflects the fact that consumption growth and real rate have a negative relationship in the standard CRRA utility. As argued in Krippner (2013) and Christensen and Rudebusch (2015), the shadow short rate can be regarded as a useful measure of the stance of monetary policy. At a glance, the implied shadow rate has higher frequency than the corresponding implied real rate for each maturity. The longer maturity shows a bigger swing than the short maturity. Our implied shadow rate sometimes exhibits the level lower than that of Christensen and Rudebusch (2015, Figure5, B-AFNS(3) model) and the level higher than it in other times. For the 2002–2007 period during which nearzero or negative shadow rates are reported in Christensen and Rudebusch (2015), our implied shadow rate exhibits positive rate ranging from 1bp to 5bp. Ichiue and Ueno (2015) reports further lower rate, actually negative, than that of Christensen and Rudebusch (2015) during that period.4 Although Kim and Singleton (2012) also reports negative shadow rate during the 2002–2006 period, the level is more closer to the level of Christensen and Rudebusch (2015) than to that of Ichiue and Ueno (2015). Thus, our implied rate is relatively higher than those figures in existing literature, but it is the most close to that of B-AFNS(3) model of Christensen and Rudebusch



3



Canzoneri et al.(2007) reports that the mean of the implied real rate in the U.S. is 7.08% under the assumption of α = 2 and beta = 0.993. Such high relative risk aversion coeﬃcient produces high implied real rate. 4 Ichiue and Ueno (2015) estimates −3% of shadow rate around the 2002–2003 period at minimum.
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(2015). We explain here about the results of step 3. For U.S. data, there are a few studies estimating lower bounds. Although Wu and Xia (2016) mainly set the lower bound to 25bp, they also estimate it as a robustness check. The estimated lower bound is 19bp in the U.S, which is close to the estimated lower bound in Kim and Priebsch (2013). However, there is no literature reporting lower bound for Japanese data. As shown from Figure 1 to Figure 2, each dynamics of lower bound are similar fluctuation, depending not on the utility, maturity, and the model,respectively. Except the period of the zero interest rate policy from March, 2001 to July 2006, and after Global Financial Crisis, the lower bounds correspond to the interest rates. The results imply that exercise price of call option were far below the actual price. Hence, the price of call option was very low. In other words, there was a room to lower the shadow rate more than the BOJ did. The result suggests that the BOJ kept interest rate higher than the lower bound.



—————————————————Figure 1 ——————————————————————————————————Figure 2 —————————————————Table 1 summarizes the statistics for the implied shadow rate and the estimated lower bound.
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—————————————————Table 1 —————————————————Table 2 reports the parameter values of each AFNS model on the implied short rate using CRRA or Habit utility. —————————————————Table 2 —————————————————3.3. The eﬀect of quantitative easing 3.3.1. Impulse response In this section, we analyze how the changes in the quantitative easing aﬀect the lower bound and macroeconomy. Economists have argued somewhere that the near-zero interest rate no longer conveys any information of monetary policy stance. One solution to overcome the issue surrounding unconventional monetary policy is to use shadow rate. Wu and Xia (2016) argued that shadow rate model can be used to summarize the macroeconomic eﬀects of unconventional monetary policy. This study takes a further step. By assuming time-varying lower bound unlike Wu and Xia (2016), we argue that the monetary policy stance aﬀect the lower bound and macroeconomy. We use three-factors FAVAR of Bernanke et al. (2005). From Figure 5 to Figure 12 indicate the impulse responses of quantitative easing to five macroeconomic variables and the lower bound: IP (Industrial Production), CU (Capacity Utilization), UR (Unemployment rate), RH (Residential Housing), PI (Price Index), LB(Lower Bound). We examine the impulse responses
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of four lower bounds of diﬀerent maturities.Analysing the eﬀects of the exogenous shock of the monetary policy on the economy, we use the monetary base or Bank of Japan reserve as the impulse. The main purpose for analyzing impulse responses here is to investigate the eﬀects of the exogenous shock (monetary base or the BOJ reserves) on each lower bound, respectively. —————————————————Figure 3 ——————————————————————————————————Figure 4 ——————————————————————————————————Figure 5 ——————————————————————————————————Figure 6 —————————————————Figure 3 and 5 show the impulse response to monetary base Figure 3 uses CRRA utility and AFNS3 model. Figure 5 uses HABIT utility and AFNS3 model. Looking at Figure 3 for example, there are four maturities from one month to 12 months, and six variables for each maturity. Now we summarize the results in Figure 3 and 5. When we use monetary base as the exogenous variable, its eﬀects on unemployment rate (UR) are 18



negative independently of the utility function and the AFNS moldel. Moreover, monetary base has positive eﬀects on the industrial production (IP), the capital utilization (CU), the housing starts (HS), and the price index (PI). In other words, the monetary easing through an expansion of monetary base have stimulating eﬀects on the Japanese economy. However, the eﬀects to the lower bounds are limited. Increasing monetary base has a weaker positive eﬀect on each lower bound of one-month and threemonth maturity than the eﬀects on the other economic variables. In contrast, expansion of monetary base has little eﬀect on lower bounds of six-month and one-year maturity. We can see that the impulse responses have peaks within one year, and they converge at most about two years later. Figure 4 and 6 show the impulse response of BOJ reserves. Although the eﬀects are more limited than those of monetary base, expansion of reserves still has eﬀect of stimulating five macroeconomic variables. However, the eﬀect on each lower bound is more eﬀective than that of monetary base. That is, expanding BOJ reserve has influential in lowering the lower bounds. Therefore, these eight figures suggest that expansion of the monetary base is more eﬀective to stimulate the real economy than that of BOJ reserves as the method of quantitative easing policy. They also suggest that expansion of monetary base has less infuluential eﬀect on lower bounds than the BOJ reserves. 3.3.2. Granger-Causality tests In this subsection, we examine Granger-Causality from monetary policy variable to the lower bound. Table 3 show the value of the test, and Table 4
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show the value of test when including with target period dummy. In addition to the above analyses, we statistically investigate the result for the eﬀectiveness of lowering bounds. The null hypothesis that monetary base (or BOJ reserve) doesn’t Granger-cause lower bound of each maturity. Table 3 shows that the monetary base doesn’t cause Grager-Causality into the lower bound depending not on each model and maturity. On the other hand, BOJ reserve statistically aﬀect the lower bound at one month maturity. The statisitical significant leve is more eﬀective at the short maturity. Table 4 show the result of Granger-Causality with the target period dummy. Since the result is similar to Table 3, there are no structual break in the relationship between the lower bound and the monetary bvariables. —————————————————Table 3 ——————————————————————————————————Table 4 —————————————————3.3.3. Variance Decomposition At last, we examine a forecast error variance decomposition. It show the explanation power of the shock of the exogenous variable to a variable including FAVAR system. We calculate it at 5-year-ahead horizon. Table 5 shows a fore cast error variance decomposition at 5-year-horizon. It shows the eﬀect of the variance of the monetary base or BOJ reserve on the variance of lower bound at 5-year-horizon. From Table 5, it is clear that the shorter 20



maturity is, the larger the eﬀect is. Moreover, the eﬀect of BOJ reserve is several times than the eﬀect of monetary base. From the results, controlling BOJ reserve is more eﬀective than monetary base for stimulating the lower bound of each maturity.



4. Conclusion This study investigates the influence of unconventional monetary policy on the real economy and the lower bound. We estimate the shadow rate implied by consumption Euler equation and use it in the AFNS term structure model to calculate the time-varying lower bound of interest rate, which is implied by Black’s option-based theory of shadow rate. In this paper, we examine the eﬀects of the quantitave easing on the lower bound and the real economy using FAVAR system in which there are three unobservable factors, a maturity lower bound, and monetary policy variable. From the results, the monetary policy shoks have no eﬀects on the lower bound, especially monetary base than BOJ reserve. On the other hand, these shocks aﬀect the real economy. The monetary base is more eﬀective to stimulate the real economy rather than BOJ reserve. Moreover, we examine the Granger-Causality test of monetary policy variable into each lower bound, respectively. It shows that monetary base doesn’t aﬀect each lower bound. BOJ reserve, however, aﬀect the lower bound of short maturity statistically at 1% significant level, but there is no eﬀect on the lower bound of the long maturity.
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Appendix (Not to be published) Appendix A1: Informational Variables The following table provides the list of informational variables that are used in observational equations of Kalman filter. The data are collected from the original data source of each variable.
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Real output and income Industrial production Products, Total Final Products Investment Goods Capital Goods Building Material Goods Consumer Goods Durable Goods Nondurable Goods Production goods Producer Shipment index Products, Total Final Products Investment Goods Capital Goods Building Material Goods Consumer Goods Durable Goods Nondurable Goods Production goods Capacity Utilization Rate Manufacturing (except for Machinery) Machinery Electric Machinery Ceramic Chemistry Metal Nonferrous Metal Transportation Machine Pulp Textile Employment and hours Total Hours of Working Total Manufacturing Ratio of job oﬀers to job applicants New Eﬀective 25 Unemployment rate Consumption Personal Consumption Expenditures



Price Index Consumer Price Index All Items All Items except for perishable foods Clothes Foods The light-to-heat and water Furniture and Housing goods Others Cultural and Entertainment Transportation and Communication Health and Medical Corporate Goods Price Index All Items Foods and Drinks Textile Goods made from Oil and Coals Iron Metals Mineral Products Export Price Index Import Price Index Average Earnings Salaries All Industries Manufacturing Real Wages All Industries Manufacturing Housing starts and sales Housing Starts floor space Total Houses Apartments Total Houses Apartments Real Inventories, orders, and unfilled orders Machinery Orders Producer’s Inventory Index Manufacturing 26 Final Products Investment Goods Capital Goods Building Material Goods Consumer Goods Durable Goods



Money and Credit Quantity Aggregates Money Stock M2 Money Stock M1 Monetary Base Banking Account Assets (City Banks) Cash/Assets Call Loans/Assets Securities/Assets Loans/Assets Banking Account Assets (Regional Banks) Cash/Assets Call Loans/Assets Securities/Assets Loans/Assets Banking Account Liabilities



(City



Banks) Deposit/Assets Certificate Deposits/Assets Call Money/Assets Debentures/Assets Banking Account Liabilities (Regional Banks) Deposit/Assets Certificate Deposits/Assets Call Money/Assets Debentures/Assets Interest Rates Call rate overnight Lower Bound
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Appendix A2: A shadow bond in CAB-Vasicek model Let’s consider a date-0 discount bond with price P (t, T ) at time t and face value 1, maturing at time T . Let S(t, T ) be a shadow price of the bond and Z(t, T ) be its upper bound. In a particular case, this upper bound can be set to one, which means ZLB on interest rate. In general, Z(t, T ) can be above one, which means a negative lower bound rate, i.e., z(t, T ) < 0. Negative lower bound can be justified for a few reasons. First, holding currency involves transaction costs γ1 (t, T ). In this case, the net return of holding currency z(t, T ) becomes 0 − γ1 (t, T ), instead of zero return. Second, holding bond may produce benefits other than its pecuniary returns. For example, some financial institutions may find it optimal to hold more bonds due to the regulatory reason like Basel regulation. Other institutions may find it attractive to hold more bonds because bonds provide liquidity in asset allocation. They can sell bonds immediately when they find liquidity needs. If we define such benefits of holding bonds as γ2 (t, T ), the net return of holding cash relative to bonds becomes 0 − γ1 (t, T ) − γ2 (t, T ). To simplify the analysis, we assume that the upper bound depends only on the maturity date T , i.e., Z(t, T ) = Z(T ). In other words, the upper bound does not change during the period from 0 to T for T maturity bond. A bondholder cannot sell the bond above the price Z(T ) when S(T, T ) exceeds the upper bound Z(T ). This means that the final value to the bondholder becomes



WT = min{S(T, T ), Z(T )} = S(T, T ) − max{S(T, T ) − Z(T ), 0}
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(A-1)



The last term is the same payoﬀ as that of call option with strike price Z(T ) and original asset S(T, T ). Therefore, holding a bond with upper bound is the same as holding the shadow bond and selling this call option. Following KCR, we consider a European call option at time 0 with maturity T and strike price 1 written on the shadow discount bond maturing at T + δ. T + δ is the shortest maturity available next to time T . This call option approximates the option value in eq. (A-1) and its value is defined as C(T, T + δ, Z(T )) = E0Q [S(0, T ) max{S(T, T + δ) − Z(T ), 0}]



(A-2)



= S(0, T + δ)N (d1 ) − Z(T )S(0, T )N (d2 ) where ( ) S(0, T + δ) 1 + 0.5T νt √ d1 = ln , S(0, T )Z(T ) νt T √ d2 = d1 − νt T ,



(A-3)



νt is the diﬀusion coeﬃcient, and N is the cdf of standard normal. Then, the value of the auxiliary bond with upper bound Z(T ) is approximately equal to



Pa (T, T + δ) = S(0, T + δ) − C(T, T + δ, Z(T ))



(A-4)



Following KCR, we consider the instantaneous forward rate [



d f (t, T ) = lim − Pa (T, T + δ) δ→0 dδ
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] (A-5)



, which satisfies Eq. (??), namely,



f (t, T ) = f (t, T ) + g(t, T ).



(A-6)



where f (t, T ) is the instantaneous forward rate on the shadow bond and



[ ] d C(T, T + δ, Z(T )) g(t, T ) = lim − δ→0 dδ S(0, T ) ] [ d S(0, T + δ)N (d1 ) − Z(T )S(0, T )N (d2 ) = lim − δ→0 dδ S(0, T ) ] [ d S(0, T + δ)N (d1 ) − Z(T )N (d2 ) = lim − δ→0 dδ S(0, T ) {[ ] } S(0, T + δ) S(0, T + δ) d d = lim N (d1 ) + N (d1 ) − Z(T ) N (d2 ) δ→0 S(0, T ) S(0, T ) dδ dδ { [ ]} d S(0, T + δ) = lim · lim N (d1 ) δ→0 δ→0 dδ S(0, T ) { } S(0, T + δ) d d + lim N (d1 ) − Z(T ) N (d2 ) δ→0 S(0, T ) dδ dδ ( ) f (T ) − z(T ) = z(T ) + (f (T ) − z(T ))N ω(T ) ( [ ]2 ) 1 1 f (T ) − z(T ) + ω(T ) √ exp − 2 ω(T ) 2π (A-7) where ω(T ) is defined as Eq. (??). We calculate ω(T ) as the conditional volatility, assuming the shadow short rate following Ornstein-Uhlenbeck process, ds(δ) = a(µ − s(δ))dt + σdW (δ).



(A-8)



where µ is a mean level, a is a convergence rate to the mean level, and dW (δ)



30



is Brownian motion. σ denotes the instantaneous volatility defined as



σ ≡ ω(T )



(A-9)



Since yield to maturity is the sum of forward rates, using eq. (A-6), we have



y(0, T ) = T



=T



−1



−1



T ∑ τ =1 T ∑



f (τ )



f (τ ) + T



−1



τ =1



T ∑



g(τ )



(A-10)



τ =1



= s(0, T ) + T



−1



T ∑



g(τ ).



τ =1



Since we have y(0, T ) and s(0, T ) in hand, we numerically solve the nonlinear equation (A-10) together with eq. (A-7). Solving this equation allows ˆ ). The correus to derive implicit execution price, i.e., upper bound Z(T sponding lower bound of interest rate is defined as



ˆ ) zˆ(T ) = − ln Z(T



(A-11)



Appendix A3: FAVAR This appendix explains the methodology of FAVAR estimation. First, we define observable variables Yt which is a M × 1 vector, unobserved factors Ft which is K × 1 vector, and informational variables Xt which is a N × 1
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vector. Then, the FAVAR (transition) equation is described as     Ft  Ft−1    = Φ(L)   + νt Yt Yt−1



(A-12)



, where Φ(L) is a lag polynomial of finite order and νt is an error term with mean zero. Note that Eq. (A-12) is not directly estimable because factors Ft are unobservable. The obseravation equation is specified as



Xt = Λf Ft + Λy Yt + et



(A-13)



where Λf is an N × K matrix of factor loadings, Λy is N × M matrix, and et is a N × 1 vector of error terms with mean zero. A3-1: Principal Component We use the two step method of Bernanke et al. (2005) to estimate FAVAR model, where the factors are estimated by principal components before FAVAR estimation. The principal component model of informational variables X is described as
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S = X ′ X/T



(A-14a)



f = Xw



(A-14b)



w∗ = min w′ S 2 w



(A-14c)



Sw∗ = λw∗



(A-14d)



b C(F, Y ) = Xw∗



(A-14e)



, where S defined in Eq.(A-14a) is a normalized covariance matrix of X and f in Eq.(A-14b) is a definition of linear combination of Xs (score). Eq.(A-14c) defines the problem minimizing the variance of the objective Eq.(A-14b). Eq.(A-14d) is the solution to the minimization problem, where λ is the eigenvalues of S and w∗ is the solution of the eigenvalue problem, namely, the eigenvector, which is the optimal weight to minimize the variance. In other words, the minimized score is defined as in Eq. (A-14e). A3-2: Regression For technical reasons discussed in Bernanke et al. (2005), we construct an alternative principal component using a subset of X consisting only of slowbχ = χw∗ . moving series, denoted by χ ⊂ X. Denote minimized score as C btχ is not a principal component of X, but that of χ (the Since this C weights are constructed to be summed up to one inside Z only), we consider btZ and by as a weight for Yt in X’s principal component. bc as a weight for C
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That is, assume that X’s principal component satisfies bt = bC C btZ + by Yt + et C



(A-15)



bt − bby Yt = bC C bZ + et Fbt = C t



(A-16)



Then we construct



as unobserved factor Ft in equation (A-12). A3-3: FAVAR Using Fbt , we estimate equation (A-12). Also we estimate equation (A-13) to find factor loadings. For slow-moving factor Z, we estimate Zt = a + Λf Fbt



(A-17)



For fast-moving factor Z C , we estimate ZtC = a + Λf Fbt + Λy Yt
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(A-18)



Figure 1: Estimated lower bound, shadow rate, and actual rate (CRRA, AFNS3)



(Note) The figures indicate the actual rate, the shadow rate, and the lower bound for one-, three-, six-, twelve-month.
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Figure 2: Estimated lower bound, shadow rate, and actual rate (HABIT, AFNS3)



(Note) The figures indicate the actual rate, the shadow rate, and the lower bound for one-, three-, six-, twelve-month.
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Figure 3: Impulse response: Monetary Base, CRRA, AFNS3



(Note) Impulse responses are generated from FAVAR with three factors, lower bound, and monetary policy variable. The dotted lines show 95% confidence intervals on both sides.
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Figure 4: Impulse response: BOJ Reserves, CRRA, AFNS3



(Note) Impulse responses are generated from FAVAR with three factors, lower bound, and monetary policy variable. The dotted lines show 95% confidence intervals on both sides.
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Figure 5: Impulse response: Monetary Base, HABIT, AFNS3



(Note) Impulse responses are generated from FAVAR with three factors, lower bound, and monetary policy variable. The dotted lines show 95% confidence intervals on both sides.
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Figure 6: Impulse response: BOJ Reserves, HABIT, AFNS3



(Note) Impulse responses are generated from FAVAR with three factors, lower bound, and monetary policy variable. The dotted lines show 95% confidence intervals on both sides.
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Table 1: Summary statistics



Variable Obs Mean Lower bound 1m 302 -0.0039 3m 302 -0.0041 6m 302 -0.0039 12m 302 -0.0063 Shadow rate 1m 302 0.0204 3m 302 0.0205 6m 302 0.0208 12m 302 0.0214



Std. Dev.



Min



Max



0.0117 0.0132 0.0167 0.0130



-0.0204 -0.0285 -0.0366 -0.0390



0.0496 0.0553 0.0745 0.0431



0.0033 0.0061 0.0073 0.0094



0.0094 0.0297 0.0042 0.0359 -0.0001 0.0473 -0.0019 0.0537
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Table 2: Estimation resuts of TSMs



Model KappaQ Kappa P11 Kappa P12 Kappa P13 Kappa P21 Kappa P22 Kappa P23 Kappa P31 Kappa P32 Kappa P33 Sigma1 Sigma2 Sigma3 Rho 12 Rho 13 Rho 23 Log-likelihood



CRRA AFNS3 1.238 (0.000) 0.003 (0.000) -0.001 (0.000) 0.272 (0.000) 0.402 (0.000) 0.422 (0.000) -0.231 (0.000) 0.026 (0.000) 0.017 (0.000) 0.648 (0.000) 0.009 (0.000) 0.009 (0.000) 0.011 (0.000) -0.989 (0.000) -0.254 (0.000) 0.395 (0.000) -37628.9
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Habit AFNS3 *** *** *** *** *** *** *** *** *** *** *** *** *** *** *** ***



0.040 (0.000) 0.070 (0.000) 0.144 (0.000) -0.091 (0.000) 0.238 (0.000) 0.475 (0.000) 0.829 (0.000) 0.130 (0.000) 0.115 (0.000) 0.515 (0.000) 0.008 (0.000) 0.017 (0.000) 0.076 (0.000) 0.750 (0.000) 0.088 (0.000) 0.180 (0.000) -27446.6



*** *** *** *** *** * ***



*** *** *** ***



Table 3: Granger tests from instruments to lower bound



AFNS3 Monetary base CRRA Maturity 1 3 6 12 HABIT



1 3 6 12



BOJ reserve



Chi2 1.297 3.035 4.832 5.401



p Chi2 p 0.523 15.959 0.000 0.219 5.479 0.065 0.089 2.000 0.368 0.067 0.899 0.638



1.055 4.624 2.314 1.696



0.590 0.099 0.314 0.428
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8.059 0.018 6.467 0.039 0.925 0.630 3.789 0.150



Table 4: Granger tests from instruments to lower bound with target period dummy



AFNS3 Monetary base CRRA Maturity 1 3 6 12 HABIT



1 3 6 12



BOJ reserve



Chi2 0.340 0.386 0.247 0.581



p Chi2 p 0.844 15.959 0.000 0.824 5.479 0.065 0.884 2.000 0.368 0.748 0.899 0.638



0.263 0.386 0.247 0.581



0.877 0.824 0.884 0.748
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8.059 0.018 5.479 0.065 2.000 0.368 0.899 0.638



Table 5: Forecast error variance decomposition



One-Month



Three-month



Six-Month



One-year



Monetary Base CRRA



0.026705



0.021307



0.008756



0.004768



HABIT



0.016312



0.012616



0.006982



0.016292



0.119148



0.054322



0.032861



0.047008



0.03896



0.031829



0.000131



0.005344



BOJ reserve CRRA Habit



(Note)Table 5 shows the variance decomposition at five-year-horizon.
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