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Introduction



The optimal design of contracts and institutions (mechanisms) in the presence of privately informed market participants is central to economics. For the environments with transferable utility, a rich theory has emerged (see, e.g., Krishna (2002) and Milgrom (2004)) with applications including auctions, procurement, public good provision, organizational contract design, legislative bargaining, collusion, labor contract, etc. The assumption that utility is fully transferable makes many problems tractable, allows for a clean welfare analysis, and has proved very rich in terms of explanatory power. A restriction in much of this theory is that a mechanism is either designed by a third party, e.g., a fictitious benevolent planner, or is proposed by a party who has no private information. As such, the theory is not applicable to environments in which contracts or institutions arise endogenously as a choice of privately informed market participants. If the mechanism proposer does not participate in the mechanism and does not have any private information relevant to the other participants, the mechanism design problem can be formulated as a maximization problem of some objective function subject to the parties’ incentive and participation constraints. ∗
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If, on the other hand, the mechanism is proposed by a privately informed market participant, the proposal of a mechanism must be viewed as a move in a game and the maximization approach is not applicable. In particular, the other parties’ posterior belief about the proposer’s information and about her behavior in the mechanism may be affected by the proposal. A characterization of the mechanism design problem by an informed principal has been provided in Myerson (1983) and Maskin and Tirole (1990, 1992). The characterization in Myerson, however, is complex and excludes standard trading environments with continuous types and transferrable utility. Maskin and Tirole (1990, 1992) characterization, on the other hand, assumes specific structure on the environments. In this paper, we provide a simple and general answer that applies to arbitrary environments with transferrable utility and private values, that is, environments in which each agent’s private information is not directly payoffrelevant to the other agents. Examples include any markets for private of public goods in which each agent is privately informed about her production costs or her willingness-to-pay. We show that, at the interim stage, it is optimal for the proposing agent to offer a mechanism that would also be optimal for her ex ante, that is, before she has obtained her private information. Our result provides a justification for considering mechanisms that are ex-ante optimal for an agent who has full bargaining power at the interim stage.
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Model



Consider players i = 0, . . . , n who have to collectively choose from a space of basic outcomes Z = A × IRn , where the measurable space A represents a set of verifiable collective actions, and IRn is the set of vectors of agents’ payments. For example, in an environment where the collective action is the allocation of a single unit of a private good among the principal and the agents, A = {0, . . . , n}, indicating who obtains the good. Every player i has a type ti ∈ Ti that captures her private information. A player’s type space Ti may be any compact metric space. The product of 2



players’ type spaces is denoted T = T0 ×· · ·×Tn . The types t0 , . . . , tn are realizations of stochastically independent Borel probability measures p0 , . . . , pn with supp(pi ) = Ti for all i. The probability of any Borel set B ⊆ Ti of player-i types is denoted pi (B). Player i’s payoff function is denoted ui : Z × Ti → IR. We consider private-value environments with quasi-linear payoff functions, u0 (a, x, t0 ) = v0 (a, t0 ) + x1 + · · · + xn , ui (a, x, ti ) = vi (a, ti ) − xi , where x = (x1 , . . . , xn ), and v0 , . . . , vn are called valuation functions. We assume that the family of functions (vi (a, ·))a∈A is equi-continuous for all i (observe that this assumption is void if type spaces are finite). The players’ interaction results in an outcome that is a probability measure on the set of basic outcomes; the set of outcomes is denoted Z = A × IRn , where A denotes the set of probability measures on A, and IRn is the vector of the agents’ expected payments. If the players cannot agree on an outcome, some exogenously given disagreement outcome z0 obtains. The disagreement outcome z0 = (α0 , 0, . . . , 0) for some (possibly random) collective action α0 ∈ A. We normalize the valuation functions such that each player’s expected valuation from the disagreeR ment outcome equals 0, that is, A vi (a, ti )dα0 (a) = 0 for all i and ti . A player’s (expected) payoff from any outcome ζ = (α, x) ∈ Z is denoted Z Z def ui (ζ, ti ) = vi (a, ti )dα(a) − xi = ui (z, ti )dζ(z), A



Z



where x0 = −x1 − · · · − xn . A complete type-dependent description of the result of the players’ interaction is given by an allocation, which is a map ρ(·) = (α(·), x(·)) : T → Z such that payments are uniformly bounded (that is, supt∈T ||x(t)|| < ∞, to guarantee integrability) and such that the appropriate measurability restrictions are satisfied (that is, for any measurable set B ⊆ A, the map T → IR, t 7→ α(t)(B) is Borel measurable, and x(·) is Borel measurable). 3



Given the presence of private information, incentive and participation constraints will play a major role in our analysis. Here, expected payoffs are computed with respect to the prior beliefs p1 , . . . , pn about the agents’ types. However, during the interaction the agents may update their belief about the principal’s type, away from the prior p0 . To take account of this possibility, we work in the following with an arbitrary belief q0 that is absolutely continuous relative to p0 . Given an allocation ρ and a belief q0 , the expected payoff of type ti of player i if she announces type tˆi is denoted Z ρ,q0 ˆ Ui (ti , ti ) = ui (ρ(tˆi , t−i ), ti )dq−i (t−i ), T−i



where q−i denotes the product measure obtained from deleting dimension i of q0 , p1 , . . . , pn . The expected payoff of type ti of player i from allocation ρ is Uiρ,q0 (ti ) = Uiρ,q0 (ti , ti ). We will use the shortcut U0ρ (t0 ) = U0ρ,q0 (t0 ), which is justified by the fact that the principal’s expected payoff is independent of q0 . An allocation ρ is called q0 -feasible if, for all players i, the q0 -incentive constraints (1) and the q0 -participation constraints (2) are satisfied, ∀ti , tˆi ∈ Ti : ∀ti ∈ Ti :



Uiρ,q0 (ti ) ≥ Uiρ,q0 (tˆi , ti ), Uiρ,q0 (ti ) ≥ 0.



(1) (2)



Given allocations ρ and ρ0 and a belief q0 , we say that ρ is q0 -dominated by ρ0 if ρ0 is q0 -feasible and 0



∀t0 ∈ supp(q0 ) :



U0ρ (t0 ) ≥ U0ρ (t0 ),



∃B ⊆ supp(q0 ), q0 (B) > 0 ∀t0 ∈ B :



U0ρ (t0 ) > U0ρ (t0 ).



0



The domination is strict if “>” holds for all t0 ∈ supp(q0 ). We are interested in the problem of optimally selecting a mechanism in the absence of a disinterested outsider. Rather, one of the players is designated as the proposer of the mechanism. We will assume from now on that the proposer is player 0. We call her the principal; the other players are called agents. 4



In earlier work (Mylovanov and Tr¨oger forthcoming), we have introduced strongly neologism-proof allocations as a solution to the principal’s mechanism-selection problem in environments with generalized private values, compact outcome spaces, and finite type spaces. Adapted to quasi-linear environments with arbitrary type spaces, the definition reads as follows.1 Definition 1. An allocation ρ is called strongly neologism-proof if (i) ρ is p0 -feasible and (ii) ρ is not q0 -dominated for any belief q0 that is absolutely continuous relative to p0 . The idea behind neologism-proofness is that any observed deviation from an equilibrium mechanism should be accompanied by a “credible” belief. We call a belief credible if none of the principal-types who would suffer from the deviation is believed to make it. An allocation ρ fails strong neologismproofness if an allocation ρ0 together with a credible belief q0 can be found such that a q0 -positive mass of types (hence, p0 -positive mass of types) strictly prefers ρ0 to ρ, that is, if ρ is q0 -dominated by ρ0 . In Mylovanov and Tr¨oger (forthcoming), we show for the finite-type-space environments considered there that any strongly neologism-proof allocation is a perfect-Bayesian equilibrium outcome of a mechanism-selection game in which any finite game form with perfect recall may be proposed as a mechanism. In environments with infinite type spaces, there is no “natural” set of feasible mechanisms, nor is there an obvious choice for the definition of equilibrium.2 On the other hand, the basic idea behind our arguments in the earlier paper (Mylovanov and Tr¨oger, forthcoming, proof of Proposition 1) is simple and appears quite general. Therefore, we see no point in extending our earlier definition of the mechanism-selection game and will make no attempt at doing so. It will be shown that strong neologism-proofness is closely related to the ex-ante optimality of an allocation. For any belief q0 , the problem of maximizing the principal’s q0 -ex-ante expected payoff across all allocations 1



The corresponding definition in Mylovanov and Tr¨oger (forthcoming) includes provisions about “happy types” who obtain the highest feasible payoff. In quasilinear environments, there are no happy types because payments can be arbitrarily high. 2 Any definition would have to deal with exempting deviations to mechanisms such that in the resulting continuation games no equilibrium exists, or in which the belief-equilibrium correspondence does not have the requisite continuity properties. See Zheng (2002) for an approach in a related context.
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that are q0 -feasible is Z ρ



max q0 -feasible



U0ρ (t0 )dq0 (t0 ).



T0



Let η(q0 ) denote the supremum value of the problem. In general, a maximum may fail to exist. This may be because arbitrarily high payoffs can be achieved (η(q0 ) = ∞), or because the supremum cannot be achieved exactly. Any solution with q0 = p0 is called an ex-ante optimal allocation.



3 3.1



Results Characterization



In this section we present a characterization of strong neologism-proofness in quasi-linear environments. Strong neologism-proofness requires, for all beliefs q0 that are absolutely continuous with respect to the prior p0 , that the principal’s highest possible q0 -ex-ante expected payoff cannot exceed the q0 -ex-ante expectation of the vector of her strongly neologism-proof payoffs. In particular, by setting q0 = p0 it follows that any strongly neologism-proof allocation is ex-ante optimal; this result is most convenient in environments with continuous type spaces where the ex-ante optimal payoffs are unique. Proposition 1. A p0 -feasible allocation ρ is strongly neologism-proof if and only if Z η(q0 ) ≤ U0ρ (t0 )dq0 (t0 ) for all beliefs q0 . (3) T0



We prove the “if” part by showing the counterfactual, which is simple: an allocation that q0 -dominates ρ also yields a strictly higher q0 -ex-anteexpected payoff, and η(q0 ) is, by definition, not smaller than this payoff. To prove “only if”, we again show the counterfactual. That is, we suppose that, given a strongly neologism-proof allocation ρ, there exists a belief q0 such that (3) fails. By definition of η(q0 ), there exists a q0 -feasible allocation ρ0 with a strictly higher q0 -ex-ante-expected payoff than ρ. Starting with ρ0 , by redistributing payments between principal-types we can construct an allocation ρ00 such that each principal-type is strictly better off than in ρ. This may lead, however, to a violation of a principal-type’s incentive constraint in 6



ρ00 . The remaining, more difficult, part of the proof consists in resurrecting the principal’s incentive constraints. We find a belief r0 and an allocation σ that r0 -dominates ρ, thereby showing that ρ is not neologism-proof. Starting with the belief q0 and the allocation ρ00 , this can be imagined as being achieved by altering the allocation and the belief multiple times in a procedure that ends with r0 and σ after finitely many steps. In environments with finite type spaces, the procedure can be imagined as follows. Suppose ρ00 violates the incentive constraint of some principal-type. We may restrict attention here to types in the support of q0 (all other types may be assumed to announce whatever type is optimal among the types in the support of q0 ). Alter ρ00 by giving the type with the violated constraint a different allocation: the average over what she had and what she is attracted to. Alter q0 by adding to her previous probability the probability of the type that she was attracted to, and assign this type probability 0. From the viewpoint of the agents (i.e., in expectation over the principal’s types), the new allocation together with the new belief is indistinguishable from the old one together with the old belief. Moreover, the new belief has a smaller support. Repeating this procedure leads to smaller and smaller supports, until incentive compatibility is satisfied. The procedure is more complicated in environments with non-finite type spaces. First, we partition the principal’s type space into a finite number of small cells such that when we replace in each cell the allocation by its average across the cell, then the new allocation ρ000 is q0 -almost surely better than ρ. The crucial property of the new allocation is that, in the directmechanism interpretation, there exist only finitely many essentially different announcements of principal-types. In summary, ρ000 belongs to the set E of all allocations that (i) have this finiteness property, and (ii) are r0 -almost surely better for the principal than ρ, where (iii) r0 is any belief such that the agents’ r0 -incentive and participation constraints are satisfied (while the principal’s constraints are not necessarily satisfied). We consider an allocation σ ∗ in E that is minimal with respect to the finiteness property (that is, it is not possible to further reduce the number of essentially different principaltype announcements with violating (ii) or (iii)). Using the averaging idea from the finite-type world, we show that σ ∗ satisfies the principal’s incentive constraints r0 -almost surely. Hence, we can construct an r0 -feasible allocation σ by altering σ ∗ on an r0 -probability-0 set. Using continuity and the fact that property (ii) holds for σ ∗ , we conclude that ρ is r0 -dominated by σ. 7



Proof. “if” Suppose that ρ is not strongly neologism-proof. Then there exists a belief q0 and an allocation ρ0 that q0 -dominates ρ. We obtain a contradiction because Z Z ρ0 U0 (t0 )dq0 (t0 ) > U0ρ (t0 )dq0 (t0 ). η(q0 ) ≥ T0



T0



“only if”. Consider a strongly neologism-proof allocation ρ = (α(·), x1 (·), . . . , xn (·)). Suppose there exists a belief q0 such that (3) fails, that is Z η(q0 ) > U0ρ (t0 )dq0 (t0 ). T0



By definition of η(q0 ), there exists a q0 -feasible allocation ρ0 = (α0 (·), x01 (·), . . . , x0n (·)) such that Z Z def ρ0 U0 (t0 )dq0 (t0 ) − U0ρ (t0 )dq0 (t0 ) =  > 0. (4) T0 00



Let ρ = (α



0



T0



(·), x001 (· · · ), . . . , x00n (·)),



where 0



x001 (t) = x01 (t) − (U0ρ (t0 ) − U0ρ (t0 ) + ). x00i (t) = x0i (t), i = 2, . . . , n.



(5)



Then ρ00 satisfies the q0 -incentive and participation constraints for all i 6∈ {0, 1}. Also, ρ00 satisfies the q0 -incentive and participation constraints for i = 1 because Z Z Z ρ00 ,q0 ˆ 0 ˆ U1 (t1 , t1 ) = v1 (a, t1 )dα (t1 , t−1 )(a)dq−1 (t−1 ) − x001 (tˆ1 , t−1 )dq−1 (t−1 ) T−1 A T−1 Z 0 0 (5) = U1ρ ,q0 (tˆ1 , t1 ) + (U0ρ (t0 ) − U0ρ (t0 ))dq0 (t0 ) +  T0 (4)



=



0 U1ρ ,q0 (tˆ1 , t1 ).



For all t0 ∈ T0 , 00



(5)



0



0



U0ρ (t0 ) − U0ρ (t0 ) = U0ρ (t0 ) + (U0ρ (t0 ) − U0ρ (t0 ) + ) − U0ρ (t0 ) = .



(6)



In other words, in ρ00 every type of the principal is—by the amount —better off than in ρ. In particular, ρ00 satisfies the participation constraints for i = 0. However, ρ00 may violate a incentive constraint for i = 0. 8



To complete the proof, we show that there exists a belief r0 and an r0 feasible allocation σ such that, for all t0 ∈ supp(r0 ), 1 (7) U0σ (t0 ) ≥ U0ρ (t0 ) + . 2 It follows that ρ is r0 -dominated by σ; this contradicts the strong neologismproofness of ρ. Because v0 is equi-continuous and T0 is compact, there exists δ > 0 such that  ∀ t0 , t00 ∈ T0 , z ∈ Z : if |t0 − t00 | < δ then |u0 (z, t0 ) − u0 (z, t00 )| < . (8) 8 ρ Similarly, because ρ is p0 -feasible, U0 is uniformly continuous. Hence, there exists δ 0 > 0 such that  ∀ t0 , t00 ∈ T0 : if |t0 − t00 | < δ 0 then |U0ρ (t0 ) − U0ρ (t00 )| < . (9) 8 ˆ 1, . . . , D ˆ ˆ of T0 such By compactness of T0 , there exists a finite partition D k ˆ By dropping any cell D ˆ k ) < min{δ, δ 0 } for all k = 1, . . . , k. ˆk that diam(D ˆ k ) = 0, we obtain a partition D1 , . . . , D of some set Tˆ0 ⊆ T0 , where with q0 (D k q0 (Tˆ0 ) = 1 and q0 (Dk ) > 0 for all k = 1, . . . , k. We construct an allocation ρ000 = (α000 (·), x000 (·)) from ρ00 as follows. Given any t ∈ T with t0 ∈ Dk for some k, we define α000 (t), and x000 i (·) (i = 1, . . . , n) by taking the average over all types in Dk . That is, Z 1 000 α0 (t00 , t−0 )(B)dq0 (t00 ) for all measurable sets B ⊆ A, α (t)(B) = q0 (Dk ) Dk Z 1 000 xi (t) = x00 (t0 , t−0 )dq0 (t00 ). q0 (Dk ) Dk i 0 Given any t0 ∈ T0 \ Tˆ0 , let tˆ0 ∈ Tˆ0 be an announcement that is optimal for t0 among all announcements in Tˆ0 in the direct-mechanism interpretation of ρ000 ; define ρ000 (t0 , t−0 ) = ρ000 (tˆ0 , t−0 ) for all t−0 ∈ T−0 . (By construction of ρ000 , there are at most k essentially different announcements, so that an optimal one exists.) By Fubini’s Theorem for transition probabilities, for all k and t0 ∈ Dk ,3 Z 1 000 u0 (ρ00 (t00 , t−0 ), t0 )dq0 (t00 ). (10) u0 (ρ (t), t0 ) = q0 (Dk ) Dk 3



See, e.g., Bauer, Probability Theory, Ch. 36.
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Hence, letting p denote the product measure of p1 , . . . , pn , Z ρ000 U0 (t0 ) = u0 (ρ000 (t), t0 )dp(t−0 ) T−0 Z Z 1 (10) u0 (ρ00 (t00 , t−0 ), t0 )dp(t−0 )dq0 (t00 ) = q0 (Dk ) Dk T−0 Z Z (8)  1 (u0 (ρ00 (t00 , t−0 ), t00 ) − )dp(t−0 )dq0 (t00 ) > q0 (Dk ) Dk T−0 8 Z 00 1  = (U0ρ (t00 ) − )dq0 (t00 ) q0 (Dk ) Dk 8 Z 1 7 (6) = (U0ρ (t00 ) + )dq0 (t00 ) q0 (Dk ) Dk 8 Z (9) 3 1 (U0ρ (t0 ) + )dq0 (t00 ) > q0 (Dk ) Dk 4 3 = U0ρ (t0 ) +  for all t0 ∈ Tˆ0 . 4 Let I(q0 ) denote the set of allocations that satisfy the agents’ (but not necessarily the principal’s) q0 -incentive and participation constraints. We show that ρ000 ∈ I(q0 ). To see this, consider any i = 1, . . . , n and tˆi , ti ∈ Ti . Then Z Z ρ000 ,q0 ˆ Ui ui (ρ000 (tˆi , t−i ), ti )dq0 (t0 )dp−0−i (t−0−i ) (ti , ti ) = T−0−i T0 Z XZ ui (ρ000 (tˆi , t−i ), ti )dq0 (t0 )dp−0−i (t−0−i ) = T−0−i



Z



Dk



k



X



= T−0−i



q0 (Dk )ui (ρ000 (tˆi , t−i−0 , t0k ), ti )dp−0−i (t−0−i ),



k



where we have selected any t0k ∈ Dk for all k. Applying Fubini’s Theorem for transition probabilities, we conclude that Z XZ ρ000 ,q0 ˆ Ui (ti , ti ) = ui (ρ00 (tˆi , t−i−0 , t00 ), ti )dq0 (t00 )dp−0−i (t−0−i ) T−0−i



Z



Zk



= T−0−i



=



Dk



ui (ρ00 (tˆi , t−i−0 , t00 ), ti )dq0 (t00 )dp−0−i (t−0−i )



T0



00 Uiρ ,q0 (tˆi , ti ).
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Hence, ρ000 ∈ I(q0 ) because ρ00 ∈ I(q0 ). Given ρ000 and any t0 ∈ T0 , let 000



Dρ (t0 ) = {t00 ∈ T0 | ∀t−0 : ρ000 (t00 , t−0 ) = ρ000 (t0 , t−0 )}. By construction, the set 000



Dρ



000



= {Dρ (t0 ) | t0 ∈ T0 }



is a finite partition of T0 (with at most k cells). In summary, ρ000 ∈ E, where we define E = {σ | |Dσ | < ∞, ∃r0 : σ ∈ I(r0 ), ∃Tˆ0 : r0 (Tˆ0 ) = 1,  ∀t0 ∈ Tˆ0 : U0σ (t0 ) − U0ρ (t0 ) > , 2 0 σ ˆ ∀t0 ∈ T0 \ T0 , t0 ∈ T0 : U0 (t0 ) ≥ U0σ (t00 , t0 ), ∀t0 ∈ Tˆ0 : Tˆ0 ∩ arg max U0σ (t00 , t0 ) 6= ∅}. 0 t0 ∈T0



∗



Because E = 6 ∅, there exists σ ∗ ∈ E with minimal |Dσ |. Let r0 denote a corresponding belief and let Tˆ0 a corresponding probability-1 set. Let B ∗ denote the set of principal-types for which an incentive constraint is violated in σ ∗ . Then B ∗ ⊆ Tˆ0 because σ ∗ ∈ E. We will show that r0 (B ∗ ) = 0. Suppose that r0 (B ∗ ) > 0. We will show that this contradicts the mini∗ mality of |Dσ |. ∗ ∗ Because |Dσ | < ∞, there exists D0 ∈ Dσ such that r0 (B ∗ ∩ D0 ) > 0. ∗ By violation of the incentive constraint, there exists D00 ∈ Dσ \ {D0 } such that ∗ ∗ r0 (B 00 ) > 0, where B 00 = {t0 ∈ B ∗ ∩ D0 | U0σ (tˆ0 , t0 ) > U0σ (t0 ) if tˆ0 ∈ D00 }.



We construct a new belief r00 by r00 (B) = r0 (B ∩ B 00 )



r0 (D0 ∪ D00 ) + r0 (B \ {D0 ∪ D00 }) for any Borel set B ⊆ T0 . r0 (B 00 )



Clearly, r00 is absolutely continuous relative to r0 (hence, relative to p0 ). Also, r00 (Tˆ00 ) = 1, where Tˆ00 = B 00 ∪ (Tˆ0 \ (D0 ∪ D00 )). 11



(11)



We construct an allocation σ 0 = (β(·), y(·)) from σ ∗ = (β ∗ (·), y∗ (·)) as follows. Given any t ∈ T with t0 ∈ B 00 , we define β(t), and yi (·) (i = 1, . . . , n) by taking the average over all types in D0 ∪ D00 . That is, for all measurable sets B ⊆ A, r0 (D00 ) r0 (D0 ) ∗ 0 β (t , t )(B) + β ∗ (t000 , t−0 )(B), 0 −0 0 00 0 00 r0 (D ∪ D ) r0 (D ∪ D ) 0 r0 (D00 ) r0 (D ) ∗ 0 yi (t0 , t−0 ) + yi∗ (t000 , t−0 ), yi (t) = 0 00 0 00 r0 (D ∪ D ) r0 (D ∪ D )



β(t)(B) =



where we have picked any t00 ∈ D0 and t000 ∈ D00 . Given any t ∈ T with t0 ∈ Tˆ0 \ (D0 ∪ D00 ), we define σ 0 (t) = σ ∗ (t). For all t ∈ T with t0 6∈ Tˆ00 , define σ 0 (t) by letting type t0 announce, in the direct-mechanism interpretation of σ 0 , whatever type she finds optimal in Tˆ00 . Then 0 ∗ ∗ |Dσ | ≤ |Dσ \ {D0 , D00 }| + 1 < |Dσ |. We will show now that σ 0 ∈ E, yielding a contradiction to the minimality of ∗ |Dσ |. First we show that σ 0 ∈ I(r00 ). (12) Consider any i = 1, . . . , n and tˆi , ti ∈ Ti . Then Z Z σ 0 ,r00 ˆ ui (σ 0 (tˆi , t−i ), ti )dr00 (t0 )dp−0−i (t−0−i ) Ui (ti , ti ) = ˆ T T Z −0−i Z 0 ui (σ ∗ (tˆi , t−i ), ti )dr0 (t0 )dp−0−i (t−0−i ) = 0 00 ˆ T−0−i T0 \(D ∪D ) Z Z + ui (σ 0 (tˆi , t−i ), ti )dr00 (t0 )dp−0−i (t−0−i ). (13) T−0−i



B 00



Picking any tˇ0 ∈ B 00 , and applying Fubini’s theorem for transition probabili-



12



ties, Z ui (σ 0 (tˆi , t−i ), ti )dr00 (t0 ) = ui (σ 0 (tˆi , tˇ0 , t−0−i ), ti )r00 (B 00 ) B 00   r0 (D0 ) r0 (D00 ) ∗ ˆ 0 ∗ ˆ 00 = ui (σ (ti , t0 , t−0−i ), ti ) + ui (σ (ti , t0 , t−0−i ), ti ) r00 (B 00 ) 0 00 0 00 r0 (D ∪ D ) r0 (D ∪ D ) 00 0 ∗ ˆ 0 = r0 (D )ui (σ (ti , t0 , t−0−i ), ti ) + r0 (D )ui (σ ∗ (tˆi , t000 , t−0−i ), ti ) Z ui (σ 0 (tˆi , t−i ), ti )dr0 (t0 ). = D0 ∪D00



Plugging this into (13) yields σ 0 ,r00



Ui



(tˆi , ti ) = Uiσ



∗ ,r



0



(tˆi , ti ).



This implies (12) because σ ∗ ∈ I(r0 ). Next we show that, for all t0 ∈ Tˆ00 ,  0 U0σ (t0 ) − U0ρ (t0 ) > . 2



(14)



0 ∗ First consider t0 ∈ Tˆ0 \ (D0 ∪ D00 ). Then U0σ (t0 ) = U0σ (t0 ), so (14) is immediate from σ ∗ ∈ E and from Tˆ00 ⊆ Tˆ0 . For all t0 ∈ B 00 , (14) holds because



0



U0σ (t0 ) =



r0 (D00 ) r0 (D0 ) σ∗ σ ∗ 00 σ∗ U (t ) + U (t , t ) > U (t0 ). 0 0 0 0 0 0 r0 (D0 ∪ D00 ) r0 (D0 ∪ D00 )



This completes the proof that σ 0 ∈ E, thereby contradicting the minimality ∗ of |Dσ |. We conclude that r0 (B ∗ ) = 0. Given any t ∈ T with t0 6∈ B ∗ , we define σ(t) = σ ∗ (t). For all t ∈ T with t0 ∈ B ∗ , we define σ(t) by letting type t0 announce, in the direct-mechanism interpretation of σ ∗ , whatever type she finds optimal in T0 \ B ∗ , or assign the disagreement outcome if t0 prefers that. By construction, the principal’s incentive constraints are satisfied for σ. Also, the agents’ r0 -incentive and participation constraints are satisfied because σ(t) equals σ ∗ (t) for a r0 -probability-1 set of principal-types, and because these constraints are satisfied for σ ∗ . By construction, (7) holds for all t0 ∈ T0 \ B ∗ . By continuity of U0σ (·), (7) extends to all t0 ∈ supp(r0 ). In particular, the principal’s participation 13



constraint is satisfied for all types in supp(r0 ). By construction, the same holds for all types not in supp(r0 ). Hence, σ is r0 -feasible. This completes the proof. An important corollary from the proof is the following. Corollary 1. If a p0 -feasible allocation is not strongly neologism-proof, then it is strictly r0 -dominated for some belief r0 . In particular, the set of strongly neologism-proof principal-payoff vectors is always closed.



3.2



Existence



In this section, we present an existence result for strongly neologism-proof allocations in environments with finite type spaces. We assume here that the space of collective actions A is a compact metric space and make the technical assumption of separability that was introduced in our earlier paper (Mylovanov and Tr¨oger forthcoming). Observe that the outcome space itself is not compact because there is no bound on payments. Proposition 2. Suppose that the type spaces T0 , . . . , Tn are finite, that A is a compact metric space, the valuation functions v0 , . . . , vn are continuous, and separability holds. Then a strongly neologism-proof allocation exists. The proof relies on two lemmas that allow us to reduce the problem to one with a finite bound on payments; then we can apply the general existence result in (Mylovanov and Tr¨oger forthcoming). Given any allocation ρ(·) = (α(·), x(·)) and any belief q0 about the principal’s type, the interim expected payment function of any player i is denoted Z ρ,q0 xi (ti , t−i )dq−i (t−i ). xi (ti ) = T−i



Lemma 1. Suppose that A is a compact metric space, and the valuation functions v0 , . . . , vn are continuous. Then there exists a number λ such that, for all beliefs q0 , in any q0 -feasible allocation, the absolute value of the interim expected payment of any type of any player is smaller than λ.



14



Proof. Let v denote an upper bound for the absolute value of the valuation of any action for any type of any player. By (2), each player’s q0 -ex-ante expected payoff is bounded below by 0. On the other hand, the sum of the players’ q0 -ex-ante expected payoffs is bounded above by (n + 1)v because payments cancel. Hence, Z Uiρ,q0 (ti )dqi (ti ) ≤ (n + 1)v for all i, 0≤ Ti



where we define qi = pi for all i = 1, . . . , n. Turning to interim expected payoffs, |Uiρ,q0 (ti , t0i ) − Uiρ,q0 (ti , ti )| ≤ max |vi (a, t0i ) − vi (a, ti )| ≤ 2v. a∈A



(15)



Hence, (1)



Uiρ,q0 (ti ) ≤ Uiρ,q0 (ti , t0i ) + 2v ≤ Uiρ,q0 (t0i ) + 2v. Thus, Uiρ,q0 (ti )



Z ≤



Uiρ,q0 (t0i )dqi (t0i ) + 2v ≤ (n + 3)v.



Ti



Because any player’s interim payment can differ from her interim payoff by at most v, we can set λ = (n + 4)v. This completes the proof. With finite type spaces, both the space of payment schemes L = IR|T|n and the space of interim expected payment schemes L = IR|T0 |+···+|Tn | are finite-dimensional vector spaces. Endow both spaces with the max-norm. We define the linear map ρ,qn 0 φq0 : L → L, x(·) 7→ (xρ,q 0 (·), . . . , xn (·)).



The following lemma says that there exists a number κ such that any scheme of interim expected payments that can occur at all can also be obtained from a payment scheme that involves payments at most κ times as large (in absolute value) as the largest interim expected payment of any type of any player. Lemma 2. Suppose that T0 , . . . , Tn are finite. Consider any belief q0 . There exists a number κ such that, for every x(·) ∈ L, there exists x(·) ∈ L such that φq0 (x(·)) = x(·) and ||x(·)|| ≤ κ||x(·)||. 15



Proof. The set φq0 (L) is a finite-dimensional vector space, hence a Banach space (with the norm induced by the max-norm in L), and φq0 maps onto that space. Hence, the claim is immediate from the open mapping theorem in functional analysis. Proof of Proposition 2. Consider any sequence of payment bounds (λl ) such that λl → ∞. From Mylovanov and Tr¨oger, (forthcoming), forthcoming), for each l, there exists an allocation ρl that is strongly neologism-proof in the environment with payment bound λl . By Lemma 2 and Lemma 1 (with q0 = p0 ), w.l.o.g., all these allocations use payments that are bounded by the same number κλ. Hence, the sequence of payment schemes in the sequence ρl is bounded in the max-norm. Hence, there exists a convergent subsequence with limit ρ∗ (in the dimension of the probability measures on collective actions, the convergence is meant as a weak convergence). As a limit of p0 -feasible allocations, ρ∗ is p0 -feasible. Suppose that ρ∗ is not strongly neologism-proof. By Corollary 1, ρ∗ is strictly q0 -dominated by some allocation ρ0 , for some belief q0 . If l is sufficiently large, then ρ0 (w.l.o.g. by Lemma 2 and Lemma 1) is a feasible allocation in the environment with payment bound λl . Moreover, if l is sufficiently large, then ρl is strictly q0 -dominated by ρ0 because ρl approximates ρ∗ . This contradicts the fact that ρl is strongly neologism-proof in the environment with payment bound λl .
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