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MemzNet:  Memory-‐Mapped  Zero-‐copy  Network  Channel  for  Moving  Large  Datasets  over  100Gbps  Networks   Mehmet  Balman    (  [email protected])     Memory-‐mapped  Network  Channel  Framework  



MemzNet’s  Architecture  for  data  streaming  



Computa8onal  Research  Division,  Lawrence  Berkeley  Na8onal  Laboratory   Collaborators:  Eric  Pouyoul,  Yushu  Yao,  E.  Wes  Bethel,  Burlen  Loring,  Prabhat,  John  Shalf,  Alex  Sim,     Arie  Shoshani,  Dean  N.  Williams,  Brian  L.  Tierney    



Increasing   the   bandwidth   is   not   suﬃcient   by   itself;   we   need   careful   evalua8on   of   future   high-‐ bandwidth  networks  from  the  applica8ons'  perspec8ve.  We  require  enhancements  in  current   middleware   tools   to   take   advantage   of   future   networking   frameworks.   To   improve   performance   and   eﬃciency,   we   develop   an   experimental   prototype,   called   MemzNet:   Memory-‐mapped   Zero-‐copy   Network   Channel,   which   uses   a   block-‐based   data   movement   method   in   moving   large   scien8ﬁc   datasets.   We   have   implemented   MemzNet   that   takes   the   approach  of  aggrega8ng  ﬁles  into  blocks  and  providing  dynamic  data  channel  management.   We  present  our  ini8al  results  in  100Gbps  networks.    



SC11 100Gbps Demo Configuration 



Measurement  in  ANI  100Gbps  Testbed   3  hosts,  each  connected  with  4  10Gbps  NICs  to   100Gbps  router  



Climate  Data-‐ﬁle  characterisGcs   ²  Many  small  ﬁles   ²  One  of  the  fastest  growing  scien8ﬁc  datasets   ²  Distributed  among  many  research  ins8tu8ons   around  the  world   ²  Requires  high-‐performance  data  replica8on.  



Features  



File   size   distribu8on   in   IPCC   Fourth   Assessment   Report   (AR4)   phase   3,   the   Coupled   Model   Intercomparison   Project   (CMIP3)       ² Many   TCP   sockets   oversubscribe   the   network   and   cause   performance     degrada8on.       ² Host  system  performance  could  easily  be  the  bocleneck.    



Moving  Climate  Files  Eﬃciently  



•  Data   ﬁles   are   aggregated   and   divided   into   simple   blocks.     Blocks   are   tagged   and   streamed   over   the   network.   Each   data   block’s   tag   includes   informa8on  about  the  content  inside.     •  Decouples  disk  and  network  IO  opera8ons;  so,  read/write  threads  can   work  independently.       •  Implements   a   memory   cache   managements   system   that   is   accessed   in   blocks.   These   memory   blocks   are   logically   mapped   to   the   memory   cache  that  resides  in  the  remote  site.     •  The   synchroniza8on   of   the   memory   cache   is   accomplished   based   on   the   tag   header.   Applica8on   processes   interact   with   the   memory   blocks.  Enables  out-‐of-‐order  and  asynchronous  send  receive     •  MemzNet  is    is  not  ﬁle-‐centric.  Bookkeeping  informa8on  is  embedded   inside   each   block.   Can   increase/decrease   the   number   of   parallel   streams  without  closing  and  reopening  the    data  channel.  



ANI testbed 100Gbps (10x10NICs, three hosts): CPU/Interrupts vs the number of concurrent transfers [1, 2, 4, 8, 16, 32 64 concurrent jobs - 5min intervals], TCP buffer size is 50M 



Performance  



GridFTP



Special   Thanks   Peter   Nugent,   Zarija   Lukic   ,   Patrick   Dorn,   Evangelos   Chaniotakis,   John   Christman,   Chin   Guok,   Chris   Tracy,   Lauren   Rotman,   Jason   Lee,   Shane   Canon,   Tina   Declerck,   Cary   Whitney,   Ed   Holohan,     Adam   Scovel,   Linda   Winkler,   Jason   Hill,   Doug   Fuller,     Susan   Hicks,   Hank   Childs,   Mark   Howison,   Aaron   Thomas,  John  Dugan,  Gopal  Vaswani  



(a) total throughput vs. the number of concurrent memory-to-memory transfers, (b) interface traffic, packages per second (blue) and bytes per second, over a single NIC with different number of concurrent transfers. Each peak represents a different test; 1, 2, 4, 8, 16, 32, 64 concurrent streams per job were initiated for 5min intervals  
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SC11  demo:  GridFTP  vs  memzNet References  



ANI Tetbed: Throughput comparison
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Memory-â€�mapped Zero-â€�copy Network Channel, which uses a block-â€�based data movement method in moving large scien^fic datasets. We have implemented ... 
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