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Specific Aims This proposal is a response to the PA announcement “Methodology and Measurement in the Behavioral and Social Sciences” (PA 07-060), and is a renewal application for R01 MH68447 with the same title as the present proposal. We propose to expand and manage a Virtual Laboratory (VL) for social and behavioral research to enhance the quality and power of behavioral science data collection. With NIH support, our laboratories are completing the first phase of successfully creating and maintaining a Virtual Laboratory to facilitate study development, management, and administration (http://projectimplicit.net/). This phase emphasized development of an infrastructure to facilitate research in the PI and co-PI’s primary substantive research area – implicit social cognition. Achievements to date include: [1] creating a Virtual Laboratory for study management and administration; [2] building point-and-click study authoring tools; [3] producing a software environment for administering web-based experiments; [4] creating a library system for sharing and standardizing research materials; [5] significant enhancements to the hardware infrastructure for study administration, data archiving, and session and data security; [6] forming administrator and developer tools; [7] creating a templating system for accurate and automated reproduction of study materials, especially language translations; [8] establishing an international collaborative network of researchers and 22 nationspecific web sites representing 16 languages (English, Chinese, Dutch, French, German, Hebrew, Italian, Japanese, Korean, Norwegian, Polish, Portuguese, Romanian, Spanish, Swedish, Turkish); [9] administering more than 5 million study sessions across hundreds of studies; [10] releasing dozens of tools, scripts, technical notes, stimulus materials and other research products; [11] involving more than 100 researchers across all aspects of the research program; [12] launching a non-profit corporation, Project Implicit, to facilitate external access to our infrastructure; [13] creating an automated, volunteer research participant pool; [14] numerous research advances in implicit cognition resulting in dozens of publications, lectures, and presentations in psychology and extensions to related fields including law, medicine, health, consumer behavior, economics, sociology, ethnic studies, business administration, and public policy; and [15] a spin-off NIH proposal to create an International Participant Pool. Building on these achievements we propose to establish a shared research environment for the social and behavioral sciences. First, we will organize an open source science framework in which software developers, researchers, and secondary data analysts can work openly and collaboratively on a shared research infrastructure. Second, modeling on similar efforts in the biological sciences, we will institute shared standards in study and data definitions – a semantic web of data – to enhance communication, collaboration, data sharing and data integration. And, third, we will launch the Virtual Laboratory as a general purpose research engine for laboratory and web-based study development, management, and administration. The Virtual Laboratory design process will embody open source science and data standards defined by the semantic web. By the end of the project period we will have significantly elevated Virtual Laboratory infrastructure in which social and behavioral scientists employ common standards for study development, study management, and data definition. The common framework will enhance research efficiency and replicability, simplify data sharing and secondary data analysis, facilitate collaboration, and operate as an open source research community with structured leadership and contributions welcome at all levels of the enterprise. Most importantly, it will contribute to the growth of new research and applications of behavioral science to solving psychological, social, political, and economic problems that face all world societies.



Background and Significance Science distinguishes itself from other fields of human endeavor by being systematic, explicit about its methods, self-critical, and open with the data that form the basis of interpretation and inference. Science is a cumulative process with new research offering a more refined description, or a radical reinterpretation of ways of thinking about the world and its inhabitants. Science is collaborative, with individuals and laboratories working together to join intellectual and physical resources. Science is replicable in that methods and data are described and shared so that they can be modified or reused to extend knowledge. With globalization, and as a more relaxed notion of collaboration permeates science, its members must communicate and disseminate their knowledge to the broader world community in more innovative ways than before. The pragmatics of doing science leaves day-to-day practice short of these scientific ideals. Consider the following startling example documented by Wicherts and colleagues in the American Psychologist (Wicherts, Borsboom, Kats, & Molenaar, 2006). As part of an effort to test robustness of research findings to data outliers, Wicherts and colleagues requested all data sets from published articles from two 2004 issues of four major journals: JPSP, Developmental Psychology, JCCP, and JEP:LMC. After 6 months of effort and explanation, fully 73% of authors did not share their data, and just 11% provided data after the first request. Explanations were wide ranging including difficulty locating the author, unavailability of the data, no response, and refusal to share. This despite the fact the widely endorsed value of openness and data sharing in science, emphasis from granting agencies on the importance of data sharing (http://grants.nih.gov/grants/policy/data_sharing/), and APA ethical standards requiring sharing of published data in this circumstance: After research results are published, psychologists do not withhold the data on which their conclusions are based from other competent professionals who seek to verify the substantive claims through reanalysis and who intend to use such data only for that purpose, provided that the confidentiality of the participants can be protected and unless the legal rights concerning proprietary data preclude their release (American Psychological Association, 2001, p. 396). Falling short of the scientific ideals leads to inefficiency in research. Failures of data sharing compromise secondary data analysis. Failures of adequate description of methods compromise replication and extension of paradigms. Conflicting results between laboratories that are ostensibly employing the same methods may be due to unknown or unintentional differences in the implementation of the methods. Failures of openness – such as failing to report null results or failed variations of existing paradigms – leads to wasted, redundant efforts across laboratories. Most research areas have a “dirty, little secret” in which a prominent finding made its way into the journals, never to be replicated again – and not for lack of trying (see examples in Greenwald, Pratkanis, Leippe, & Baumgardner, 1986). And failures of communication and collaboration lead to unhealthy competition between laboratories, rather than collaborative or healthy competition in which labs coordinate efforts for solving big problems. These domain-general inefficiencies lead to practical constraints and micro-inefficiencies in day-to-day laboratory work. For every study, researchers face difficult decisions about which ideal design factors to sacrifice given the available resources. Complex problems are tested with many small, simple designs holding many variables constant, or manipulating very few levels of the independent variables. Researchers, using a narrow set of well-understood methods, focus on finding effects rather than clarifying the conditions under which an effect does or does not occur. Research topics are often selected based on the availability of a means to investigate them. It is usually easier to collect data with undergraduates than other samples, easier to run fewer participants than more, easier to run single-shot studies than longitudinal designs, easier to use a few methods than many, and easier to use an existing measure that is not perfectly appropriate than to develop a new measure that might be. Inefficiencies in the scientific process can benefit from technological innovation that (a) improves coordination across geographically distributed laboratories, (b) establishes standards for describing and sharing designs, methods, measures, and data, (c) reduces costs and increases efficiency in conducting collaborative national and international research, and (d) increases access to data sources -- such as human participants and datasets.



The Virtual Laboratory will be a nexus point for collection, standardization, and sharing of research materials, methods, and data. Libraries and standard study and data definitions will simplify replication and extension of research paradigms to advance cumulative science. Common resources will dramatically simplify data sharing and secondary data analysis across multiple studies. Collectively, these project efforts will establish a framework for “big science” applications in the social and behavioral sciences including aggregate projects conducted across dozens of laboratories simultaneously; interdisciplinary, multilevel, and multimethod applications on large participant populations; substantial sampling diversity; and unique data analytic possibilities.



Three key concepts guide this proposal: open development models, shared standards, and a common framework for study and data development and management. Each is given a brief introduction next, and the concepts permeate the remainder of the proposal. Open Development Models: Communication and Collaboration The Internet, since its inception in the 1960s as a DARPA funded project, is a revolutionary communication medium. Once the preserve of a tiny number of individuals at elite institutions, the Internet is now accessed by 200 million Americans, half of whom have broadband access already. Worldwide, the U.S. is only the 12th ranked country in percentage of population with broadband subscribers (OECD, 2006). And, worldwide, the spread is proliferating at a remarkable rate. The number of broadband subscribers in the United States, for example, almost quadrupled from 2001 to 2005. The growth of the Internet owes as much to the establishment of software standards as it does to the exponential growth in the power of hardware. Intense collaboration among networked, geographically dispersed individuals, groups-defined standards (e.g., TCP/IP, HTTP, SOAP) and established regulatory bodies (e.g., W3C, IETF, ICANN) sustain the Internet. The Internet exemplifies synergies among communication, collaboration, and standards. Communication fosters collaboration which defines standards that enhance communication and accelerate collaboration. High-quality, community-built, standards-driven systems and software (e.g., Linux, Apache, MySQL, PHP, Perl, Mozilla), are the products of these synergies and provide the foundation for email, instant messaging, VoIP, streaming video, e-commerce, and e-learning services. Scholars, as members of informal collaborator networks and formal professional organizations, recognize the value of the Internet in advancing their substantive research interests and furthering their organizational goals. More now than ever before, research productivity crucially depends on the strength and number of collaborative ties (Stoan, 1991) and success in collaboration in project teams directly influences perceptions of individual efficacy (Sonnenwald & Liewrouw, 1997). Growing co-authorship rates highlight the importance of collaborative, multi-disciplinary research contemporary psychology (Cronin, Shaw, & La Barre, 2003). Online databases enable the discovery of connections between disparate research areas, sometimes leading to interdisciplinary collaborations. Centralized manuscript archives in the natural, mathematical, and computational sciences (http://xxx.lanl.gov, http://arxiv.org/) are the result of large scale collaboration. And, electronic journals and websites of scholars play an important role in rapidly disseminating research results. Open source refers to practices of making available the design and production processes for goods or services usually by relaxing or removing intellectual property restrictions. The term is most frequently applied to software design. Open source is a revolutionary production model and an innovative mechanism for creating user-generated content through collaboration. As a cultural concept, an open source culture has collective elements to its decision-making practices – usually being shared among the contributors and available in the public domain. Wikipedia (http://www.wikipedia.org/) illustrates these practices. The model emphasizes transparency, enhancing accountability of decision-making to the user community. With early examples at IBM in the 1950s and ARPANET in the 1960s, the modern open source movement took off in 1998 when Netscape released the code for their Navigator browser as open source and called it Mozilla. The Mozilla Organization, and finally the Mozilla Foundation with Mitch Kapor as the Board Chair, was founded to create and maintain the software. Its open source browser Firefox, built openly by a community of users, is the second most popular browser software for the Internet.



The principles of open source are appreciated easily by scientists because many elements of the scientific community strive for open source ideals – openness, sharing, collaboration, easy communication, and an emphasis of collective advancement of a knowledge base. A more formal interest in integrating open source practices in science is captured by an emerging “open source science”. This movement is developing in physical, chemical and biological sciences with, for example, organizations promoting open access to scientific software (http://www.openscience.org/). Open source data analytic packages such as R (http://r-project.org) and Zelig (http://gking.harvard.edu/zelig/) offer added long-term potential for creating a super-infrastructure with the Virtual Laboratory providing study and data management tools, packages like these providing data analytic options, and new resources such as Dataverse providing data archival standards (King, 2007). Open source concepts are not limited to software development. Open source principles can be extended to all aspects of the scientific enterprise. Lakhmi, Jeppesen, Lohse, and Panetta (2007) found evidence that broadcasting scientific problems openly led to solutions for 1/3 of the problems that R&D firms had failed to solve internally. Openness encouraged participation of specialized solvers with a diversity of expertise, and many problems were solved by experts on the boundary of the field suggesting that openness encouraged knowledge transfer across sub-disciplines. Their data were compiled from a company, InnoCentive.com, whose business model is based on broadcasting scientific problems. While open source science has had little impact in the social and behavioral sciences, there are scattered examples showing that its value is recognized. Though not explicitly characterized as such, the American National Election Study (ANES; http://electionstudies.org/) is an example of a partially open source model for design and data analysis, especially since 2006 with the launch of the ANES Online Commons. The ANES recruits nationally representative samples for a panel study and other investigations. Decisions about design and measurement are conducted through an open submission and partially-open review process. A committee determines winning proposals and the collected data is publicly available. No researcher has privileged access to the dataset. ANES and the few similar existing projects emerged to deal with a particular need – making expensive and valuable resources accessible at both design and analysis phases to as many researchers as possible. As yet, there is little systematic effort to generalize open source science principles to increase research efficiency in the social and behavioral sciences. Open source principles alone will not be sufficient; effective communication and coordination also depends on shared standards. Shared Standards: A Semantic Web Effective communication of ideas and evidence requires standards. In science, taxonomies define a set of constructs and their relations so that scientists can communicate ideas quickly and efficiently. For example, attitudes, stereotypes, and self-concepts are distinct but related social knowledge structures (Greenwald et al., 2002). APA style is a standard for research communication. Statistical tests, p-values and effect size estimates are standards for data analysis. Department participant pools provide standards for data collection. Effective standards streamline the research process and increase comparability of research designs, results and data across applications. Currently, without standards for describing measures or data, meta-analysis is labor-intensive and requires knowledgeable experts combing through studies to determine whether findings, manipulations, and measures are comparable and potentially aggregated. While meta-analysts do their best to obtain unpublished data, given the stunning inability to obtain published data (Craig & Reese, 1973; Wichert et al., 2006; Wollins, 1962), even the best efforts will be incomplete. Also, mega-analysis – aggregation of raw data (Carlson & Miller, 1987) – is very rare because of the difficulties obtaining and combining original data. “Standard” does not imply static or inflexible, it means accepted for general use. Multiple standards can coexist. Standards are applied especially for those parts of the research protocol that are not the novel or innovative component. For example, using a standard design for a popular methodology (e.g., semantic priming) is useful for a researcher who is applying the method for another purpose, but is inappropriate for a researcher investigating the operating characteristics of the method itself. Standards provide constraint when it is desirable, but overuse of a single standard can be an obstruction to research progress. For example, early research on the risky-shift effect (Stoner, 1961) in which group decisions are more risky than individual decisions emphasized a single paradigm until other researchers broke the standard and showed that a conservative shift emerged under other conditions (Myers & Lamm, 1975).



The goal of the Semantic Web is to extend principles of the Web from documents to data. The World Wide Web works because there is a shared language – HTML, JSPs, etc – that web browsers and applications all understand and use. Because they use the same language, they can interact, exchange information, and create an infinitely large and integrated superstructure. A semantic web extends this idea to describe any kind of data. If data can be described with a shared set of terminology then any data using that terminology can be shared, integrated, combined, and modified as a larger unit. For example, NIH has a standard for description of race and ethnicity. All NIH grants with human subjects report their participant samples to NIH using this standard making it trivial for NIH to combine the data and characterize race and ethnicity across all NIH research efforts. This also illustrates how clear standards can expose when descriptions are insufficient. These racial and ethnicity designations are useful as social descriptions of U.S. culture, but do not translate well to other cultural contexts nor may they be the most appropriate scientific descriptors. The clear standard provides a basis for testing and improvement. The World Wide Web Consortium, or W3C (http://www.w3.org/), develops interoperable technologies for the Web. Hundreds of researchers and major corporations (Microsoft, Apple, Google, Oracle) collaborate in the W3C for defining standards to realize the potential of the Web. One of the activities of the W3C is the Semantic Web (http://www.w3.org/2001/sw/). Working groups in the semantic web use their organizational practices to develop ontologies for particular topics. A relevant example of a working group is the Health Care and Life Sciences Interest Group (http://www.w3.org/2001/sw/hcls/). The HCLSIG mission states: ” The Semantic Web for Health Care and Life Sciences Interest Group (HCLSIG) is chartered to develop and support the use of Semantic Web technologies and practices to improve collaboration, research and development, and innovation adoption in the Health Care and Life Science domains. Success in these domains depends on a foundation of semantically rich system, process and information interoperability.” The HCLSIG is comprised of a series of task forces, holds regular conferences, and its members include companies, universities and other organizations committed to improving research efficiency and communication in the biological sciences (see Ruttenberg et al., 2007). Considering the well established semantic web efforts in nearby disciplines and the obvious benefits for standardizing ontologies for data description, it is surprising that the semantic web is virtually unknown and unused in social-behavioral sciences. Ontology editors (e.g., http://protege.stanford.edu/ ) provide interfaces to create, maintain, and modify standards collaboratively. Stable standards are shaped by a broad consensus achieved over a period of time. Data standards can make aggregation of data easier, and automation of study and data standards will make these exchanges instantaneous and revolutionize communication, collaborations and standards in the service of building a cumulative science. The design of the collaborative framework in this proposal is constrained by considerations regarding participant pool management, study definition, task definition, and data definition. Virtual Laboratories While technology continues to enable novel forms of laboratory experimentation (Loomis, Blascovich & Beall, 1999), the potential of the Internet as a medium for large scale behavioral science is only beginning to be realized (Nosek et al., 2006). Today, the underlying network infrastructure is stable and highly accessible in developed countries. The server/middleware software foundation underlying the development of Internet applications is mature. These elements are being leveraged by the Sakai project, a multi-institutional undertaking to create an open source e-learning framework (http://www.sakaiproject.org/). The Project Implicit Back End (PIBE; described in the next section) is built on much the same components as Sakai (e.g., Linux OS, J2EE stack, Tomcat Server, Hibernate database middleware, SVN source control, and Eclipse IDE). PIBE adheres to open software standards and can be deployed on a range of systems, from application servers networked to a database cluster to a USB memory key on a stand-alone laptop. To facilitate collaboration, Virtual Research Environments (VREs) are being investigated and prototyped (e.g., http://www.jisc.ac.uk/programme_vre.html). Unlike e-learning systems that have matured over a decade, VREs are domain specific and at an earlier stage of development. Across domains, there is diversity in substantive issues and methods. Research topics, tools, and processes vary considerably. The diversity of research methods causes disciplines to forge domain specific solutions to address their unique problems. For example, our Virtual Laboratory is targeted for social and behavioral science applications. The VL provides the



ability to create, share, and archive studies, tasks, stimuli, and data. The VL significantly lowers technical barriers to study design, deployment, replication and extension. The needs of experimental psychology have led to the development of data acquisition systems that control stimulus presentation and response recording. The demand for data acquisition systems that are critical to research has been met by commercial products (Inquisit, E-Prime, MediaLab) that implement their standards on how experiments are represented. The VL offers potential to integrate these concepts and applications into a common framework for study development, management, and administration. We end this section by striking a cautionary note. Despite the best intentions of groupware designers, the results of experiments with systems for collaborative work are mixed. For example, in the absence of compelling incentives, students do not participate in course web forums. An early attempt at distributed research (Sudweeks & Rafaeli, 1996) found that substantial coordination costs were incurred in fostering cooperation among mutual strangers. Increasing the salience of individuals’ unique contributions helped collaborative participation (Beenen et al., 2004). In reviewing the literature of computer supported cooperative work, Pratt et al. (2004) concluded that three elements were critical for success: (i) incentive systems that motivate users to properly use a technology, (ii) understanding how the technology fits into the work process of its users, and (iii) making users aware of the need to use the technologies and coordinate their work with others. This project incorporates these findings by considering workflow patterns in design to increase system efficiencies, provides relevant training and timely assistance during learning to minimize coordination costs, and, most importantly, builds a community of contributors through an open source model of development and collaboration.



Progress Report Since its modest beginnings in 1998, and substantial growth in 2003 following NIH funding, the Virtual Laboratory (VL; https://implicit.harvard.edu/) has developed into a robust web-based research framework that offers secure and well-controlled web- and lab-based research administration procedures; a secure and stable hardware and database environment; flexible research design tools for applications in social, behavioral, health, and clinical sciences; automation of significant parts of the research process; an international network of collaborators advancing multi-lingual and cross-cultural research; a volunteer participant pool with automatic random assignment to studies, unobtrusive preselection procedures, and participant tracking for longitudinal study; libraries for sharing studies, measures and materials; and a point-and-click Virtual Laboratory for designing, managing, and archiving studies and data. These technical innovations enabled a highly productive empirical research program in our laboratory’s substantive area – implicit social cognition – and, with funding for this proposal, will be generalized and scaled to benefit many varieties of research in the social and behavioral sciences. [1] A Virtual Laboratory for web-based, point-and-click study management and administration The VL is designed to establish a common, simple, and effective study management framework with a collection of tools: a virtual workbench, version control, and a buddy system for collaboration. These tools reduce inefficiencies in replication, accurate dissemination of research paradigms, and data sharing. These initial tools are well-positioned to transition to a mature framework that is relatively agnostic to the substantive research topics that it supports. Virtual workbench. The VL is housed on servers at University of Virginia and is available via the Internet (http://projectimplicit.net/). When a researcher becomes a member of the VL he or she receives a login identity and password to access a private virtual workbench. The workbench is the center for study management and development. The workbench is a point-and-click interface for creating, editing, archiving, sharing, copying, deleting, and executing studies. Working with studies in the workbench is conceptually similar to managing financial accounts at personal finance sites such as http://yodlee.com/. Bank patrons can monitor, perform operations, and open or close financial accounts; researchers perform similar actions on studies. Studies exist in one of four phases that correspond to the familiar cycle of a research project: designing, submitted, running, archived. Each phase has corresponding actions that are performed on studies. In the design phase, studies are created, edited, duplicated, and deleted. Once designed and tested, the study is submitted and the VL administrator puts the study under review, tests that it conforms to system and web requirements, and either accepts or rejects it. Rejected studies move back to the design phase for editing and resubmission. Accepted studies move to the running phase where the administrator can manage the study’s availability for data collection with play or pause actions. Studies are moved to the archive phase when data collection is completed or if the researcher requests that the study be withdrawn. Researchers can duplicate or revise archived studies by bringing them back to the design phase. The virtual workbench provides a study management framework that maintains active studies and archives studies for later review, sharing, or use. It streamlines and automates interactivity between researchers and technical administrators for testing and posting studies. Version control. Many research paradigms evolve across a sequence of studies that manipulate various study parameters in the experimental design. The VL’s version control system simplifies the tracking of variations in a study paradigm. When a study is moved to the running phase it receives a version number. Later, if those study materials are revised for a second data collection, the version number is incremented. Study versions are archived allowing researchers to examine and compare the changes to study procedures across a collection of related studies. Version control can also guarantee that a study design is identical to a previous version except for the changes made deliberately in the revision. Buddy system. Even on solo projects, it is common to ask colleagues to pretest and provide comments on a study design. And, when completed or published, scientists often need to replicate or extend studies that have interesting implications, or want to obtain the original data for reanalysis. With the VL buddy system, researchers can give execute, read, or edit privileges to other researchers. Execute privileges allow a



colleague to engage a study as participants would see it. Read privileges allow others to see and copy the study materials. Edit privileges give others the capability to edit the study design. The buddy system simplifies collaboration, especially when researchers are geographically dispersed. Access privileges can be granted for studies that are being designed, actively collecting data, or were completed long ago. For example, if someone requests materials or data from a study published five years earlier, the researcher can open the study in the archive and grant read privileges. The requestor could then self-administer the study, and integrate or adapt the study materials into his or her own studies. This will eliminate the long searches through files and boxes of old materials, incomplete sharing of information, and failures of organization or memory in reproducing the particulars of the study design. [2] A point-and-click Research Development Environment (RDE) Software facilitating study development has already made substantial improvements to research efficiency and capability. Packages such as Inquisit (http://millisecond.com/) and MediaLab (http://empirisoft.com/) provide flexible environments for creating studies and increase the reusability, sharability, and consistency of study materials. In addition to its own study development tools, the VL provides a general management platform for integration of study materials created with other development packages with web-delivery components. The VL’s study editor is called the Research Development Environment (RDE). Researchers access the RDE from the virtual workbench by selecting a study that they wish to edit. The RDE is a browser-based editor tuned especially for studies that are administered in a web browser. A point-and-click user interface enables researchers to define a collection of tasks – instructions, questionnaires, video clips, response latency measures, study manipulations – that comprise a study, and the experimental design for administering those tasks. Researchers can define any combination of random assignment rules, random selection of a subset of tasks (e.g., present a random 3 of 5 tasks), fixed task orders, and branching rules in which responses on an earlier task influence which task comes next or the contents of the next task. On a questionnaire about smoking, for example, non-smokers can be directed to one task, while smokers are sent to another. Point-and-click editors facilitate creation of common tasks such as questionnaires or instructions. Editors can also be introduced for specific tasks. For example, an editor for the Implicit Association Test (IAT; Greenwald, McGhee, & Schwartz, 1998) allows users to define the categories, response blocks, trials, response configurations, error handling, and instructions, simplifying the process of implementing an IAT while still maintaining flexibility in its design. Finally, tasks that are created by third-parties without an RDE editor can be uploaded and integrated into the study design. Any task that follows a simple set of technical rules defined by the VL can be implemented in the framework introducing the possibility of a general environment for study management and administration. This anticipates the present proposal’s goal to integrate popular software packages from commercial vendors – such as Inquisit (http://millisecond.com/) so that researchers have choices to use whichever software is best suited to pursue their research objectives while still taking advantage of the study management framework offered by the Virtual Laboratory, and commercial vendors can offer their protected intellectual property in the open source environment competing with the open software solution. [3] A software environment for administering web-based experiments (PIBE) The PIBE (Project Implicit Back End) administers studies securely through a web browser. After studies have been designed in the RDE and moved into production through the virtual workbench, they are administered by the PIBE (pronounced pie-bee). PIBE executes the defined experimental design including random assignment, selection of tasks, and definition of branching rules that depend on participant responses. PIBE also provides a secure data connection between the Project Implicit servers and the participant machine, and for transfer of participant data to and from the databases. Participant behavior during a study session is tracked and retained for possible use in data analysis, including identification of participant misbehavior. Study tilt mechanisms are in place to prevent certain behaviors or disqualify participants who violate study rules. For example, participants are prevented from going ‘back’ in the web browser, or otherwise self-navigating through an experiment. Time spent on each task can be limited and recorded in the database. Researcher-enabled study continuation and withdrawal mechanisms allow participants to leave a study and continue where they left off at a later time, or withdraw from the study completely and be directed to debriefing materials. The studies available at http://implicit.harvard.edu/ illustrate the PIBE in action.



[4] Libraries for sharing and standardizing research materials The Virtual Laboratory contains a library of study materials and tasks facilitating reuse, replication, and redesign. The library has two modes: “My Library” and “System Library.” My Library contains study materials – questionnaires, instruction pages, stimulus materials, etc – created by the researcher for previous studies. The System Library contains public domain materials created by other researchers made available to the user community. For example, instead of using an editor to create one’s own Rosenberg Self-Esteem scale, researchers need only open the System Library and import it. Some studies can be created in minutes using preexisting study materials combined into a unique design. Reusability guarantees that the administration of a given task is identical across studies removing the possibility that differences in study results are a consequence of unintentional differences in administration procedures. [5] A hardware infrastructure for study administration, data archiving, and session and data security Participants completed more than one million study sessions last year at project web sites. This popularity requires hardware with the capacity to securely and reliably administer studies to thousands of subjects simultaneously. In the past year, more than $50,000 was invested upgrading the hardware infrastructure to support the continued growth. The production system includes multiple application servers and an Oracle RAC database cluster. Spreading user connections across many servers prevents the system from becoming overwhelmed during high-traffic events. The redundancy also ensures that the failure of a single component will not impact participants. A load balancer routes connections to an available application server that processes participant interaction during the study session. The application server communicates with a database cluster to store the resulting data as well as fetch relevant information from previous sessions. The large volume of data and heavy usage requires a highly sophisticated database cluster consisting of several interconnected database server nodes. Fiber optics link the nodes to a multi-terabyte fault-tolerant storage array. The entire database is regularly backed up to tapes stored off site to ensure recoverability in case of catastrophic failure. The backup system and structural design are scalable to accommodate continuing growth of the project. Application servers and the database cluster are housed and hosted in the Harvard FASCS machine room. The project also maintains a server cluster at the University of Virginia. This cluster includes the development and testing environments for software and research studies, the project information web sites (http://projectimplicit.net/), the researcher’s Virtual Laboratory environment for study development and management, and the organizational management environments. [6] Administrator and developer tools Project technical staff and researchers interact with an enriched suite of web applications hosted on the UVA servers. These include (i) a simulation of the Harvard production server environment with Java servers and an Oracle database on the Redhat Linux operating system. Changes to content or PIBE software are first uploaded and tested here before they are moved to the Harvard site. The process of deployment is automated, using Python scripts to copy files with changes to multiple servers; (ii) The Eclipse open source environment is the central tool on the developer desktop. This communicates with SVN software on the server that manages the source code repository. Over the years, thousands of changes to the code and content have been made by many individuals. It is possible to trace and compare multiple versions of documents on the SVN system because document history is detailed. The SVN repository is continually backed up; (iii) A wiki system is used to coordinate and share knowledge among lab members and third parties. It also possesses a ticketing system to manage tasks and bug fixes. Anyone can assign a ticket to anyone else. The process mixes top-down management with bottom-up coordination; and, (iv) Our “Impstat” software provides a graphical picture of minute-by-minute production server activity. An e-mail server is used by PIBE software for error and system notifications. Secure shell terminal and ftp servers are used by staff and researchers. The PIBE software is organized in a single package for easy installation by Harvard system administrators. In total, the collection of development tools increase efficiency in team coordination and collaboration. All of the tools are web-based making the development effort extensible to outside of the PI laboratory. [7] A templating system to facilitate accurate replication of study materials



Sometimes researchers would like to define a general study template with fixed features that are common across many implementations, and flexible features that will change for each implementation. The VL’s templating system facilitates this process. Templates define the fixed and editable features of a study. Each implementation of the templates presents the editable parts with the original information next to an open field for entering revisions. For example, a researcher might create a study in English and make the viewable content (instructions, questionnaire items) editable in the template. A bilingual French-English collaborator would see each item in English and enter the French translation in the open field next to it. Then, both versions could be implemented with assurance that everything in the study design is identical except for the translated text. This way, individual translators need only focus on the translation; the study implementation is automatic. Any update or change to the design template can be applied to all versions of the study instantly without re-engaging the translator unless new translations are needed. The international sites at Project Implicit (http://implicit.harvard.edu/) are products of the templating system. [8] An international collaborative network of researchers Through a network of international collaborators, the main website is served in 16 languages: English, Chinese, German, Spanish, French, Hebrew, Italian, Japanese, Korean, Dutch, Polish, Portuguese, Romanian, Turkish, Norwegian, and Swedish making the research available to a majority of the world’s Internet-accessing population. Before establishing the international network, 15% of Project Implicit traffic was from countries other than the U.S., but participation was restricted to English-speakers. The international network, focused on implicit cognition, is a proof-of-concept for a common framework for broadly-based research advancement across laboratory, language, and culture (see flags at http://implicit.harvard.edu). [9] Administration of more than 5 million study sessions across hundreds of studies Multiple entry-points enable public access to a variety of demonstration studies, registration access to a virtual research laboratory, and private access for studies that identify participant populations in advance. Project Implicit has been used to administer more than 5 million study sessions to visitors, and the rate of participation has grown over time. In 2004, there were 466,740 completed study sessions, 1,129,687 in 2005, and 1,319,215 in 2006 (3,614 per day). 2007 traffic rates average over 20,000 completed study sessions per week across dozens of active studies. Making behavioral research easily available to the public in an engaging format has diversified sampling dramatically from the relatively homogeneous undergraduate samples that are normative in the PI’s home discipline. Nosek and colleagues (in press) summarized six years of data collected at the websites concerning implicit and explicit attitudes and stereotypes for a variety of domains. Of the more than 2.5 million study sessions, there was substantial regional and cultural variability. The average age was 26.6 (sd = 11.7), and 65% of participants 25 or older had a college degree. 72% were White with 6.4% Asian, 6.7% Black, 5.2% Hispanic, 4.7% multi-racial, 1% American Indian, and 3.7% other or unknown. Because of the large samples, the 1% American Indian sample translates to approximately 28,000 study sessions. These volunteer samples are not representative of the U.S. or world population, but they do reflect substantial diversification in the types of populations that were included in the research. Traditionally underrepresented groups are rapidly becoming Internet users including: 32% of U.S. adults aged 65 or older, 53% of adults in households with less than $30,000 in annual income, and 40% of adults with less than a high school education as of early 2006 (Pew Internet and American Life Project, 2006). With Internet access becoming cheap and normative for U.S. and many other countries, every year the Internet-using population is more representative of its national population. [10] Production and release of tools, scripts, technical notes, stimulus materials and other research products The project maintains an information portal (http://projectimplicit.net/) at which visitors can learn about project background, progress, and access project generated resources. Resources include sample scripts for executing implicit measures with popular software packages, stimulus materials, analysis scripts, supplementary materials for published papers, and a paper download mechanism. In 2006, academic papers from the principals’ laboratories were downloaded from Project Implicit websites 11,242 times. [11] Inclusion of researchers across all aspects of the research program



The potential for this project to enhance collaboration and extend to applications well-beyond the principals’ laboratories is already evident in the substantial number of collaborations supported by the project infrastructure. More than 100 researchers have been involved in some aspect of the project. In fact, collaborative requests outstrip the current resources and operations, even though they almost exclusively concern implicit cognition research. Automation and expansion of the infrastructure will facilitate additional collaboration and even use of the infrastructure by other laboratories without direct collaboration or involvement of the PIs. [12] Project Implicit, a non-profit corporation to facilitate access to infrastructure Project Implicit now exists at a 501(c)(3) non-profit organization. Its objectives are to educate and disseminate basic research on implicit cognition, provide support for the on-going project efforts, and could provide the vehicle for access and sustenance of this infrastructure. Already, Project Implicit provides project development, implementation, hosting, security, analysis, and archiving services on a contract basis for research laboratories. A variety of projects have used the infrastructure in the service of their own research goals through this mechanism without direct collaboration with Project Implicit principals. The limiting factors for general use in this format are (a) the contracts are relatively expensive because significant technical involvement is still required (until more of the tools are automated), and (b) the available tools are designed for supporting implicit cognition measurement primarily. [13] A Project Implicit Research Participant Pool Project Implicit operates a successful volunteer participant pool. Volunteers register at the research site using an email address as a unique identifier and as a login for future participation. Part of the registration process includes a demographics questionnaire assessing age, gender, ethnicity, education, country of residence, country of citizenship, fluency, political orientation, religion, religiosity, and occupation. Participants who selfidentify as under 18 are informed that they must obtain parent/guardian approval prior to participation. When that user’s login is entered again, a parental consent page appears and requires entry of a parent’s email address as an approval signature. The registration process also facilitates longitudinal research, monitoring attrition, and making comparisons across studies. Once registered, participants are eligible to participate in studies in the Project Implicit study pool. At each visit, participants are randomly assigned to one of the studies in the pool. The studies cover a variety of topics investigating implicit cognition. Individual researchers can define rules for participant selection. This mechanism automates the selection of specific, sometimes very specific, samples from the pool. For example, most studies allow participants to be assigned to it only once. And, Peris, Teachman, and Nosek (2007), for example, selected only those participants who reported occupational categories related to mental-health practitioners from a list of 100 census-defined occupations. The selection rules can also be weighted by category. For a study comparing Black and White participants, the researcher can increase the likelihood that Black participants are selected to compensate for base-rate differences in the pool (Carney & Banaji, 2007). Selection weights can also be assigned between studies such that an urgent study can receive a higher percentage of pool participants than a lower priority study. These selection rules are applied unobtrusively so that participants are assigned to studies without knowing that some aspect(s) of their identity was relevant to study assignment. Notably, this pool was established without any direct marketing or recruiting. In the present version of the pool, participants receive no compensation. Its success rests on its perceived value by the volunteer sample. Since its opening in 2003 more than 250,000 participants have registered for the Project Implicit pool, completing study sessions across more than 190 data collections. Demographically, this participant pool is considerably more heterogeneous than the undergraduate samples that are typical in social and behavioral research. [14] Advances in research capabilities With the Virtual Laboratory research can be managed in individual, on-site laboratories with “participants as usual,” or via the Internet. An important precondition for the latter possibility is that web-delivery of research protocols is valid and reliable (Birnbaum, 2000; Nosek, Banaji, & Greenwald, 2002; Skitka & Sargis, 2005). The accumulating experience with Internet research indicates that the new generation of technological and methodological innovation has established effective, reliable, and valid virtual laboratories. For example, one early concern for web-based research was the possibility that participants would be much less truthful than in



the traditional laboratory. Research comparing Internet and laboratory methods that has focused on psychological processes and variable interrelations has yielded results consistent with those derived from either more representative or more typical (i.e., undergraduate) samples, whether obtained via computer or paper-and-pencil (Best, et al., 2001; Birnbaum, 2000; Gosling, Vazire, Srivastava, & John, 2004; McGraw, Tew, & Williams, 2000; Nosek, Banaji, & Greenwald, 2002a; Smith & Leigh, 1997; Smyth, Nosek, & McArdle, 2006), and that honest responding is somewhat higher on-line for some topics (e.g., drug use, prejudices; Evans, Garcia, Baron, & Garcia, 2003) and slightly lower for others (e.g., more errors in demographic reports). Because of space constraints, this proposal does not provide a comprehensive review of eResearch methodologies and innovations. Instead, the research examples below illustrate the effectiveness of webbased methods, and opportunities that it introduces beyond capabilities of the traditional laboratory. Internet research is a complement, not a replacement, for the traditional laboratory. Capitalizing on the strengths of the Internet expands the domain of methods and testable questions. Increased ease of doing web-based research should not diminish interest in conducting high-quality laboratory studies. The reverse should be true. Having viable alternative means for doing computer-based experimental and correlational research could free up laboratory resources for studies that must be lab-based because of special equipment or design requiring control or manipulation of the social environment. This entire infrastructure exists in the service of substantive research application to better understand the mind and human behavior. If it is not successful at advancing substantive research, then there is little purpose in the establishment of such infrastructure. Even though substantive research is the ultimate goal, this proposal is infrastructure-oriented and does not articulate specific substantive research objectives. To do so would necessarily limit the key goal of the proposal – to extend the Virtual Laboratory capabilities in the service of general application across the social and behavioral sciences. Instead, this section provides a very brief summary of some of the research advances to date, with a focus on aspects of design, measurement, and data collection that have general application. We highlight some applications done on a contract basis to illustrate uses of the infrastructure by other laboratories: [a] Separating sessions. It is often desirable to split a study into two sessions so that responses on one set of measures do not contaminate responses on a second set. However, coordination for two visits is resource intensive. Implementing half of the study on-line is a useful alternative. For example, Mendes, Gray, MendozaDenton, Major and Epel (2006) investigated the moderating role of implicit racial bias to neuroendocrine reactivity during interviews with Black or White interviewers. Recruited participants were directed by email to a website that administered the implicit measures, and later came to the laboratory for the interview segment. Participants completed the web measures on their own time rather than coordinating schedules with the experimenters, and there was less concern about contamination between measurements. [b] Rapid data collection. Some studies capitalize on cultural events or naturally occurring phenomena that have an urgent time frame for measurement. Lane and Banaji (2005) investigated the malleability of implicit national and local identities in response to social events. Boston residents were actively recruited online in three one-week time periods, right after the Red Sox won the baseball World Series in 2004 (N=202), immediately before the season began in 2005 (N=297), and just after playoff elimination in 2005 (N=197). Participants visited a private website and completed implicit and explicit measures of national and local identity. Administering this study in the laboratory would have been very difficult because of the design requirement to measure participants in one-week windows, and the expense of inducing participants (residents of the Boston area) to travel to a Harvard lab for a thirty-minute study. [c] Heterogeneous samples. Richeson and Nussbaum (2004) found that racial attitudes were more egalitarian following a multi-cultural prime compared to a color-blind prime (Wolsko, Park, Judd, & Wittenbrink, 2000). In an attempt to identify the causal factors underlying this result, Smyth and Nosek (2007) repeated the study on the Internet with a larger, more heterogeneous sample (N > 1500). With difficulty replicating the effect and assistance from Richeson in theorizing why, they discovered that the “original” effect may be specific to contextual characteristics of its relatively homogeneous, i.e., “very white” Dartmouth environment. When Whites in the Internet sample were grouped by self-reported substantive contact with blacks, findings similar to Richeson and Nussbaum’s were observed among the low-contact participants, while no effect of prime condition was observed among the high-contact participants. Identifying this interaction – and the boundary



conditions for the initial laboratory study – might not have been possible without the greater diversity of the Internet sample. [d] Special samples. Some research questions require samples with very specific characteristics that are either hard to find, or are not centralized geographically. Sharp, Monteith and Banaji (2005) investigated change in implicit cultural attitudes among parents involved with cross-cultural adoption. In collaboration with an adoption agency, participants were recruited for two web-based studies via email (Total N=231). All together, these studies required approximately two hours of researcher effort for recruiting, data collection and data entry because those components were automated. Further, they used complex methods, such as response latency measures, that could not have been administered via a postal mail packet. [e] Cross-cultural research. An entire field of research has grown out of the discovery that theory and evidence developed in American or European cultures does not necessarily generalize to other cultural contexts (Doob, 1980, 1988; Fiske, Kitayama, Markus, & Nisbett, 1998). Cultural psychology emphasizes the importance of considering contextual factors in psychological theory. However, most sampling is geographically-bound to a single university or locality and coordinating multiple sites is resource intensive. As such, attending to possible contextual or cultural factors in research findings requires a deliberate decision to devote significant resources to making those comparisons. Seizing upon an opportunity for cross-cultural comparisons with existing data, Nosek and Smyth (2007) found a significant relation between implicit gender-science stereotype and national gender differences in science achievement across 30 nations. Standardized science test scores for eighthgraders were available for each nation (the TIMSS; Gonzales, 2004). Greater national differences in boys’ and girls’ science performance was associated with higher mean levels of implicit stereotype—science is male/liberal arts is female—among site visitors from these countries, r = .42. This illustrates the potential to integrate data with census, voting, or other national and international datasets. [f] Power. In many laboratories participants are a scarce resource and the primary limiting factor on research productivity. Determining how many lab participants are necessary for sufficient statistical power is a critical – though frequently ignored – design element (Cohen, 1992). Even when participants are plentiful, there are still practical concerns over the effort required to administer the study to more participants. There is a strong relationship between the number of participants and lab resources expended for data collection. Automation of data collection can alter this relationship dramatically. When samples are orders-of-magnitude larger than the typical laboratory samples, power can be nearly 100%, trivializing significance testing and enabling a focus on effect size. Greenwald, Nosek, and Banaji (2003), for example, took advantage of the very large data sets of various IATs accumulated at Project Implicit websites to compare alternative scoring algorithms against a variety of criterion measures. The high power resulted in reliable estimates that could test procedures across multiple parameters. [g] Embracing complexity. All laboratory experiments require practical decisions about which variables to hold constant, which to manipulate, and the number of levels of the manipulation. The tradeoffs in these decisions usually pit statistical power against possible loss of generalizability. A case in point is the observation that correlations between implicit and explicit attitudes vary from weak to strong depending on content domain. Nosek (2005) investigated the relationship between implicit and explicit attitudes in a study in Project Implicit’s volunteer pool. Participants were randomly assigned to complete implicit and explicit attitude measures for one of 57 topics, with many theory-irrelevant procedural conditions that could have influenced the critical effects. Conducting this study via Project Implicit allowed for a complex experimental design (N > 11,000), and confidence that the effects were not due to peculiar features of a narrow set of topics or procedures. [h] Automated preselection. Peris and colleagues (2007) investigated the effects of stigma of mental illness among mental-health practitioners. Participants were automatically preselected from visitors who reported a census-defined occupation category including mental-health practitioners. Even though this was a very specific sub-population, daily traffic was large enough for effective recruiting. Further, because recruitment and data collection was automated, the study could remain active to reach the study sample size goals. After 5.5 months in the study pool, 638 participants had been identified and completed the study. [i] Longitudinal study. Tracking development over days, months, or years is highly valued and resource intensive. These demands include the mundane but critical coordination of many visits to the laboratory, and



connecting data across multiple sessions. Sherman, Chassin, Presson, and Macy (2006) have been following the smoking attitudes and behavior of a sample originating in Bloomington, Indiana since 1980. With ambitious project goals including longitudinal study of the original sample and their children, and wrestling with geographic dispersion, these researchers introduced a web component of the data collection for questionnaires and IATs measuring smoking attitudes. This approach saved resources that could instead be dedicated to maintenance of the sample, and more targeted laboratory data collections for measures that cannot be administered at a distance. [15] An International Participant Pool (proposed) The 14 preceding project achievements prompted a spin-off proposal from the Virtual Laboratory to create an International Participant Pool (IPP). This proposal was favorably reviewed at NIH, suggesting that the revision may be funded. The IPP leverages the Virtual Laboratory for creating a common participant pool for social and behavioral scientists. Where the present proposal focuses on standards and infrastructure to enhance communication and collaboration, the IPP proposal enhances communication and collaboration through novel sampling and organizational management. As such, the proposals are complementary. They build on a common core and serve as two halves of a full-featured virtual research community. The IPP will coordinate the shared use of multiple samples – volunteer, recruited, and contributions from existing participant pools. Researchers and organizations (e.g., AARP) will contribute samples to the pool and earn ipps (the economic unit of the IPP) that can be redeemed to obtain samples from the pool. The IPP will improve researcher access to heterogeneous, specific, or geographically-distant samples. The proposal includes more than 30 laboratories and organizations who will establish the systems, practices, and economy of an IPP that will ultimately become a public resource. Because the IPP proposal emphasizes sampling and coordination of laboratories, the present proposal sets aside those topics in favor of an emphasis on core infrastructure. The IPP will allow sharing of common resources, higher efficiencies, lower costs, promote replication, increase sample diversity, and facilitate multi-lingual and cross-cultural research. Complementing the present proposal, the IPP promotes collaboration, communication, and standards in the social and behavioral sciences. Together, the Virtual Laboratory [infrastructure and environment] and IPP [samples and researcher community] projects will be a boon for information gathering and sharing among individual laboratories and provide novel opportunities for big science applications in the social and behavioral sciences.



Research Design Our methodological and technological innovation efforts are motivated by the following vision for the future of the scientific research process from the perspective of an individual scientist: [Cape Cod, 2017] On the first day of her vacation Dr. Stefanie Milgraine realizes that a laboratory study that she is running could be improved significantly by adding an experimental manipulation reported in a recent article by Dr. B.S. Finner. Milgraine logs into her Virtual Laboratory (VL) and calls up Finner’s experiment, accessible on the VL system since the article’s publication. She runs herself through the experiment to confirm the study manipulation and watches the study video clip to fully comprehend the situational context of the study execution. Convinced that the manipulation is useful, she selects the manipulation in Finner’s design and copies it into her library. She also copies the original raw data to compare with her sample data. Milgraine tests and replaces the active study with this updated version so that it will appear on the laboratory machines when her lab assistants collect data that week. Milgraine has a hunch that Finner will be interested in the experiment, so she gives Finner “read access” to view her study on the VL. Finner, who happens to be at his virtual workbench, is intrigued by this novel application, and messages Milgraine with an offer to run some participants in his lab. He also suggests a study variation that would compare Asian and Asian American science majors. He suggests recruiting through the International Participant Pool (IPP) – a consortium of universities that share part of their participant pools for studies that can be executed via the Internet. Milgraine agrees to both ideas and promotes Finner to collaborator status on her study. Finner clones the study to his queue of laboratory studies, copies the IRB materials for submission, and assigns two research assistants as collaborators, giving them access. Then, Finner edits the study design for the Asian sample variation, and submits it to the IPP administrator noting the sample selection criteria – 100 Asian science majors, and 100 Asian American science majors. After clearing IRB and IPP approval processes, the study is included in the IPP, and Finner and Milgraine check-in occasionally on the data collection. The dynamic data monitoring system detects a couple of bugs in the first day and the study is paused briefly while corrections are made. Within a few days, data collection is completed; the investigators retrieve the data and plan the next step of this new Milgraine-Finner collaboration. This imagined scenario illustrates multiple features of a research process that are possible now by developing existing web technologies. This grant will create core infrastructure that will make significant steps toward its realization. The major innovation is a shared study management framework that is widely available, adaptable to a variety of research methodologies, and integrates study development, management, and administration. We envision the Virtual Laboratory as a common resource for researchers in the social and behavioral sciences. Critical elements of successful implementation involve a rate of expansion that does not outstrip the capabilities of the tools, and parallels the development of standards for fair and effective management of the resources. The remainder of the proposal is organized on three stages of development. Each stage is populated with specific goals. The stages are cumulative such that developments at earlier stages are used in later stages, and all components leverage the existing Virtual Laboratory described in the progress report. Stage 1: Transition from internal development model to open source community Overview The primary goal of Stage 1 is to create an open source science community for enhancing all levels of the Virtual Laboratory enterprise from the core framework and software to research data sharing and analysis. With an integrated structure, enhancements at one level (e.g., software by developers) will benefit other levels (e.g., study design flexibility for researchers). Establishing an effective organizational structure is essential. Open source communities meet with mixed success, and failures are often attributable to inadequate management. A consultant for this stage is Mitch Kapor (http://www.kapor.com/bio/index.html), Founder of Lotus Development Corporation, Chair of the Open Source Applications Foundation (http://www.osafoundation.org/), and founding Chair of the Mozilla Foundation, makers of Firefox. He is also Chair of Linden Lab, makers of Second Life (http://secondlife.com/), and part of the Wikimedia Foundation advisory board, makers of wikipedia (http://en.wikipedia.org/). Mitch founded OSAF to “promote the development and acceptance of high-quality



application software developed and distributed using open source methods.” Mitch is one of the world’s experts in open source operations and his experience starting and maintaining successful open source efforts is a valuable asset. The milestones provide brief descriptions of the portal structure (1.1) and key working groups with initial contributors (1.2-1.4). Each of these working groups is expected to grow organically with maturation of the project and user community. The purpose of this project is to define and initiate the working groups, not to constrain the boundaries of their activities. Each working group is accompanied by initial project descriptions. Also, the budget provides funds to organize mini-conference meetings yearly with subsets of working groups for extended planning and coordination. Otherwise, working group collaboration will occur virtually. Tasks and Milestones VL1.1: Launch open source community portal As both a software development and behavioral research project, the Virtual Laboratory is a diverse project with distinct layers of potential engagement. We will design and launch a web portal to manage the open exchange and decision-making process for incremental contributions to the Virtual Laboratory at each layer. The portal will be modeled on existing, successful open source portals (http://www.mozilla.org/developer/), and build on our existing development infrastructure (SVN, wiki). This is a substantial technical step, but the details are unlikely to interest to the review committee. The main conceptual component of the portal definition is the identification of layers for different types of contributors. The portal will provide the structure for communication and collaboration. The Table below provides an overview of the layers and their purpose: Layer Software



Tasks



Editors



Templates



Data



Summary Purpose Base software environment for Virtual Laboratory and matches most closely with existing open source software projects. Contributors are software developers or technically sophisticated behavioral scientists. The PIBE study administration software is agnostic to the method, measure, or task that it administers. As long as a few simple rules are followed for interacting with the system, any type of task can be integrated. This will be a very active area of development as researchers can contribute new methods or improve existing ones. Editors are point-and-click interfaces in the Virtual Laboratory for tasks that have matured. The editors make tasks easy to use for less technically sophisticated researchers. For example, the RDE has an editor for the IAT in which a default procedure is provided and many of the procedural details and stimuli content can be changed in a point-and-click interface. Templates establish ‘standard’ designs for tasks or studies that are easily adapted for other uses. A common use is language translation in which the study design is held constant and the language content varies. Other uses would be popular tasks or manipulations with a defined set of editable features. Large or unique datasets can be open sourced for widespread analysis. Elaborating on the ANES model, the portal can organize sharing of data, analysis scripts, result reports, and discussion of analytic alternatives.



VL1.2: Open source science working group The open source science working group will promote the use of open source concepts in the software development and scientific activities in the Virtual Laboratory. The working group will propose and establish community norms for open development, and test and evaluate the viability of open source efforts at different stages of the research process. Initial contributors to this working group include the PI, co-PI, Tony Greenwald, and Mitch Kapor. Project 1: Open source data. This working group will oversee the ethical and practical aspects of open sourcing of the “Attitudes 2.0” dataset – a massive, multivariate, planned missing data study design that produced a dataset of approximately 200,000 study sessions measuring implicit and explicit evaluations of 95 topics, and a wide variety of individual difference questionnaires (Nosek, 2007; Nosek & Hansen, in press). Like the ANES and other large datasets, Attitudes 2.0 has a wide variety of potential applications that could



occupy the better part of the PI’s career or, more efficiently, be opened to the research community for more rapid and innovative applications. Experiences with test cases like this will provide iterative feedback on the strengths and challenges of open source activities for scientific advancement. VL1.3: Core infrastructure working group The core infrastructure working group will shepherd the expansion and generalization of the Virtual Laboratory as an open source model for scientific investigation. Initial efforts will be (a) overseeing the technical transition from internal development project to open source community, (b) defining general development goals for the community, (c) overseeing development efforts and managing key decision-making for inclusion of incremental features into the trunk of the code base, and (d) promoting and facilitating developer participation in project. Initial contributors to this working group include the PI, Ethan Sutin, Lili Wu, Andy Dzikiewicz, TBA-Developer, and Harvard FASCS. Stages 2 and 3 describe specific project goals for the core infrastructure working group. VL1.4: Semantic web working group The semantic web working group will guide study and data definition standards for social and behavioral science applications. This working group will initiate an incubator group at the W3C and the Semantic Web toward establishing an Interest Group modeled on the Health Care and Life Science Interest Group (http://www.w3.org/2001/sw/hcls/). Importantly, Dr. Ivan Herman, the Semantic Web Activity Leader for the W3C, has agreed to serve as a consultant on this project (http://www.w3.org/People/Ivan/). Efforts will involve (a) initiating an ontology description of social and behavioral science studies, measures, and data, (b) collaboration with the core infrastructure working group to integrate the ontology into the Virtual Laboratory for automation and standardization, and (c) creating an environment in the open source community portal for community contributions to the ontology description process. Initial contributors to this working group include the PI, Ivan Herman, Sriram Natarajan, Ethan Sutin, Jamie DeCoster, Ravi Iyer, Douglas Stenstrom, Konrad Schnabel, and the Project Implicit International Collaborative Network. Project 2: Standard description of demographic measures. As mentioned earlier, NIH established a standard for race and ethnicity reporting to facilitate data integration across NIH-funded research. An initial project of this working group will be to elaborate standard descriptions for demographic categories. Importantly, such standards would not limit what demographic information can be collected, and multiple standards can exist for any given demographic category. For example, SW.Religion.5 could be a standard definition for reporting religion with 5 response options whereas SW.Religion.25 could be a standard definition with 25 response options. Research reports and datafiles can then use the naming conventions to simplify communication and data integration. Project 3: Standard description of social-personality measures. Individual difference measures are a critical component of social and behavioral research. Such measures tend to be more dynamic, especially in their early use, than demographics, but many evolve into one or a few standard forms. The key for this project is not to constrain researchers to a single standard for a given measure, but instead to create a standard description process so that two researchers know when they are using the same or slightly different versions of a given measure. We will expand the Virtual Laboratory library with a wide variety of popular social-personality measures and introduce a standard description based on a coding scheme introduced in the Dataverse Network (described next), and make the library publicly available. The Dataverse Network project is a new web application (http://TheData.org; King, 2007). It addresses many of the ethical and practical barriers to effective data sharing. As an open source project, its unique features may be integrated with the Virtual Laboratory. For the immediate purposes, its Unique Numeric Fingerprint (UNF) system for data is of significant interest (King, 2007). The UNF is a string (e.g., UNF:5:Gy17FDTTa654=y8&cVb4D) computed from a dataset that uniquely identifies its content. The UNF uses cryptographic technology to ensure that if any portion of the data is changed, the identifier also changes. The UNF is calculated from the data content, not the format of storage, so transformation of storage formats do not change the identifier. Finally, UNF’s are unique. If two data sources have the same UNF, they must contain the same data. These features provide a unique identifier for any dataset. We propose to generalize use of the UNF as a citation process for datasets to also cite methods, measures, and items. With UNF as a cataloging system, researchers can confidently identify when the same measure or method was used between studies. All



measures will be associated and distributed with a UNF identifier. Notably, the Dataverse project, led by the Institute for Quantitative Social Science at Harvard, also proposes citation standards for reporting data including the UNF. Project 4: Internationalization standards. Language translation of measures and study materials occurs on an ad-hoc basis. Surprisingly, there are no established routes for sharing of materials and translations. This working group will enhance and integrate the existing libraries and templating systems and create a public depository for measures in multiple languages. Functionally, this will be an extension of Project 3, adding a language dimension. Further, attention to international standards will be a key aspect of defining ontologies for demographic measures. For example, the U.S. Census (and NIH) define ethnicity as Hispanic, not-Hispanic, or unknown. This conception of ethnicity is unique to U.S. social and cultural circumstances and does not have similar meaning or utility internationally. A generalized ontology for race and ethnicity must incorporate international perspectives. Stage 2: Initial release version of the Virtual Laboratory Overview The main deliverable for this project is the Virtual Laboratory (VL). Open source science concepts will guide development, and the VL will embody the semantic web study and data definitions for automated data accumulation, integration, and sharing. While the working groups and user communities will guide the VL development process, this section provides an overview of priority features that will ensure the VL’s usability for a variety of research efforts. Tasks and Milestones VL2.1: Release version of Virtual Laboratory management environment The VL study management system, described in preliminary work, operates for internal laboratory use. The first priority is to produce software enhancements so that the Virtual Laboratory is available to others. These tasks include: (a) an enhanced hardware infrastructure for more reliable server up-time and ability to handle an increasing traffic load, (b) elaboration of the researcher registration process to manage an extended researcher community, (c) interactive instructional materials and demonstrations to educate new users on VL functionality, (d) a new “skin” by a professional designer to maximize usability and intuitiveness of the user interface, (e) enhancements to the buddy system and logging features for record-keeping and in-VL communication, (f) enhancements to the data access mechanism for refined, secure data access, and (g) enhancements to the permissions management system for study and data sharing among VL users. The target date for a release version of the initial VL management system is one year from initial funding date. VL2.2: Study authoring run-time package Currently, each method or task in the VL is operated by specialized software designed specifically to execute that method. For example, Flash or Javascript applications exist to execute various methods such as the Implicit Association Test (Greenwald et al., 1998), Emotional Stroop, Sorting Paired Features task (Bar-Anan, Vianello, & Nosek, 2007; Ranganath et al., in press), and timed attitude induction paradigms (Ranganath & Nosek, 2007). Such packages are useful in the sense that they pay close attention to the details of a given method; however, they can only execute that method and have limited adaptability for other purposes. General study authoring run-time packages such as Media Lab, DirectRT, and Inquisit add tremendous flexibility for authoring methods without requiring the user to have programming expertise. In addition to developing a business strategy for commercial vendors to offer their run-time packages through the VL framework, we have created two prototypes of study-authoring run-time packages that will be open sourced. One prototype is built with Flash – a popular software package that is available in most web browsers. The second is built using the Google Web Toolkit (GWT), an open source product that converts Java to Javascript and HTML for execution in a web browser. Competing study authoring packages – both commercial and open source – can create a healthy, competitive development community for identifying the features and limits of technical solutions in the service of research application. VL2.3: Questionnaire authoring run-time package



Surveys and questionnaires are a ubiquitous component of social and behavioral research and, because of WWW standards, a variety of commercial vendors (e.g., http://surveymonkey.com/) offer questionnaire authoring solutions to simplify web survey creation and data collection. In addition to the study authoring runtime package, we will create a prototype questionnaire-authoring run-time and open source it for further development. VL2.4: Participant management system Longitudinal research is challenging, in part, because of maintaining the participant sample. Part of that challenge is organizational. Systems are needed to keep track of participant information. Most labs have their own ad hoc solutions that are a combination of paper records, Excel spreadsheets, and perhaps a commercial database program. For the PI’s NSF-funded project tracking the development and change of implicit academic cognitions in a Chicago secondary school (co-PI Fred Smyth), we developed a prototype participant management system that can be integrated with the Virtual Laboratory. The system uses the same infrastructure, provides a standard set of fields for recording participant information, stores identifying information separately and securely from study data, has a logging component for recording all contacts (or attempted contacts) with participants, and has both administrator and user views so that RAs or other users can be given access to certain aspects of the management system. We will enhance the participant management features for general application and integrate the system with the Virtual Laboratory so that researchers can manage studies, and the participants in them, through a single interface. VL2.5: Administrator tools While the existing VL has accelerated the creation and administration of studies, there are parts of creating a study that still require assistance from the technical administrators. At present, we estimate that the average study requires four hours of technical support from minimal testing and edits for a proficient researcher to a comprehensive consultation for researchers that are inexperienced with the VL. A key target for the components described above is to eliminate the need for technical support so that the VL becomes a selfmanaged research environment. Automation will remove a significant bottleneck and cost for study creation – the availability of highly-skilled technical support. With the tools above and a suite of tools for site administrators to test and manage many studies at once, we expect to reduce substantially the amount of technical support time needed to produce a study. The yearly project benchmarks are described at the end of the proposal. VL2.6: Enhanced data access tools Enriched data access mechanisms will enhance data sharing and data integration with the Virtual Laboratory. We will use the ontologies defined by the semantic web working group in data and study definitions, and will improve secure data search routines for researcher access to their own data. Also, a permissions system will allow a researcher to share his or her data with another user in the VL. A significant benefit of an integrated data environment is the potential for aggregate secondary data analysis such as meta- or mega-analysis. Data definitions will be integrated with system libraries. Clicking on a measure in the library will generate a list of the publicly-available studies in the database that used that measure. Researchers will be able to download a data summary or the raw data for additional or aggregated analysis. Some data may still be held privately, perhaps because of privacy requirements. Users who have identified a measure or method for aggregate analysis will not be able to retrieve private studies that used the measure. However, they will be able to send a message requesting data access to all owners of private studies that used the measure. The requestor will know how many studies are private, but the system will not reveal the owners or any additional details. This way secondary analysts will (a) know exactly how many relevant studies are in the system, (b) be able to request data, even from private studies, while still protecting owner’s priority to the data, and (c) know what percent of the total number of relevant studies are in the review. While we idealize a fully open research community, this approach balances individual researcher interests with open science community goals. VL2.7: Integration of software components into single user environment All of the components described here and in the preliminary work use technical innovation to advance social and behavioral science. Together they will provide a comprehensive research framework. A major milestone



will be the full integration of templating, participant management, data access, RDE, VL management, PIBE, and libraries into a single environment. Stage 3: Rapid feature enhancement cycle for Virtual Laboratory Overview By the end of Stage 2, the development and research communities will be operating and a full VL for general use will be released. The development team will not anticipate every use or create every desirable feature in that release. Stage 3 will be characterized by a rapid enhancement cycle. The initial user community will discover areas for improvement. Close interaction between users and developers will accelerate enhancement and ensure that the changes benefit research. The first goal of Stage 3 establishes a mechanism for researcher-developer interaction. The remaining goals are features that will be incorporated into the VL in addition to those that will be generated by the user community. Tasks and Milestones VL3.1: Feature request and bug reporting system for researcher-developer interaction Developers will integrate a feature request and bug reporting system directly into the VL. Users will make requests or report bugs as they occur, system configuration will be automatically included in the bug reports, and it will enhance direct developer-user communication. VL3.2: Auto-emailer for private researcher-participant interaction VL research participants sometimes provide identifying information, such as an email address, to participate. Identifying information is stored in a restricted table of the database and is not accessible to researchers. Technology provides a means for researchers to communicate with participants without breaking anonymity. We will implement an email system for researchers to communicate with participants without revealing participant email address or identity. This way, participants will be identifiable only if they choose to be. VL3.3: Real-time IM chat during study sessions Some research applications require that participants be identifiable to researchers. The VL will not disallow such possibilities. It will simply enable innovative participant privacy options. One mechanism that will be useful for sensitive data collections or complicated instructions is real-time IM chat during study sessions. Researchers will be able to interact with participants either by chat, voice, or video. Video would disrupt participant anonymity, but chat or voice could be implemented as in the automated email system in 3.2 so that participant identities remain anonymous to researchers. Also, video links can provide opportunities for enhanced identity checks for circumstances in which participant identification is crucial. VL3.4: Importing datasets collected outside of system Data collected outside of the VL should be importable into the system. This need will exist either because the data collection relies on technology that is not supported by the VL or because it was collected before the VL was available. We will implement an automated data uploader that incorporates the semantic web data definitions so that data from outside the system can be integrated. VL3.5: Integration of commercial systems for researcher flexibility The emphasis of this proposal is on community efforts for collective advancement of knowledge. However, community efforts are not incompatible with competition and commercial enterprise. Our VL framework will be open source, but commercial vendors will be welcome to introduce in-system products. Vendors will set their own price points, pay a percentage to the non-profit to maintain the service offerings, and compete with the open source tools and other vendors for the interest of the user community. Healthy competition will spur innovation, feature enhancement, and specialization. Vendors such as Millisecond, makers of Inquisit (http://www.millisecond.com/), have expressed interest in incorporating their software. VL3.6: User accounts Motivations to participate in research are varied. Our complementary grant proposal to build an International Participant Pool will incorporate volunteer, for-credit, and for-pay research participants in a common system. All participants, one hopes, will get some educational value by their research participation. Enriched user accounts may assist this goal. User accounts will allow registered participants to check-in on study summary



results, see publications or simplified data reports, and interact with researchers with follow-up questions or comments. User accounts will incorporate participants more explicitly as meaningful contributors to research. Experience with Project Implicit suggests that perceived educational value is a powerful motivator for research volunteerism. Treating participants as serious consumers of social and behavioral research will enhance public education efforts and research progress simultaneously. VL3.7: Real-time data integration The Internet allows integration of data from a variety of sources. Many large-scale databases are available via the Internet such as census data (http://www.census.gov/; U.S. Census Bureau, 2006), weather (http://www.noaa.gov; National Oceanic and Atmospheric Administration, 2006), and social science databases (e.g., http://www.icpsr.umich.edu/; Inter-University Consortium for Political and Social Research). This introduces the possibility of real-time data integration for use during data analysis, or even in the study administration itself. For example, a researcher might be interested in the effects of weather on mood. We will implement mechanisms so that data from web databases can be integrated instantly for immediate or later use. As illustration, at the beginning of the study the Virtual Laboratory uses an IP locator database to automatically identify the participant’s location, then accesses NOAA’s National Weather Service to find the current weather in that location. If it is raining, the participant gets one set of materials, if it is sunny, a different set is presented. Possibilities like this will expand the imaginative and practical potential for investigating human experience. VL3.8: Enhanced library system As described in Stage 1, we will implement a Universal Numeric Fingerprint (UNF) system for studies, methods, and measures. This will enhance the library system and searches of the database for multiple uses of a given measure. We envision a system in which identifying a particular task or measure instantly generates a list of studies that used it; identifying a study generates a list of measures that it used; and identifying a dataset produces a list of measures that generated it. Such a system would make it easier to conduct metaand mega-analyses and, to the extent that the common framework is widely used, increase confidence that the search identified all of the relevant studies. In fact, for some types of comparisons, meta-analytic results could be automated so that selecting a measure identifies all the studies in which it was applied and provides an aggregate data summary. A common framework can be a great leap forward toward eliminating the file-drawer problem (Rosenthal, 1979) by creating a single, shared file-drawer. VL3.9: Hardware growth keeps pace with growth in user community The budget includes funds to maintain and expand the hardware infrastructure on which the VL is based. This infrastructure is essential for the viability of the system. Production instances are currently hosted by Harvard FASCS and test and development environments are hosted in the PI’s laboratory at the University of Virginia. Technological innovation in the service of social and behavioral research This proposal has articulated technical and infrastructure goals that will facilitate research in the social and behavioral sciences. Oddly, with this emphasis on infrastructure and space limitations, this proposal has not described any specific social or behavioral research objectives. We would be remiss not to mention the fundamental contribution of the VL infrastructure to the PI and co-PIs substantive research programs. We close with a brief summary of some on-going projects that rely on this NIH-funded infrastructure. Notably, none of these projects were proposed or even conceived in the original proposal. They spawned from later recognition of what this infrastructure can make possible – technically, opportunistically, and affordably. These research descriptions are obviously not sufficient for peer review. The list is provided to highlight the potential of this infrastructure to enhance other areas of social and behavioral research as it has the principals’ work. Were this infrastructure to disappear, few of these projects could be sustained. The availability of heterogeneous, large samples, effective study administration procedures, and low overhead costs for additional studies has made a variety of collaborations possible such as a new program of research by the PI and multiple collaborators investigating the role of automatic cognition and moral intuitions in ideological thinking and behavior (with Jonathan Haidt & Jesse Graham, University of Virginia; Eric Uhlmann,



University of Chicago; and John Jost, New York University). An offshoot NSF-funded project called the Full Potential Initiative is a longitudinal study investigating development and change in implicit cognitions related to academic choices and performance (with Fred Smyth, University of Virginia). The primary data collections in Chicago and Florida are executed by the Virtual Laboratory; The co-PI is leading an effort for a spin-off web project from the principals’ substantive work in implicit social cognition (ISC) geared specifically toward children. The work with young children is new and has provided an understanding of the origins of ISC and has created what appears to be a new field of work on the development of implicit social cognition (in collaboration with Elizabeth Spelke, Harvard). Other work (with Susan Carey, Harvard) will focus on developing methods of group-based preferences in infancy, and with Kevin Pelphrey (Duke) on the neural basis of children’s ISC. Each of these projects will use the Virtual Lab to collect the behavioral measures from places and people that would otherwise be inaccessible. With Laurie Santos (Yale), the co-PI is working on a method to test intergroup preferences in capuchin monkeys. The Virtual Lab software may now include non-human primates that will be connected to the Virtual Lab and use a touch screen to provide data (i.e., even a monkey can do it). Collaboration with colleagues in various academic fields and professions has produced research that was unimagined during the initial funding cycle. A selection of such work in the last three years includes research on self-injurious behavior and suicide (Matt Nock, Clincial Psychologist, Harvard); doctor’s decision-making (Alex Green, Massachusetts General Hospital); effects of discrimination on physical health (Nancy Krieger, Harvard School of Public Health), testing doctor’s bias in verbal and nonverbal communication (Som Saha, Oregon Health and Science University), ethics and business leadership (Max Bazerman, Harvard Business School), predictive validation of ISC in race bias in eBay buying (Ian Ayres & Christine Jolls, Yale Law School), marketing and consumer research (Time Warner, Inc.), and the notion of intent in antidiscrimination law (Jerry Kang, UCLA Law School). Each of these applications has been possible because of the data from the virtual lab, from the tools available through the virtual lab, and the technical assistance provided by the lab’s personnel. Project principles This project is guided by the following eight principles for advancing social and behavioral science research. Accessibility: Increase access to participants, materials, designs, and methods; Automation: Automate the repetitive components of the research process; Focus researchers’ time and attention to the generative aspects of science; Integration: Facilitate combining of data sources, fostering a cumulative science; Collaboration: Remove geography as a meaningful barrier to collaboration; Simplify sharing of ideas, materials, methods and data; Usability: Capitalize on researchers’ existing skills and minimize need for additional training; Extensibility: Consider future development and growth; Emphasize general frameworks to support a wide variety of paradigms; Scalability: Infrastructure should support growth by orders of magnitude without redesign; Sustainability: Operation model emphasizes self-sustainability, not perpetual subsidization. The first seven of these were highlighted throughout the project proposal. Sustainability is discussed briefly here. Sustainability Plan The Virtual Laboratory is intended to have longevity and be integrated as part of the social and behavioral science infrastructure. That goal will be difficult to meet if the project requires perpetual subsidization by grant agencies. The model will only be successful if it is self-sustaining. Once established, infrastructure costs will be distributed among some subset of its stakeholders, i.e., the researchers that use it. Self-sustainability involves initial transition of management and administration to a non-profit, establishment of principles for oversight and management, and development of a sustainable business model.



In 2005, Project Implicit incorporated as a non-profit entity. Project Implicit was founded by the PI, co-PI, and Anthony Greenwald. One of Project Implicit’s goals is to advance research through technological and methodological innovation. At this writing, Project Implicit enables use of the Virtual Laboratory by other research laboratories on a contractual basis. With full automation, the tools should be broadly accessible, flexible, and affordable for many research applications. As this project matures, Project Implicit will take over management and administration of the open source model and tools. Project Implicit will define a sustainable business model in which the costs and tools are shared sensibly among relevant stakeholders. Automation and economies of scale suggest that a centrally managed system will be very cost effective for individual users, especially as the user population increases. The project goal is to have the first phase of a self-sustained Virtual Laboratory in operation by the end of the five-year grant cycle. Ultimately, the value of the Virtual Laboratory will be seen in its ability to decrease the real dollar per-participant, per-study, and per-discovery costs of doing social and behavioral research. Project Benchmarks Benchmarks provide clear, objective means to set goals and evaluate progress. The following benchmarks identify quantitative markers for the Virtual Laboratory to demonstrate the promise articulated in this proposal. These benchmarks are non-redundant with parallel benchmarks that appear in the complementary International Participant Pool proposal. For each benchmark, Year 1 reflects the current levels of productivity in the principals’ laboratories. Given the substantial numbers of participants and study sessions already enjoyed by the project, we do not plan for growth in those areas as a benchmark for judging project success. Those estimates are even “conservative” compared to current participation rates. Benchmark Number of participants Number of study sessions Number of studies run using the Virtual Laboratory Number of publications using data collected via the VL (PIs, co-investigators, and others) Number of research users of Virtual Lab (faculty, graduate students, other scientists) Average hours of technical support needed per study Number of countries with more than 5,000 participant sessions per year.
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A significant risk for this project is attempting to serve too many interests before each enhancement of the infrastructure is tested, stable, and functional. At the same time, our chief interest is in providing a general environment that integrates research across disciplines in a common framework. The scalability of this proposal is central to its ultimate success. The three development stages and the benchmarks operationalize the scalability plan. Some general application projects developed elsewhere have withered because an early emphasis on the abstract project goals meant that benefits to users would not be realized until after they committed to using the tools. Our emphasis is on prototyping and rapid enhancement beginning with small groups and gradually expanding to other users in neighboring research domains. This way, the benefits of investment are evident prior to commitment, usage can be controlled to match the pace of development, and the ecosystem of the shared framework builds bottom-up with benefits realized for users at every step of development. Closing With enhanced communication, a common framework for collaboration, and standards to increase efficiency, the social and behavioral sciences will be in a better position to pursue big science problems. Currently,



behavioral disciplines approach big questions inefficiently with many small studies each manipulating one or two variables, measuring one or two outcomes, assessing a small, specific sample, and holding constant a variety of factors that are often important qualifiers. Large-scale projects are rare in the behavioral sciences partly because of the lack of infrastructure to support them, and because many behavioral science subdisciplines still operate on a philosopher model of scientific contribution – every researcher is an island. This latter factor is maintained by an ecosystem that emphasizes individual contributions such as pressure to establish unique, independent theoretical perspectives. On the positive side, this encourages diversity of ideas. An overemphasis, however, threatens creation of a cumulative science. Social and behavioral sciences can mature by developing alternative ecosystems that encourage productive collaboration and shared theoretical frameworks without imposing career losses to individual contributors. The Virtual Laboratory offers infrastructure for the social and behavioral sciences that will embody the principles of communication, collaboration, and shared standards. This innovation can contribute to the field’s maturation process by decreasing the costs and increasing the efficiency of scientific discovery.
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This human subjects research meets the definition of clinical research. Protection of Human Subjects Participants in the Virtual Laboratory are volunteers, participants from department participant pools, and recruited participants. Presently, approximately 1.3 million study sessions are completed each year. We expect to maintain this number over the 5-year grant period. Since 1998, more than 5 million study sessions have been executed. No specific inclusion or exclusion restrictions are made on the basis of social category or health status at a global level, though individual studies may have specific restrictions. The principals ensure that there is always at least one study in the research pool open to any given social demographic. The project has had institutional IRB review and support from Yale University, Harvard University, University of Virginia, and University of Washington. Also, other researchers using the Virtual Laboratory tools on a contractual basis obtain IRB consent from their home university. Some recent institutions that have supported their researchers’ use of the tools include Indiana University, University of Tennessee-Memphis, UCSF, and New York University. Participants provide demographic information and those that register for the participant pool provide at least one piece of identifying information (email address). For projects requiring remuneration, participants may also be required to provide other forms of identifying information including name and home address. All identifying data will be kept in a database table that is separated from behavioral data and matched with a non-identifying user number. Unless there is specific IRB approval to do so, researchers will not have access to identifying user data. Researchers that need to communicate with participants will be able to do so, even without knowing their email address through an automated system that will allow the researcher to send email by the user-id number, and the participant to respond without disclosing his or her identity. This should render strong participant privacy while maintaining the ability to communicate with participants. Data are collected through Internet communication between the participant and project servers using secure socket layer (SSL) technology as is used for credit card and bank transactions on-line. It is the gold standard for secure Internet transactions. Project Implicit application and database servers are hosted in a physically secure data facility in Harvard University FASCS. The hosting arrangement is governed by a service level agreement between Project Implicit and Harvard University to ensure maximum server uptime and the security and reliability of the data. The Oracle database cluster has a 1 terabyte capacity (expandable to 2 TB) and is based on RAID technology to minimize the probability of data loss. Data is backed to tape for offline storage. These servers are firewalled within the facility and only allow restricted access to specific computers (with static IP addresses) associated with Project Implicit technical staff based in the University of Virginia. Data downloads are encrypted using the researcher’s public key and made available on a web-link that uses the secure https protocol for downloading by the researcher. The data is protected during the download process until it reaches the researcher and is subsequently unencrypted. Project Implicit (PI) servers are protected by a firewall and have a limited number of open ports for data exchange. Non-essential server processes (e.g., mail servers) are deactivated, removing them as sources of vulnerability. Technical staff from specific UVA computers can login to the servers for maintenance, provided they have access to the appropriate userids and passwords. PI staff monitor security holes in the server software and apply fixes in a timely manner. Such monitoring is standard and on-going. Because of the attention to security, risks to participants are low. Potential risks for the studies run by the Virtual Laboratory are to be evaluated on a case-by-case basis by institutional IRBs at each researcher’s home university. We do not anticipate that researchers will conduct any high-risk studies with the Virtual Laboratory. Participating in studies that requires identifying information involves two layers of consent. The first layer is consenting to be included in the Virtual Laboratory for research. Consent includes informing participants of their rights as participants, information about security and privacy, mention of risks, and contact information for more information. The second layer involves consent for the specific study participation in the Virtual Lab.



This consent follows IRB approved protocols from the approval-granting institution. A third layer of consent is included for participants under age 18. Minors must assent to the two items above and obtain consenting approval from a parent or guardian to be involved in research. For volunteers, age information is collected during the registration process and under 18 participants are not able to proceed until submitting a parent/guardian email address as a digital signature for consent. All studies include contact information for the lead researchers so that any questions or concerns can be raised and addressed by the researchers. Studies with more than minimal risk may involve having a researcher actively available in an instant messaging chat session while participants are completing web-study materials. Such decisions will be made on a case-by-case basis in consultation and approval with university IRBs. The benefits to participants are educational. Participants, especially volunteers, are exposed to social and behavioral research through participation and potentially learn something about the content area through the study experience and debriefing. Also, participants may gain an appreciation for using empirical methods in the study of human psychology. The Virtual Lab monitors for adverse events by making it easy for participants to communicate concerns to the individual researchers, or to the site administrators. All participant queries are answered, adverse events are addressed directly with the participants, discussed in planning meetings among the administrators, and strategies will be developed to minimize the likelihood of repeating adverse events in the future. Adverse events will also be reported to institutional IRBs for review and recommendation.
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