









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Metric Spaces Lecture Notes, Fall 2017 Lecturer: Viveka Erlandsson



Written by M.van den Berg School of Mathematics University of Bristol BS8 1TW Bristol, UK



1



Definition of a metric space.



Let X be a set, X 6= ∅. Elements of X will be called points. Definition 1.1 (a) A map d : X × X → R is called a metric on X if (M1) (∀(x, y) ∈ X × X) [0 ≤ d(x, y) < ∞] . (M2) (∀(x, y) ∈ X × X) [(d(x, y) = 0) ⇔ (x = y)] . (M3) (∀(x, y) ∈ X × X) [d(x, y) = d(y, x)] . (M4) (∀(x, y, z) ∈ X × X × X) [d(x, y) ≤ d(x, z) + d(z, y)] . (b) (X, d) is called a metric space and d(x, y) is the distance between points x and y. Remark 1.2 Conditions (M1)-(M4) are the axioms of a metric space. (M4) is called the triangle inequality. Example 1.3 Let X be a non-empty set. Define d : X 2 → R by  1, if x 6= y, d(x, y) = 0, if x = y. Then d is a metric on X, and (X, d) is a discrete metric space. Example 1.4 Let R be the real line with d(x, y) = |x − y|. Then (R, d) is a metric space. Example 1.5 Let X = RN := {x = (x1 , x2 , . . . , xN ) | xi ∈ R, 1 ≤ i ≤ N }. Let d : X 2 → R be defined by  1/2 N X  d(x, y) = (xj − yj )2 .   j=1



N



Then (R , d) is a metric space. P∞



Theorem 1.6 Let X = l2 := {x = (xn )n∈N |



n=1



x2n < ∞}. Let d : X 2 → R be defined by



 1/2 ∞ X  d(x, y) = (xj − yj )2 .   j=1



Then (l2 , d) is a metric space. Proof.



Since 0 ≤ (xj − yj )2 ≤ 2(x2j + yj2 ) we have that 0≤



∞ X



2



(xj − yj ) ≤ 2



j=1



∞ X



x2j



j=1



+2



∞ X



yj2 < ∞.



j=1



This proves (M1). (M2) and (M3) follow immediately from Definition 1.1. To prove (M4) we let z ∈ `2 . Let n ∈ N be arbitrary and let ai = xi − zi , bi = zi − yi . Since ( n X i=1



)1/2 (ai + bi )



2



( ≤



n X i=1



)1/2 a2i



+



( n X i=1



)1/2 b2i



(∗)



we have that ( n X



)1/2 2



≤ d(x, z) + d(z, y).



(xi − yi )



i=1



We obtain (M4) by letting n → ∞. To prove (∗) we note that this equivalent to n X



( ai bi ≤



i=1



n X



)1/2 ( a2i



i=1



n X



)1/2 b2i



.



i=1



The above follows directly from the fact that for λ ∈ R n X



(λai + bi )2 = Aλ2 + 2Hλ + B ≥ 0,



i=1



Pn



where A = i=1 a2i , B = have that H 2 ≤ AB.



Pn



2 i=1 bi , H



=



Pn



i=1



ai bi . Since the quadratic in λ is non-negative we 2



Theorem 1.7 Let X be a non-empty set, and let B(X) be the set of all bounded real-valued functions from X to R. Define d : B(X)2 → R by d(f, g) = sup |f (x) − g(x)|. x∈X



Then d is a (supremum) metric on B(X). Proof. Since f, g ∈ B(X) there exist constants c1 , c2 such that |f (x)| ≤ c1 , |g(x)| ≤ c2 on X. Then 0 ≤ |f (x) − g(x)| ≤ |f (x)| + |g(x)| ≤ c1 + c2 . Hence 0 ≤ sup |f (x) − g(x)| ≤ c1 + c2 . x∈X



This proves (M1). (M2) and (M3) follow immediately from Definition 1.1. To prove (M4) we let h ∈ B(X). Then there exist c3 such that |h(x)| ≤ c3 on X. Hence |f (x) − g(x)|



≤ |f (x) − h(x)| + |h(x) − g(x)| ≤ supx∈X |f (x) − h(x)| + supx∈X |h(x) − g(x)| = d(f, h) + d(h, g),



and sup |f (x) − g(x)| ≤ d(f, h) + d(h, g). x∈X



2 Definition 1.8 Let (X, d) be a metric space and let Y be a non-empty subset of X. The restriction of d : X × X → R to d : Y × Y → R induces a metric on Y . Definition 1.9 (a) Let X be a vector space over R (or C). A mapping k·k:X →R is called a norm if (N1) (∀x ∈ X) [0 ≤ kxk < ∞] . (N2) (∀x ∈ X) [kxk = 0 ⇔ x = 0] . (N3) (∀x ∈ X, ∀λ ∈ R(or C) ) [kλxk = |λ|kxk] . 2



(N4) (∀x ∈ X, ∀y ∈ X) [kx + yk ≤ kxk + kyk] . (b) X supplied with a norm is called a normed space. Proposition 1.10 Let (X, k · k) be a normed space. Then X is a metric space with the metric defined by ∀x, y ∈ X d(x, y) = kx − yk. Proposition 1.11 ∀x, y, z ∈ X Proof.



: |d(x, z) − d(y, z)| ≤ d(x, y).



By (M4) d(x, z) ≤ d(x, y) + d(y, z).



Hence d(x, z) − d(y, z) ≤ d(x, y). By reversing the role of x and y, and by (M3) d(y, z) − d(x, z) ≤ d(y, x) = d(x, y). 2 Proposition 1.12 ∀x, y, u, v ∈ X



: |d(x, u) − d(y, v)| ≤ d(x, y) + d(u, v).



Proof.



d(x, u) ≤ =



d(x, y) + d(y, u) ≤ d(x, y) + d(y, v) + d(v, u) d(x, y) + d(y, v) + d(u, v)



⇒ d(x, u) − d(y, v) ≤ d(x, y) + d(u, v). By reversing the roles of x and y and of u and v respectively, d(y, v) − d(x, u) ≤ d(y, x) + d(v, u) = d(x, y) + d(u, v). 2 Example 1.13 Let (X1 , d1 ), (X2 , d2 ) be metric spaces. Let X = X1 × X2 , and define d : X 2 → R by ∀(x1 , x2 ), (y1 , y2 ) ∈ X q d((x1 , x2 ), (y1 , y2 )) = d21 (x1 , y1 ) + d22 (x2 , y2 ). Then (X, d) is a metric space: the Cartesian product of (X1 , d1 ) and (X2 , d2 ).



3
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Convergence in metric spaces.



Definition 2.1 Let (X, d) be a metric space. A sequence of points x1 , x2 , . . . (shorthand (xn ))in X is convergent if there is an element x ∈ X such that lim d(xn , x) = 0.



n→∞



We write lim xn = x or xn → x. n→∞



Example 2.2 Let (RN , d) be the standard Euclidean space. Then (n) (n) (n) x(n) = (x1 , . . . , xN ) → x = (x1 , . . . , xN ) if and only if xj → xj for all 1 ≤ j ≤ N . Proof. (n)



(n)



d((x1 , . . . , xN ), (x1 , . . . , xN )) =



 N X 



(n)



(xj



− xj )2



1/2  



j=1



≤



N X



(n)



|xj



− xj |.



j=1



Also for j = 1, . . . , N (n)



|xj



− xj | ≤ d(x(n) , x). 2



Definition 2.3 Let X be a set and let (Y, d) be a metric space. Let (fn ), fn : X → Y , be a sequence of functions. Then (fn ) converges pointwise if there exists a function f : X → Y such that (∀x ∈ X) [ lim d(fn (x), f (x)) = 0]. n→∞



(fn ) converges uniformly if there exists a function f : X → Y such that lim sup d(fn (x), f (x)) = 0,



n→∞ x∈X



or (∀ε > 0) (∃N ∈ N)







 (n ≥ N ) =⇒ sup d(fn (x), f (x)) < ε . x∈X



Remark 2.4 Uniform convergence implies pointwise convergence. The converse need not be true. Convergence of a sequence of (fn ), fn ∈ B(X), n = 1, 2, · · · with the supremum metric is nothing but uniform convergence. Example 2.5 Let fn : (0, 1) → R, fn (x) = xn . Then fn → f pointwise, where f (x) = 0, 0 < x < 1. However, (fn ) does not converge uniformly since sup |fn (x) − f (x)| = sup |fn (x)| = sup xn = 1. x∈(0,1)



x∈(0,1)



x∈(0,1)



nx Let fn : [0, ∞) → R, fn (x) = n+x . Then fn → f pointwise, where f (x) = x, x ≥ 0. However, (fn ) does not converge uniformly since



n  n  n 1 −f fn = ≥ . 2 2 6 6 Let fn : [0, ∞) → R, fn (x) = converges uniformly to f since



nx 1+n2 x .



Then fn → f pointwise, where f (x) = 0, x ≥ 0. (fn )



sup |fn (x) − f (x)| ≤ x∈[0,∞)



4



1 → 0. n



Let fn : [0, 1] → R be given by fn (x) =



1 . n2 + x2



Then fn → 0 in B[0, 1] with the supremum metric. 1 1 ≤ 2 →0 2 + x2 n n x∈[0,1]



sup |fn (x) − 0| = sup x∈[0,1]



Let gn : [0, 1] → R be given by gn (x) =



2nx . 1 + n2 x2



Then gn does not converge in B[0, 1] with the supremum metric. gn (x) → 0 for every x ∈ [0, 1]. But: sup |gn (x) − 0| = 1. x∈[0,1]



Theorem 2.6 Let fn : [a, b] → R, fn → f converge uniformly on [a, b]. If c is a point at which each fn is continuous, then f is continuous at c. Proof. Let N ∈ N be such that n ≥ N implies supx∈[a,b] |fn (x) − f (x)| < 3ε . Let δ be such that |x − c| < δ implies sup{|fN (x) − fN (c)| : x ∈ [a, b]} < 3ε . Then for |x − c| < δ, |f (x) − f (c)| ≤ |f (c) − fN (c)| + |fN (c) − fN (x)| + d|fN (x) − f (x)| < ε. 2



Hence f is continuous at c.



P∞ Definition 2.7 Let fn : X → R, n = 1, 2, . . . . Then n=1 fn converges uniformly to s, s : X → R, if the partial sums sn = f1 + · · · + fn converge uniformly to s. P∞ Theorem 2.8 If the series n=1 fn of real-valued functions converges uniformly to s, and if each fn is continuous at c then s is continuous at c. Proof.



sn = f1 + · · · + fn is continuous at c. The result follows by Theorem 2.6



Example 2.9



P∞



n=1



xn converges pointwise on (−1, 1) to s(x) = n+1



Hence supx∈(−1,1) |sn (x) − s(x)| = supx∈(−1,1) | x1−x | ≥ gence is not uniform.



1 2



x 1−x .



Note that sn (x) =



2 x−xn+1 1−x .



supx∈(−1,1) |x|n+1 = 12 , and the conver-



2



Example 2.10 Let fn : [0.1] → R, fn (x) = nxe−nx . Then (fn ) converges pointwise to the √ function which is 0 on [0, 1]. The convergence is not uniform since |fn ( √1n )| ≥ en . Note that R1 R1 R1 f (x)dx = 12 (1 − e−n ) → 12 as n → ∞, and so 0 fn (x)dx 6→ 0 0dx. 0 n Theorem 2.11 Let fn : [a, b] → R, n = 1, 2, . . . be a sequence of Riemann integrable functions Rb which converges uniformly to f on [a, b]. Then f is Riemann integrable, and a fn (x)dx → Rb f (x)dx. a Proof. For each ε > 0 there exists N ∈ N such that n ≥ N, x ∈ [a, b] implies |fn (x) − f (x)| < ε. Hence for any partition P of [a, b], and for n ≥ N U (P, f ) ≤ U (P, fn ) + ε(b − a), L(P, f ) ≥ L(P, fn ) − ε(b − a).



5



Since fN is Riemann integrable, there exists a partition Pe of [a, b] such that U (Pe, fN )−L(Pe, fN ) < ε. Then U (Pe, f ) − L(Pe, f ) < U (Pe, fN ) + (b − a) − L(Pe, fN ) + ε(b − a) < ε(1 + 2(b − a)). Since ε > 0 was arbitrary, f is Riemann integrable. Hence for n ≥ N Z b f (x)dx = inf{U (P, f ) : P a partition of [a, b]} a



≤ inf{U (P, fn ) : P a partition of [a, b]} + ε(b − a) Z b fn (x)dx + ε(b − a). = a



Similarly, for n ≥ N b



Z



Z f (x)dx ≥



a



b



fn (x)dx − ε(b − a). a



Combining these two inequalities we have for n ≥ N Z b Z b | f (x)dx − fn (x)dx| ≤ ε(b − a). a



a



2 Remark 2.12 Let fn : [0, ∞) R ∞→ R, fn (x) = function on [0, ∞). However, 0 fn (x)dx = 1.



1 −x/n . ne



Then (fn ) converges uniformly to the 0



Remark 2.13 If fn → f pointwise on [a, b], and fn is Riemann integrable for all n ∈ N. Then f need not to be Riemann integrable. For example, let {q1 , q2 . . . } be an enumeration of the rationals  R1 1, x ∈ {q1 , . . . , qn }, in [0, 1], fn (x) = Then fn is Riemann integrable with 0 fn (x)dx = 0, otherwise.  1, x ∈ Q ∩ [0, 1] 0, fn → f pointwise with f (x) = 0, x ∈ [0, 1] \ Q. But U (P, f ) = 1, L(P, f ) = 0, and f is not Riemann integrable. P∞ Corollary 2.14 If n=1 fn converges uniformly to s on [a, b], and if each fn is Riemann inteRb P∞ R b grable on [a, b]. Then s is integrable, and a s(x)dx = n=1 a fn (x)dx. Rb Rb Put sn = f1 + · · · + fn . Then a s(x)dx = limn→∞ a sn (x)dx R R P∞ Pn b b = limn→∞ k=1 a fk (x)dx = k=1 a fk (x)dx.



Proof.



2



Theorem 2.15 Let (fn ) be a sequence of real-valued differentiable functions on [a, b]. Suppose that (fn (x)) converges for at least one x ∈ [a, b], and that fn0 converges uniformly on [a, b]. Then (i) fn converges uniformly on [a, b], (ii) f = limn→∞ fn is differentiable on [a, b], and for all x ∈ [a, b], f 0 (x) = limn→∞ fn0 (x). Proof. Let limn→∞ fn0 = g, and let ε > 0. Since (fn0 ) converges uniformly on [a, b], there exists 0 N ∈ N such that supa≤x≤b |fn0 (x) − g(x)| < ε for n ≥ N . Hence supa≤x≤b |fn0 (x) − fm (x)| ≤ 2ε for m, n ≥ N . If ξ1 , ξ2 are points of [a, b] then, by the mean value theorem for fn − fm 0 fn (ξ1 ) − fm (ξ1 ) − (fn (ξ2 ) − fm (ξ2 )) = (ξ1 − ξ2 ).(fn0 (ξ) − fm (ξ)),



where ξ ∈ [ξ1 , ξ2 ]. So for all m, n ≥ N , (1)



|fn (ξ1 ) − fm (ξ1 ) − (fn (ξ2 ) − fm (ξ2 ))| ≤ 2|ξ1 − ξ2 |ε. 6



If x0 is a point for which (fn (x0 )) converges, then there is an N 0 ∈ N such that for m, n ≥ N 0 |fn (x0 ) − fm (x0 )| ≤ ε.



(2)



Let x be any point of [a, b]. By (1), (2) with ξ1 = x, ξ2 = x0 we have for m, n ≥ max{N, N 0 }, |fn (x) − fm (x)| ≤ (1 + 2|x − x0 |)ε ≤ (1 + 2(b − a))ε.



(3)



Hence limm→∞ fm (x) exists for all x ∈ [a, b]. Taking the limit m → ∞ in (3) we see that (fn ) converges uniformly on [a, b]. Let a < c < b, and let h 6= 0 be such that c + h ∈ [a, b]. By (1) with ξ1 = c + h, ξ2 = c we have for m, n ≥ N fn (c + h) − fn (c) fm (c + h) − fm (c) ≤ 2ε. − h h Since fm (c + h) − fm (c) → f (c + h) − f (c) as m → ∞, the above inequality shows that for n ≥ N fn (c + h) − fn (c) f (c + h) − f (c) ≤ 2ε. − h h 0 By the definition of the derivative fN (c) there exists on δ > 0 such that   fN (c + h) − fN (c) 0 (0 < |h| ≤ δ) =⇒ − fN (c) ≤ ε . h



Then for 0 < |h| ≤ δ f (c + h) − f (c) f (c + h) − f (c) fN (c + h) − fN (c) − g(c) ≤ − h h h fN (c + h) − fN (c) 0 0 (c) − g(c)| ≤ 2ε + ε + ε. − fN (c) + |fN + h 2



Hence f 0 (c) exists and f 0 (c) = limn→∞ fn0 (c). Corollary 2.16 Let un : [a, b] → R be such that ! ∞ X (i) (∃x0 ∈ [a, b]) un (x0 ) is convergent . n=1



(ii) (∀n ∈ N) un is differentiable. (iii) The series



∞ X



u0n (x) is uniformly convergent on [a, b].



n=1



Then the series



∞ X



un (x)



n=1



converges uniformly to s(x) and s0 (x) =



∞ X



u0n (x).



n=1



Theorem 2.17 If xn → x in (X, d) and xn → y in (X, d) then x = y. Proof. 0 ≤ d(x, y) ≤ d(x, xn ) + d(xn , y) → 0 =⇒ x = y. 2 7



Theorem 2.18 Let xn → x and yn → y in (X, d). Then d(xn , yn ) → d(x, y). Proof. 0 ≤ |d(xn , yn ) − d(x, y)| ≤ d(x, xn ) + d(yn , y) → 0. 2 Definition 2.19 Let (X, d) and (X, e) be metric spaces. The metrics d and e are equivalent if d(xn , x) → 0 ⇐⇒ e(xn , x) → 0. Remark 2.20 If there are c1 , c2 > 0 such that ∀x, y ∈ X c1 d(x, y) ≤ e(x, y) ≤ c2 d(x, y) then d and e are equivalent. Example 2.21 On R2 d((x1 , y1 ), (x2 , y2 )) =



p



(x1 − x2 )2 + (y1 − y2 )2



and e((x1 , y1 ), (x2 , y2 )) = |x1 − x2 | + |y1 − y2 | are equivalent. Proof.



1 √ e((x1 , y1 ), (x2 , y2 )) ≤ d((x1 , y1 ), (x2 , y2 )) ≤ e((x1 , y1 ), (x2 , y2 )). 2 2
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Limit points, open sets, closed sets



Let (X, d) be a metric space, x0 ∈ X, r > 0. Definition 3.1 The set B(x0 ; r) = {x ∈ X : d(x, x0 ) < r} is the open ball with center x0 and e 0 ; r) = {x ∈ X : d(x, x0 ) ≤ r} is the closed ball with center x0 and radius r. radius r. B(x Example 3.2 Let R1 have its usual metric, a ∈ R1 . Then B(a; r) = (a − r, a + r), e r) = [a − r, a + r]. Similarly for Rn , a ∈ Rn , B(a; r) = {(x1 , . . . , xn ) ∈ Rn : Pn (xi − ai )2 < B(a; i=1 e r) = {(x1 , . . . , xn ) ∈ Rn : Pn (xi − ai )2 ≤ r2 }. r2 }, B(a; i=1 Example 3.3 Let (X, d) be a discrete metric space, and let a ∈ X. Then B(a; 1) = {a}, while e 1) = X. B(a; Definition 3.4 Let E be a subset of X. The point c ∈ X is a limit point of E if for any ε > 0 there is an x ∈ E such that 0 < d(x, c) < ε, i.e. (B(c; ε)\{c}) ∩ E 6= ∅. Theorem 3.5 Let c be a limit point of E. Then for every ε > 0 the ball B(c; ε) contains infinitely many points of E. Moreover, there exists a sequence (xn ) of points in E such that d(xn , c) is positive, and strictly decreasing to 0. Proof. For n ∈ N, (B(c; n1 )\{c}) ∩ E 3 xn . Then 0 < d(xn , c) < n1 (∗). Hence xn → c. The set of distinct points {x1 , x2 , . . . } is infinite. Otherwise min{d(x1 , c), . . . , d(xn , c)} is bounded away from 0, contradicting (∗). 2 8



Example 3.6 Let E be a finite set in a metric space (X, d). Then E does not have any limit points. Proof. Since E is finite B(c; 1) contains finitely many points of E. Then c is not a limit point of E by Theorem 3.5. 2 Example 3.7 (i) Let R have the Euclidean metric. Then any c ∈ R is a limit point of Q. Proof.



For any ε > 0, (c − ε, c) will contain a point of Q. Hence (B(c; ε)\{c}) ∩ Q 6= ∅.



2



 (ii) Let E = 1, 21 , 13 , . . . . Then 0 is the only limit point of E. Proof. B(0;ε) 3 n1 for n ∈ N, n > 1ε . If x ∈ E then x = n1 for some n ∈ N. Then  1 B n1 ; n1 − n+1 \{x} does not contain points of E. If x < 0, then B (x; −x) ∩ E = ∅. If 1 }, where n is such that 0 < x < 1, x ∈ / E then B(x; ε) ∩ E = ∅ for ε = min{ n1 − x, x − n+1 1 1 < x < . If x > 1, then B (x; x − 1) ∩ E = ∅. So 0 is the only limit point of E. 2 n+1 n



Example 3.8 A discrete metric space does not have any limit points. Definition 3.9 A point c of E is an isolated point of E if c is not a limit point of E. Example 3.10 A discrete metric space consists of isolated points. The subset [0, 1) of R does not have isolated points. The set of limit points of [0, 1) is the set [0, 1]. Definition 3.11 Given a set E ⊂ X. Then c is an interior point of E if there is an ε > 0 such that B(c; ε) ⊂ E. A set E ⊂ X is open if every point of E is an interior point of E. Example 3.12 Let (X, d) be a metric space. Then ∅ and X are open sets. Example 3.13 The open ball B(a; r) is open. Proof. Let x ∈ B(a; r). Then d(x, a) < r. Let δ = r − d(x, a). Then δ > 0. Let y ∈ B(x; δ). Then d(x, y) < δ and d(a, y) ≤ d(a, x) + d(x, y) < d(a, x) + δ = d(a, x) + r − d(x, a) = r. Hence y ∈ B(a; r). Since y ∈ B(x; δ) was arbitrary, we conclude B(x; δ) ⊂ B(a; r). Hence x is an interior point, and B(a; r) consists of interior points. 2 Theorem 3.14 Let {Aα : α ∈ T } be a collection of open sets in (X, d). Then [ Aα α∈T



is open. Proof. Suppose a ∈ we have



S



α∈T



Aα . Then there exists α0 ∈ T such that a ∈ Aα0 . Since Aα0 is open [ ∃r > 0 : B(a; r) ⊂ Aα0 ⊂ Aα . α∈T



2 Theorem 3.15 Let {Ai : i = 1, 2, . . . , N } be a finite collection of open sets in (X, d). Then N \



Ak



k=1



is open. 9



Proof. have



Suppose a ∈



TN



k=1



Ak . Then (∀ k ∈ N)[(1 ≤ k ≤ N ) ⇒ a ∈ Ak ]. Since Ak is open, we



(∀k) (1 ≤ k ≤ N ) (∃rk > 0) : B(a; rk ) ⊂ Ak . Let r = min{r1 , . . . , rN }, Then r > 0, and N \



(∀k ∈ N)[(1 ≤ k ≤ N ) ⇒ B(a; r) =



B(a; rk ) ⊂ B(a; rk ) ⊂ Ak ].



k=1



2 Example 3.16 Let Ak = (− k1 , k1 ) ⊂ R1 , k ∈ N, where R1 has the usual metric. Then ∞ \ Ak = {0}, k=1



which is not open. Definition 3.17 A set A is closed in (X, d) if X\A is an open set in (X, d). Example 3.18 X and ∅ are closed sets. Theorem 3.19 A set A in a metric space (X, d) is closed if and only if it contains all its limit points. Proof. Suppose A is closed. Let x ∈ X\A. Since X\A is open there exists r > 0 such that B(x; r) ∩ A = ∅. Hence x is not a limit point of A. Suppose A contains all its limit points. Let x ∈ X\A. Then x is neither a limit point of A nor a point of A. Then there exists ε > 0 such that B(x; ε) ∩ A = ∅. Then X\A is open and A is closed. Theorem 3.20 The intersection of any collection of closed sets is closed. The union of a finite collection of closed sets is closed. Proof. Let {Aα : α ∈ T } be of closed sets. Then {AcαS : α ∈ T} is a collection of S a collection c c c open sets. By Theorem 3.14 α∈T Aα is open. By Definition 3.17 is closed. By De α∈T Aα  S T T c c cc Morgan’s law we have that A = A = A is closed. α α α α∈T α∈T α∈T Let {Ai : i = 1, 2, . . . , N } be a collection of closed sets. Then {Aci : i = 1,  2, . . . , N }is a c TN TN c c collection of open sets. By Theorem 3.15 i=1 Ai is open. By Definition 3.17 is i=1 Ai T c S S N N N c closed. By De Morgan’s law = i=1 Acc i = i=1 Ai i=1 Ai is closed. e r), a ∈ X, r > 0 is a closed set. (i) The closed ball B(a; e r). Then d(x, a) > r. Let δ = d(x, a) − r and y ∈ B(x; δ). Then y ∈ e r) Let x ∈ X\B(a; / B(a; since d(a, y) ≥ d(a, x) − d(x, y) > d(a, x) − δ = r.



Example 3.21



(ii) A finite set in a metric space is closed. (iii) [0, 1] is a closed subset of R1 . Definition 3.22 Let E be any subset of X, in a metric space (X, d). (i) The interior of E, denoted by int(E), is the set of interior points of E. (ii) The set of limit points of E is denoted by E 0 . (iii) The closure of E, denoted by E, is the set E ∪ E 0 . 10



(iv) The boundary of E, denoted by b(E) is the set E\int(E). Theorem 3.23 For any set E in a metric space (X, d) (i) int(E) is open, (ii) E is closed, (iii) b(E) is closed, (iv) E 0 is closed. Proof. (i) If int(E) = ∅ then it is open. If int(E) 6= ∅, let x ∈ int(E). Then there exists a δ > 0 such that B(x; δ) ⊂ E. Let y ∈ B(x; δ). Then B(y; δ − d(x, y)) ⊂ B(x; δ) ⊂ E. Hence y ∈ int(E). Hence B(x; δ) ⊂ int(E). Then int(E) is a union of open balls, and hence is open. Note that x is an interior point of int(E). So int(E) ⊂ int(int(E)) ⊂ int(E). Hence int(E) = int(int(E)). / E, x ∈ / E 0 . Hence there (ii) If E = X. Then E is closed. If X\E 6= ∅, let x ∈ X\E. Then x ∈ 0 exists a δ > 0 such that B(x; δ) ∩ E = ∅. We will show that B(x; δ) ∩ E = ∅. Suppose to the contrary and let x0 ∈ B(x; δ)∩E 0 . Then δ−d(x, x0 ) > 0, and B(x0 ; δ−d(x, x0 ))∩E 6= ∅ since x0 is a limit point of E. Then B(x; δ)∩E 6= ∅ for all δ > 0 since B(x0 ; δ −d(x, x0 )) ⊂ B(x; δ). Contradiction. Hence B(x; δ) ∩ E 0 = ∅ for some δ > 0, and B(x; δ) ∩ E = ∅. Then X\E is open and E is closed. (iii) b(E) = E\int(E) = E ∩ (X\int(E)). Since X\int(E) is closed, b(E) is intersection of two closed sets. (iv) Let x be a limit point of E 0 . Then for any δ > 0, B(x; δ)\{x} contains a point x0 of E 0 . Let ε > 0 be a such that B(x0 ; ε) ⊂ B(x; δ)\{x}. Since B(x0 ; ε)\{x0 } contains a point of E, B(x; δ)\{x} contains a point of E. Then x ∈ E 0 and E 0 contains its limit points. Hence E 0 is closed. 2 Theorem 3.24 For any set E in a metric space (X, d), b(E) = {c ∈ X : for all ε > 0, B(c; ε) ∩ E 6= ∅ and B(c; ε) ∩ (X\E) 6= ∅}. Proof. Suppose x ∈ b(E). Then x ∈ E\int(E). Then x is not an interior point of E, and so for all ε > 0, B(x; ε) ∩ (X\E) 6= ∅. Also x ∈ E or x ∈ E 0 . Hence B(x; ε) ∩ E 6= ∅ for all ε > 0. Hence x ∈ {c ∈ X : for all ε > 0, B(c; ε) ∩ E 6= ∅, B(c; ε) ∩ (X\E) = ∅}. Suppose x ∈ {c ∈ X : for all ε > 0, B(c; ε) ∩ E 6= ∅, B(c; ε) ∩ (X\E) 6= ∅}. Then x 6∈ int(E) 2 and, x ∈ E or x ∈ E 0 . Hence x ∈ / int(E), x ∈ E. Theorem 3.25 Let C[a, b] be the set of continuous real valued functions. Then C[a, b] is a closed subset of the metric space (B[a, b], d) with the supremum metric. Proof. Let f ∈ C[a, b]0 , and let (fn ) be a sequence in C[a, b] such that fn → f in B[a, b]. It suffices to show that f ∈ C[a, b]. Fix t0 ∈ [a, b], ε > 0. Let N ∈ N be such that d(fN , f ) < ε/3. Since fN is continuous we have ∃δ > 0 ∀t ∈ (t0 − δ, t0 + δ) ∩ [a, b] : |fN (t) − fN (t0 )| < ε/3. Therefore for the same t |f (t) − f (t0 )| ≤ |f (t) − fN (t)| + |fN (t) − fN (t0 )| + |fN (t0 ) − f (t0 )| ≤ ε/3 + ε/3 + ε/3 = ε. 2



Hence f ∈ C[a, b].



11



Theorem 3.26 (i) If A ⊂ B, and B is closed then A ⊂ B. (ii) If C ⊂ D and C is open then C ⊂ int(D). Proof. (i) If A is closed then A = A, and there is nothing to prove. Otherwise, assume that A \ A 6= ∅. Let x ∈ A \ A. Suppose that x 6∈ B. Then x is an interior point of B c since B c is open. Therefore x is an interior point of Ac since B c ⊂ Ac . This is a contradiction since x is a limit point of A. (ii) Let x ∈ C. Since C is open there exits ε > 0 such that B(x; ε) ⊂ C. Hence B(x; ε) ⊂ D, so that x ∈ int(D). 2 e r). The Theorem 3.27 Let (X, d) be a metric space, x ∈ X and r > 0. Then B(x; r) ⊂ B(x; n inclusion is not necessarily valid in the other direction. However, in R with the usual metric ˜ r) B(x; r) = B(x; e r). To see that the e r). By 3.21 B(x; e r) is closed. By 3.26(i) B(x; r) ⊂ B(x; Proof. B(x; r) ⊂ B(x; inclusion is not necessarily valid in the other direction we let d be the discrete metric on a set X with at least two elements say x0 and x1 . Then B(x0 ; 1) = {x0 } and B(x0 ; 1) = {x0 } since there e 0 ; 1) = X and X 6= {x0 }. Let Rn have the are no limit points in a discrete metric space. But B(x n n usual metric, and let x ∈ R , y ∈ R with d(x, y) = r. It suffices to show that y ∈ B(x; r)0 . Let ε ε ε ε ε ∈ (0, r), x = (x1 , . . . , xn ), y = (y1 , . . . , yn ) and x ˜ = ((1 − 2r )y1 + 2r x1 , . . . , (1 − 2r )yn + 2r xn ). ε ε ε ε Then d(˜ x, y) = 2r d(x, y) = 2 . Hence x ˜ 6= y. Moreover d(˜ x, x) = (1 − 2r )d(x, y) = r − 2 < r. Hence x ˜ ∈ B(x; r) and y is a limit point of B(x; r). 2



4



Functions in metric spaces



Definition 4.1 Let (X, ρ) and (Y, σ) be metric spaces. Let A ⊂ X, x0 be a limit point of A, i.e. x0 ∈ A0 , and y0 ∈ Y . Let f : A → Y . Then y0 is the limit of f at x0 if (∀ε > 0) (∃δ > 0) (∀x ∈ A)[(0 < ρ(x, x0 ) < δ) =⇒ (σ(f (x), y0 ) < ε)]. Notation:“ lim f (x) = y0 ” or“f (x) → y0 as x → x0 ”. x→x0



Theorem 4.2 Let (X, ρ) and (Y, σ) be metric spaces. Let A ⊂ X, x0 be a limit point of A, i.e. x0 ∈ A0 , and y0 ∈ Y . Let f : A → Y . Then y0 = limx→x0 f (x) if and only if for every sequence (xn ) in A \ {x0 } (ρ(xn , x0 ) → 0) =⇒ (σ(f (xn ), y0 ) → 0). Proof. The proof is similar to the corresponding proof for real functions and shows that the Cauchy and Heine definitions of a limit are equivalent. Theorem 4.3 Let f (x) → y1 as x → x0 and f (x) → y2 as x → x0 . Then y1 = y2 . Proof. 2.17.



σ(y1 , y2 ) ≤ σ(y1 , f (x)) + σ(f (x), y2 ) → 0 as x → x0 . Hence y1 = y2 . See also Theorem 2



x2 y . + y2 Then lim(x,y)→(0,0) f (x, y) does not exist. By Theorem 4.2 it is sufficient to find a sequence ((x  n , yn ))n∈N  with (xn , yn ) → (0, 0) such that (f (xn , yn ))n∈N does not converge. Let (xn , yn ) = 1 (−1)n , . Then f (xn , yn ) = (−1)n /2. n n2 Example 4.4 Let f : R2 \{(0, 0)} → R be defined by f (x, y) =
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x4



Example 4.5 Let f : R2 \{(0, 0)} → R be defined by f (x, y) = Since |x2 y| ≤ 21 (x4 + y 2 ) and |f (x, y)| ≤



x2 y 2 . + y2



x4



|y| we have that d((x, y), (0, 0)) < 2ε implies |f (x, y)| < 2



|y| 1 ≤ (x2 + y 2 )1/2 < ε. Hence lim(x,y)→(0,0) f (x, y) = 0. 2 2



Definition 4.6 Let (X, ρ), (Y, σ) be metric spaces. Then f : X → Y is continuous at a point x0 of X if given ε > 0 there is a δ > 0 such that ρ(x, x0 ) < δ implies σ(f (x), f (x0 )) < ε (or f (B(x0 ; δ)) ⊂ B(f (x0 ); ε)). If f is continuous at all points of a set then f is continuous on that set. Example 4.7 Let (X, d) be a metric space, let a ∈ X, and f : X → R, f (x) = d(a, x). Then f is continuous. Proof. Let x ∈ X be arbitrary. By Proposition 1.11 |f (x)−f (y)| = |d(a, x)−d(a, y)| ≤ d(x, y) < ε for y ∈ B(x; ε). 2 Theorem 4.8 Let (X, ρ), (Y, σ) be metric spaces. Then f : X → Y is continuous if and only if for every open set G in Y, f −1 (G) is open in X. Proof. Suppose f is continuous and G is open in Y . If f −1 (G) = ∅ then it is open. If −1 f (G) 6= ∅ let x0 ∈ f −1 (G). Then f (x0 ) ∈ G and since G is open there is an ε > 0 such that B(f (x0 ); ε) ⊂ G. By continuity of f there exists δ > 0 such that f (B(x0 ; δ)) ⊂ B(f (x0 ); ε). Then B(x0 ; δ) ⊂ f −1 (B(f (x0 ); ε)) ⊂ f −1 (G). Then x0 is an interior point of f −1 (G), and f −1 (G) is open. Suppose that the open set condition holds. Let x ∈ X. For any ε > 0, B(f (x); ε) is open in (Y, σ). By hypothesis f −1 (B(f (x); ε)) is open in (X, ρ). Since x ∈ f −1 (B(f (x); ε)) there is a δ > 0 such that B(x; δ) ⊂ f −1 (B(f (x); ε)). Then f (B(x; δ)) ⊂ B(f (x); ε), and so f is continuous at x.2 Theorem 4.9 Let (X, ρ), (Y, σ) be metric spaces. Then f : X → Y is continuous if and only if the inverse of every closed set C in Y is closed in X. Proof. Suppose the closed set condition holds. Then C closed implies f −1 (C) closed. Let G be c open. Then and since x ∈ f −1 (Gc ) ⇔ f (x) ∈ Gc ⇔ f (x) ∈ /G⇔x∈ / f −1 (G) ⇔ x ∈ c G−1 is closed, −1 c −1 c −1 f (G) , f (G ) = (f (G)) is closed. Then f (G) is open. Then f is continuous by 4.8. Suppose f is continuous, and C is closed in Y . Then C c is open, and by 4.8 f −1 (C c ) = (f −1 (C))c is open. Then f −1 (C) is closed. 2



5



Complete metric spaces



Definition 5.1 A sequence (xn ) of points in a metric space (X, d) is a Cauchy sequence if (∀ε > 0) (∃N ∈ N) (∀m, n ∈ N) [(m, n ≥ N ) ⇒ (d(xn , xm ) < ε)]. Lemma 5.2 Let (xn ) be a Cauchy sequence in a metric space (X, d). Then (xn ) is bounded. Proof. Let ε = 1 in Definition 5.1. Then there exists N ∈ N such that m, n ≥ N implies d(xm , xn ) < 1. Hence for m ≥ N, d(xm , xN ) < 1, and so for all m, d(xm , xN ) ≤ max{d(x1 , xN ), . . . , d(xN −1 , xN ), 1}. 2
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Theorem 5.3 A convergent sequence in a metric space is a Cauchy sequence. Proof.



Let xn → x in (X, d). Then (∀ε > 0) (∃N ∈ N) (∀n ∈ N) [(n ≥ N ) ⇒ (d(xn , x) < ε/2)].



Let ε > 0 and let N be as above. Let m, n ∈ N be such that m, n ≥ N . Then d(xn , xm ) ≤ d(xn , x) + d(xm , x) < ε/2 + ε/2 = ε. 2



Hence (xn ) is a Cauchy sequence.



Remark 5.4 The converse of Theorem 5.3 is false in general. Let (Q, d) have the standard metric d(x, y) = |x − y|. Let xn = 10−n sn , where sn = min{s ∈ N : s2 > 2.102n }. We will show that (xn ) is a Cauchy sequence in (Q, d) which does not converge. Since s2n > 2.102n ≥ (sn − 1)2 we have that (sn − 1)2 ≤ 4.102n . Hence sn ≤ 2.10n + 1 ≤ 3.10n , and s2n ≤ 2.102n + 2sn − 1 ≤ 2.102n + 6.10n . Then 2 < x2n ≤ 2 + 6.10−n . It follows that limn→∞ x2n = 2, and so (x2n ) is a Cauchy sequence. Since |xn − xm | ≤ |xn − xm |.|xn + xm | ≤ |x2n − x2m | ≤ 6. max{10−n , 10−m } we have that (xn ) is also a Cauchy sequence. Suppose limn→∞ xn = x, x ∈ Q. Then limn→∞ x2n = x2 . But x2 6= 2 for x ∈ Q. Contradiction. Definition 5.5 A subset E of a metric space (X, d) is complete if for any Cauchy sequence of points (xn ) in E there exists x ∈ E such that xn → x. Example 5.6 The set of real numbers R with the usual metric d(x, y) = |x − y| is a complete metric space. Theorem 5.7 The Euclidean space RN is complete. Proof. Let (xn ) be a Cauchy sequence in RN . For a fixed n, the point xn is an N -tuple (i) (N ) (2) (1) xn = (xn , xn , . . . , xn ). Then for every i = 1, 2, . . . , N , (xn ) is a Cauchy sequence of real numbers. This follows from the inequality ( |x(i) n



−



x(i) m|



≤



N X (i) 2 (x(i) n − xm )



)1/2 ,



i=1



which is valid for every i = 1, 2, . . . , N . By the completeness of R with the usual metric we conclude (i) that, for every i = 1, 2, . . . , N , there exists x(i) such that xn → x(i) . Let x = (x(1) , x(2) , . . . , x(N ) ). Then x ∈ RN , and the inequality (



N X (i) 2 (x(i) n −x )



)1/2 ≤



i=1



N X



|xn(i) − x(i) |



i=1



2



implies that xn → x. Theorem 5.8 Let (X, d) be a metric space, and let E be a subset of X. (i) If E is complete then E is closed. (ii) If X is complete, and E is closed, then E is complete.



Proof. (i) Let x ∈ X be a limit point of E. Then there exists a sequence (xn ) of points in E such that xn → x. Then (xn ) is a Cauchy sequence, by Theorem 5.3. Since E is complete, xn → y for some y ∈ E. By uniqueness of the limit, x = y. Hence x ∈ E. (ii) Let (xn ) be a Cauchy sequence in E. Since X is complete, xn → x for some x ∈ X. Since E is closed, x ∈ E. 2 14



Definition 5.9 Let (X, d) be a metric space. A subset E of X is called bounded if there exists an open ball that contains E. Remark 5.10 A subset E of a metric space (X, d) is bounded if and only if diam(E) := sup d(x, y) < ∞. x,y∈E



Let (Y, τ ) be a metric space, and let X be an arbitrary set. Then f : X → Y is bounded if f (X) is bounded in Y . Let B(X, Y ) denote the set of all bounded functions from X to Y . The (usual) supremum metric on B(X, Y ) is defined by ρ(f, g) = sup τ (f (x), g(x)). x∈X



Recall that if X = [a, b], Y = R and τ is the usual metric on R then we obtain the metric space B[a, b] with the supremum metric. Theorem 5.11 Let X be a non-empty set and (Y, τ ) be a complete metric space. Then (B(X, Y ), ρ) is a complete metric space. Proof. Let (φn ) be a Cauchy sequence in B(X, Y ) and let x be any point of X. Since τ (φm (x), φn (x)) ≤ supξ∈X τ (φm (ξ), φn (ξ)) = ρ(φm , φn ) it follows that (φn (x)) is a Cauchy sequence in the complete metric space (Y, τ ). Hence limn→∞ φn (x) exists for every x ∈ X. Let φ : X → Y be the function given by φ(x) = limn→∞ φn (x), x ∈ X. Next we show that φ ∈ B(X, Y ). Since (φn ) is Cauchy in (B(X, Y ), ρ) there exists N ∈ N such that m, n ≥ N implies ρ(φn , φm ) ≤ 1. Hence ρ(φN , φm ) ≤ 1. Then, by definition supx∈X τ (φN (x), φm (x)) ≤ 1 for m ≥ N , and so for any x ∈ X, τ (φN (x), φm (x)) ≤ 1, m ≥ N . By Theorem 2.18 τ (φN (x), φ(x)) ≤ 1. Since φN is bounded, φN (X) is contained in an open ball. Hence φ(X) is contained in an open ball with the same center and radius, 1 larger. So φ ∈ B(X, Y ). Finally we show that φm → φ (which is a stronger assertion than the statement φm (x) → φ(x) for every x ∈ X). Given any ε > 0 there exists Nε ∈ N such that m, n ≥ Nε implies ρ(φm , φn ) ≤ ε. Hence m, n ≥ Nε implies for x ∈ X, τ (φm (x), φn (x)) ≤ ε. Taking the limit n → ∞ (see again Theorem 2.18) we obtain that m ≥ Nε , x ∈ X implies τ (φm (x), φ(x)) ≤ ε. Hence supx∈X τ (φm (x), φ(x)) ≤ ε for m ≥ Nε . Hence m ≥ Nε implies ρ(φm , φ) ≤ ε. So φm → φ. 2 Corollary 5.12 (C[a, b], d) is a complete metric space. Proof. Since R with the usual metric space is complete, B[a, b] with the supremum metric d, is complete by Theorem 5.11. By Theorem 3.25 C[a, b] is a closed subset of B[a, b]. Then C[a, b] is complete by Theorem 5.8. 2 Definition 5.13 A normed space which is complete as a metric space is a Banach space. Remark 5.14 R, RN , B(X, Y ) with Y a complete normed space are examples of Banach spaces. C[a, b] with norm kf − gk = supx∈[a,b] |f (x) − g(x)| is a Banach space. Example 5.15 Let C[0, 1] be the continuous real-valued functions on [0, 1]. Define d(f, g) = R1 |f (t) − g(t)|dt. Then (C[0, 1], d) is an incomplete metric space. 0 Proof.



Define for n = 1, 2 . . .  0 ≤ t ≤ 21 ,  0, 1 1 2n(t − 2 ), 12 ≤ t ≤ 21 + 2n , fn (t) =  1 1 1, + ≤ t ≤ 1. 2 2n 15



R1 1 Then (fn ) is Cauchy since d(fn , fm ) = 0 |fn (t) − fm (t)|dt = 14 | n1 − m |. Hence d(fn , fm ) ≤ ε for 1 n, m ≥ ε Suppose fm → f . Then there exists N such that m ≥ N implies Z



1



|f (t) − fm (t)|dt



d(f, fm ) = 0



Z



1 2



1 1 2 + 2m



Z |f (t)|dt +



=



Z



1 2



0



1



|f (t) − fm (t)|dt +



|1 − f (t)|dt < ε. 1 1 2 + 2m



We conclude that f (t) = 0, 0 ≤ t ≤ 12 , f (t) = 1, 21 < t ≤ 1. Hence f is not continuous at 12 . Contradiction. Hence C[0, 1] with this metric is not complete. 2 Theorem 5.16 A metric space (X, d) is complete if and only if for every sequence (Vn ) of nonempty closed subsets of X "∞ # \ {(∀n ∈ N) [Vn+1 ⊂ Vn ]} ∧ [diam(Vn ) → 0] ⇒ Vn 6= ∅ . n=1



Proof. Suppose X is complete, and let (Vn ) be a sequence of non-empty closed sets with Vn ⊃ Vn+1 , diam(Vn ) → 0. Let ε > 0. There exists N ∈ N such that diam(VN ) < ε. Let xn ∈ Vn , n = 1, 2, . . . . Then for any m, n ≥ N, xm , xn ∈ VN and d(xm , xn ) ≤ diam(VN ) < ε. Hence (xn ) is a Cauchy sequence. Since X is complete xTn → x for some x ∈ X. Since xn ∈ Vm T∞ ∞ for all T n ≥ m, x ∈ Vm = VTm . Since m was arbitrary x ∈ m=1 Vm , and m=1 Vm 6= ∅. Note that ∞ ∞ {x} = m=1 Vm . (If y ∈ m=1 Vm and y 6= x, then diam(Vm ) ≥ d(x, y) > 0). Suppose X is not complete. Then there exists a Cauchy sequence (xn ) which does not converge. Let Vn = {xi : i ≥ n}. Then Vn does not have any limit points (If x is a limit point of Vn , then there exists a subsequence of (xn ) which converges. Since (xn ) is Cauchy, (xn ) converges. Contradiction). Hence Vn is closed, and Vn ⊃ Vn+1 . Given any ε > 0 there exists N such that m, n ≥ N implies d(xm , xn ) < ε. Hence diam(VN ) ≤ ε and so diam(Vn )T→ 0. Suppose x ∈ Vn for ∞ all n. Then xn → x since d(x, xn ) ≤ diam(Vn ) → 0. Contradiction. So n=1 Vn = ∅. 2 Definition 5.17 A subset A of a metric space (X, d) is said to be dense if A = X. I.e. if (∀x ∈ X) (∀ε > 0) (∃y ∈ A) [d(x, y) < ε]. Remark 5.18 A is not dense in X if (∃x ∈ X) (∃ε > 0) (∀y ∈ A) [d(x, y) ≥ ε]. Definition 5.19 A metric space (X, d) is said to be separable if it contains a countable dense subset. Example 5.20 (i) R with the standard metric is separable as Q is countable and dense in R. (ii) RN with the standard metric is separable as QN is countable and dense in RN . Definition 5.21 Two metric spaces (X1 , d1 ) and (X2 , d2 ) are isometric if there exists a bijection T : X1 → X2 such that h i (∀x, y ∈ X1 ) d2 (T x, T y) = d1 (x, y) . b b d) Theorem 5.22 Let (X, d) be a metric space. Then there exists a complete metric space (X, b e which has a subset W which is isometric with X and which is dense in X. If X is any complete f isometric with X and dense in X e then X b and X e are isometric. metric space having a subset W
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b (b) the construction b d), The proof is in four steps: (a) the construction of a metric space (X, b (d) the b b d), of an isometry T from X onto W where W = X, (c) the proof of completeness of (X, proof of the uniqueness except for isometries. Proof. (a) Let (xn ) and (x0n ) be Cauchy sequences in (X, d). We define (xn ) to be equivalent to (x0n ) written (xn ) ∼ (x0n ) if limn→∞ d(xn , x0n ) = 0. Then ∼ defines an equivalent relation. ((xn ) ∼ (xn ) since d(xn , xn ) = 0, (xn ) ∼ (yn ) ⇐⇒ limn→∞ d(xn , yn ) = limn→∞ d(yn , xn ) = 0 ⇐⇒ (yn ) ∼ (xn ), (xn ) ∼ (yn ) and (yn ) ∼ (zn ) implies limn→∞ d(xn , zn ) ≤ limn→∞ (d(xn , yn ) + b be the set of all equivalence classes x d(yn , zn )) = 0 and so (xn ) ∼ (zn )). Let X b, yb, . . . of Cauchy b b x, yb) = b b sequences. We write (xn ) ∈ x b if (xn ) is a member of x b. Define d : X × X → R by d(b limn→∞ d(xn , yn ) where (xn ) ∈ x b, (yn ) ∈ yb. This limit exists since |d(xn , yn ) − d(xm , ym )| ≤ d(xn , xm ) + d(yn , ym ), which goes to 0 as n, m → ∞. Hence (d(xn , yn )) is a Cauchy sequence in the complete metric space R. Moreover this limit is independent of the choice of representatives: Let (xn ) ∼ (x0n ) and (yn ) ∼ (yn0 ). Then |d(xn , yn ) − d(x0n , yn0 )| ≤ d(xn , x0n ) + d(yn , yn0 ) → 0. Hence b x, yb). To complete part (a) we show that db is a metric limn→∞ d(xn , yn ) = limn→∞ d(x0n , yn0 ) = d(b b x, yb) < ∞ since 0 ≤ limn→∞ d(xn , yn ) < ∞ for Cauchy sequences (xn ) and b (M1) 0 ≤ d(b on X. b (yn ), (M2) d(b x, yb) = 0 ⇐⇒ limn→∞ d(xn , yn ) = 0 for representatives (xn ) ∈ x b, (yn ) ∈ yb ⇐⇒ b x, yb) = limn→∞ d(xn , yn ) = limn→∞ d(yn , xn ) = d(b b y, x (xn ) ∼ (yn ) ⇐⇒ x b = yb, (M3) d(b b), (M4) Let b x, yb) = limn→∞ d(xn , yn ) ≤ limn→∞ (d(xn , zn )+d(zn , yn )) = limn→∞ d(xn , zn )+ (zn ) ∈ zb. Then d(b b zb) + d(b b z , yb) since each of the above limits exists. limn→∞ d(zn , yn ) = d(x, b which contains the constant Cauchy sequence (b) With each b ∈ X we associate the class bb ∈ X b bb, b b T is an isometry since d( (b, b, b . . . ). This defines a map T : X → X. c) = limn→∞ d(b, c) = d(b, c), where b c is the class containing (c, c, . . . ). Put W = T (X). Then T is onto W . T is also b bb, b one-to-one. (Suppose bb = b c. Then d( c) = 0 implies d(b, c) = 0. Hence b = c). So X and W are b Let x b be arbitrary, and let (xn ) ∈ x isometric. We will show that W is dense in X. b∈X b. For bN . every ε > 0 there exists N ∈ N such that n ≥ N implies d(xn , xN ) < 2ε . Let (xN , xN , . . . ) ∈ x b xN , x b Then x bN ∈ W . Moreover d(b b) = limn→∞ d(xN , xn ) ≤ 2ε < ε. Hence W is dense in X. b Since W is dense in X b d). b we have that for every x b (c) Let (b xn ) be a Cauchy sequence in (X, bn ∈ X 1 b xn , zbn ) < . By the triangle inequality d(b b zn , zbm ) ≤ d(b b zn , x there exists zbn ∈ W such that d(b bn ) + n 1 1 b b zm ) is a Cauchy d(b xn , x bm ) + d(b xm , zbm ) ≤ n + ε + m for all m, n ≥ N and some N ∈ N. Hence (b sequence in W . Since T : X → W is an isometry the sequence (zm ), zm = T −1 zbm is a Cauchy b be the equivalence class containing (zm ). We will show that x sequence in X. Let x b∈X bn → x b 1 b b b b b b in (X, d). Since d(b xn , x b) ≤ d(b xn , zbn ) + d(b zn , x b) < n + d(b zn , x b), zbn contains the Cauchy sequence b zn , x (zn , zn , . . . ), and x b contains the Cauchy sequence (zm ) we have that d(b b) = limm→∞ d(zn , zm ). 1 b xn , x So d(b b) ≤ n + ε < 2ε for n sufficiently large. b and X e are isometric by constructing a bijective isometry U : X e → X. b Let (d) We prove that X −1 f be bijective isometries. Then T T f → W is a bijective T : X → W and T1 : X → W : W 1 e x, zen ) < 1 . Then e f f isometry. Suppose x e ∈ X\W . Then there exists a sequence zen ∈ W such that d(e n −1 e Define zbn = T T zen , n = 1, 2, . . . .. Then (b (e zn ) is a Cauchy sequence in X. zn ) is a Cauchy 1 b is complete zbn → x b This sequence in W since T T1−1 is an isometry. Since X b for some x b ∈ X. e b e defines a map U : X → X by putting x b = Ux e. We will show that U is an isometry. Let x e, ye ∈ X. Then, by the triangle inequality, b x e x, ye)| ≤ |d(U b x e xn , yen )| + |d(e e xn , yen ) − d(e e x, ye)| |d(U e, U ye) − d(e e, U ye) − d(e b b e b e e yn , ye) , ≤ |d(U x e, U ye) − d(b xn , ybn )| + |d(e xn , yen ) − d(b xn , ybn )| + d(e xn , x e) + d(e b x b ye, ybn ) + d(e e xn , x b yn , ye) → 0 ≤ d(U e, x bn ) + d(U e) + d(e e xn , yen ) = d(b b xn , ybn ). Hence U since U x e = limn→∞ x bn , U ye = limn→∞ ybn , x en → x e, yen → ye and d(e is an isometry. But isometrics are injective (one-to-one). Finally we show that U is onto. Let b x b ∈ X\W . Then there exists a sequence (b zn ) ∈ W such that zbn → x b. Then zen = T1 T −1 zbn gives a Cauchy sequence (e zn ). Then zen → x e and U x e=x b. 2 17
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The contraction mapping theorem and applications



Let (X, d) be a metric space. Let T : X → X be a function (mapping) from X into itself. Definition 6.1 A point x ∈ X is a fixed point of the mapping T , if T x = x. Definition 6.2 A mapping T : X → X is a contraction (or contraction mapping) if h i (∃λ ∈ [0, 1)) (∀x, y ∈ X) d(T x, T y) ≤ λd(x, y) . Theorem 6.3 Let (X, d) be a complete metric space, and let T : X → X be a contraction. Then T has a unique fixed point. Proof.



Let x0 ∈ X. Define xn+1 = T xn , n = 0, 1, 2, . . . Then d(xn+1 , xn ) = d(T xn , T xn−1 ) ≤ λd(xn , xn−1 ) = λd(T xn−1 , T xn−2 ) ≤ λ2 d(xn−1 , xn−2 ) = · · · ≤ λn d(x1 , x0 ).



Let m ≥ n. Then



d(xn , xm ) ≤ d(xn , xn+1 ) + d(xn+1 , xn+2 ) + · · · + d(xm−1 , xm ) (1)



≤



n



λ d(x1 , x0 ) + λn+1 d(x1 , x0 ) + · · · + λm−1 d(x1 , x0 ) ≤



λn 1−λ d(x1 , x0 ).



It follows from (1) that (xn ) is a Cauchy sequence. Since (X, d) is complete, there exists x∗ ∈ X such that xn → x∗ . Taking the limit m → ∞ in (1) we obtain



d(xn , x∗ ) ≤



(2)



λn d(x1 , x0 ). 1−λ



By the triangle inequality and (2) (3)



d(T x∗ , x∗ ) ≤ d(T x∗ , T xm ) + d(T xm , x∗ ) ≤ λd(x∗ , xm ) + d(xm+1 , x∗ ) ≤



2λm+1 d(x1 , x0 ). 1−λ



Taking the limit m → ∞ in (3) we obtain that d(T x∗ , x∗ ) = 0. Hence T x∗ = x∗ , and x∗ is a fixed point of T . Suppose that z ∈ X is also a fixed point of T , i.e. T z = z. Then d(x∗ , z) = d(T x∗ , T z) ≤ λd(x∗ , z). Since 0 ≤ λ < 1 it follows that d(x∗ , z) = 0, and hence x∗ = z.



2



Example 6.4 Let X = [0, 1] with the standard metric. Since R is complete, and [0, 1] is closed, [0, 1] is complete. Let T : X → X be defined by T x = cos x. Then T X = [cos 1, 1]. Also, by the Mean Value Theorem we have |T x − T y| = | cos x − cos y| ≤ max | sin θ||x − y| = | sin(1)| · |x − y|. θ∈[0,1]



Since | sin(1)| < 1 we conclude that T is a contraction mapping. Iteration of an arbitrary value in [0, 1] gives x∗ = 0.739085133 . . . . 18



Example 6.5 Let X = C[0, 1] with the supremum (maximum) metric. Let T : X → X be defined by Z t



(T f )(t) = 1 −



τ f (τ )dτ. 0



The T is a contraction mapping since, Z t Z t τ |g(τ ) − f (τ )|dτ τ (g(τ ) − f (τ ))dτ ≤ max d(T f, T g) = max t∈[0,1]



Z



t∈[0,1]



0



1



Z τ |g(τ ) − f (τ )|dτ ≤



≤



0



1



τ d(f, g)dτ = 0



0



1 d(f, g). 2



Note that T f ∈ C[0, 1]. Since C[0, 1] is complete the equation T f = f has a unique solution, by Theorem 6.3. Since t → (T f )(t) is differentiable we have that t → f (t) is differentiable, and d 2 f 0 (t) = (T f )(t) = −tf (t). Since f (0) = 1 we have f (t) = e−t /2 on [0, 1]. It can be shown that dt this solution can be extended to X = C(R). Example 6.6 Let K : [a, b] × [a, b] → R be a continuous function, and let θ : [a, b] → R be Rb continuous. Consider the integral equation ψ(x) = λ a K(x, y)ψ(y)dy + θ(x), ψ ∈ C[a, b] where λ is a constant (Fredholm integral equation of the second kind). We shall prove that for |λ| sufficiently small, there exists a unique ψ ∈ C[a, b] which solves the equation. In Chapter 7 we shall prove that continuous functions on closed, bounded subsets of Rm are bounded: i.e. there exists M such that |K(x, y)| ≤ M . We will also show that continuous functions on closed, bounded subsets of Rm are uniformly continuous i.e. for all ε > 0 there exists δ > 0 such that |x1 − x2 | < δ implies |θ(x1 ) − θ(x2 )| ≤ ε and |K(x1 , y) − K(x2 , y)| < ε. Also for ψ ∈ C[a, b], there exists Nψ such that |ψ(y)| ≤ Nψ for all a ≤ y ≤ b. Define T on C[a, b] by Z



b



K(x, y)ψ(y)dy + θ(x), a ≤ x ≤ b.



(T ψ)(x) = λ a



Then |T ψ(x1 ) − T ψ(x2 )| ≤ |λ| 



Z



b



(K(x1 , y) − K(x2 , y))ψ(y)dy + |θ(x1 ) − θ(x2 )| ≤ |λ|εNψ (b −



a



a) + ε for |x1 − x2 | ≤ δ. Hence T Zψ ∈ C[a, b]. For any ψ1 , ψ2 ∈ C[a, b] we have d(T ψ1 , T ψ2 ) = a maxa≤x≤b |T ψ1 (x) − T ψ2 (x)| ≤ |λ| |K(x, y)| |ψ1 (y) − ψ2 (y)|dy ≤ |λ|M (b − a)d(ψ1 , ψ2 ). Hence b



T is a contraction map on a complete metric space for |λ| < (M (b − a))−1 and T ψ = ψ has Rb a unique solution. Then ψ(x) = λ a K(x, y)ψ(y)dy + θ(x) has a unique solution in C[a, b] for |λ| < (M (b − a))−1 . Z



1



(x − y)ψ(y)dy + 1, ψ ∈ C[−1, 1]. Then



Example 6.7 Consider the integral equation ψ(x) = λ −1



b − a = 2, and |x − y| ≤ 2 on [−1, 1] × [−1, 1]. Hence there exists a unique solution for |λ| < 41 . We Z 1 see that the solution is of the form ψ(x) = c + dx. Hence c + dx = λ (x − y)(c + dy)dy + 1 = −1



2dλ 2dλ 3 6λ 1− + 2cλx. So c = 1 − , d = 2cλ with solution c = ,d = . We see that 3 3 3 + 4λ2 3 + 4λ2 1 this is also the unique solution for |λ| ≥ . 4 Theorem 6.8 Let S be the rectangle [x0 − a, x0 + a] × [y0 − b, y0 + b]. Suppose that f : S → R is continuous, and |f (x, y)| ≤ B for (x, y) ∈ S, and there exists a constant A such that |f (x1 , y1 ) − f (x1 , y2 )| ≤ A |y1 − y2 |



19



 for all (x1 , y1 ) ∈ S, (x1 , y2 ) ∈ S (Lipschitz condition). Let α ∈ [0, a] be such that α < min A1 , Bb . dy Then the differential equation = f (x, y), subject to the initial condition y(x0 ) = y0 has a dx unique solution in the interval [x0 − α, x0 + α]. Proof. Let M = [x0 − α, x0 + α], N = [y0 − b, y0 + b]. Let C(M, N ) be the collection of continuous functions from M into N with metric d(ϕ1 , ϕ2 ) = sup |ϕ1 (t)−ϕ2 (t)|. Since N is complete, x0 −α≤t≤x0 +α



(C(M, N ), d) is a complete metric space. Define T on C(M, N ) by Z x f (t, ψ(t))dt. T ψ(x) = y0 + x0



Then T ψ is differentiable with (T ψ)0 (x) = f (x, ψ(x)), and hence T ψ is continuous. Moreover, Z x Z x |(T ψ)(x) − y0 | = | f (t, ψ(t))dt| ≤ |f (t, ψ(t))|dt ≤ B|x − x0 | ≤ Bα < b. x0



x0



Hence T ψ ∈ C(M, N ). By the Lipschitz condition Z x Z d(T ψ1 , T ψ2 ) = max | f (t, ψ1 (t))dt − x∈M



Z ≤ max x∈M



x



x0



x0



x



f ((t, ψ2 (t))dt|



x0



Z |f (t, ψ1 (t)) − f (t, ψ2 (t))|dt ≤ max x∈M



x



x0



Ad(ψ1 , ψ2 )dt = Aαd(ψ1 , ψ2 ).



So T : C(M, N ) → C(M, N ) is a contraction map with λ = Aα < 1. Hence T has a unique fixed point φ ∈ C(M, N ) satisfying Z x T φ = φ i.e. φ(x) = y0 + f (t, φ(t))dt. x0



We see that φ(x0 ) = y0 . Since the right hand side is differentiable, φ is differentiable, and φ0 (x) = dy f (x, φ(x)). Hence φ is a solution of = f (x, y) with y(x0 ) = y0 . On the other hand any solution dx Z x of this o.d.e. with this initial condition is a fixed point since (T y)(x) = y0 + Z x dy y0 + dt = y0 + y(x) − y(x0 ) = y(x). x0 dt



f (t, y(t))dt = x0



2



dy = x2 + y 2 , y(0) = 0. Choose b > 0 in Theorem 6.8. dx Then |f (x, y1 ) − f (x, y2 ))| = |y12 − y22 | = |y1 + y2 ||y1 − y2 | ≤ 2b|y1 − y2 | since y1 , y2 ∈ [−b, b]. So 2 2 2 2 A = 2b. Choose S = [−a,   a] × [−b, b]. Then |f (x, y)| ≤ b + a on S. Hence B = b + a . Choose 1 b 1 α < min , , α ∈ [0, a]. For a = b = √ we obtain that there exists a unique solution 2b b2 + a2 2 on (−2−1/2 , 2−1/2 ). Approximations can be obtained by iterations: let y1 : (−2−1/2 , 2−1/2 ) → (−2−1/2 , 2Z−1/2 ) be y1 (x) = 0.Z Then  Z x  3 Z x x x x3 t t6 2 T y1 (x) = f (t, y1 (t))dt = f (t, 0)dt = , T y2 (x) = f t, dt = t + dt 3 3 9 0 0 0 0 3 7 x x = + ,... 3 63 Example 6.9 Consider the equation



Remark 6.10 It is possible to prove local existence and uniqueness for equations of the type y (k) (x) = f (x, y, y (1) . . . , y (k−1) ) under suitable Lipschitz conditions on f , and under suitable initial conditions.
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Theorem 6.11 (Implicit function Theorem) Let (x0 , y0 ) be an interior point of a set E in R2 , and suppose that f : E → R satisfies (i) f (x0 , y0 ) = 0, (ii) f is continuous in an open set G containing (x0 , y0 ), (iii)



∂f ∂f exists in G and is continuous at (x0 , y0 ), and (x0 , y0 ) 6= 0. ∂y ∂y



Then there exists a rectangle M × N = [x0 − α, x0 + α] × [y0 − β, y0 + β], and a continuous function φ : M → N such that y = φ(x) is the only solution lying in M × N of the equation f (x, y) = 0. −1 ∂f ∂f . Since (x0 , y0 ) is continuous at (x0 , y0 ), there is a rectangle ∂y ∂y 1 ∂f [x0 − δ, x0 + δ] × [y0 − β, y0 + β] ⊂ G on which 1 − q (x, y) < . Using conditions (i), (ii) we ∂y 2 β can find a positive number α ≤ δ such that for x ∈ M = [x0 − α, x0 + α], we have |qf (x, y0 )| ≤ . 2 Since N is complete, C(M, N ) with the usual metric is complete. Define Ω on C(M, N ) by (Ωψ)(x) = ψ(x)−qf (x, ψ(x)), x ∈ M . Then Ωψ is continuous. We first show that Ω maps C(M, N ) into itself. Let ψ ∈ C(M, N ). Then for x ∈ M , we have (Ωψ)(x) − y0 = ψ(x) −  qf (x, ψ(x)) − y0 = 



Proof.



Put q =



ψ(x) − qf (x, ψ(x)) − (y0 − qf (x, y0 )) − qf (x, y0 ) = (ψ(x) − y0 ) 1 − q ∂f ∂y (x, u) − qf (x, y0 ) by the



Mean Value Theorem applied to the second variable: u ∈ (y0 , ψ(x)). Hence |(Ωψ)(x) − y0 | ≤ |ψ(x) − y0 | · |1 − q



1 β ∂f (x, u)| + |qf (x, y0 )| ≤ β · + = β. ∂y 2 2



To prove that Ω is a contraction map we let ψ1 , ψ2 ∈ C(M, N ), and let x ∈ M . Then (Ωψ1 )(x) − (Ωψ2 )(x)   ∂f = (ψ1 (x) − qf (x, ψ1 (x))) − (ψ2 (x) − qf (x, ψ2 (x)) = (ψ1 (x) − ψ2 (x)) 1 − q (x, v) ∂y for some v between ψ1 (x) and ψ2 (x). Then ρ(Ωψ1 , Ωψ2 ) ≤ 21 ρ(ψ1 , ψ2 ). Hence by the contraction mapping theorem Ω has a unique fixed point. Hence there exists a unique φ : M → N, φ ∈ C(M, N ) such that Ω(φ) = φ i.e f (x, φ(x)) = 0, x ∈ M . 2
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Compact sets



Definition 7.1 Let (X, d) be a metric space. A subset E of X (which may be X itself) is compact if every sequence in E has a subsequence which converges to a point in E. If X is compact then (X, d) is a compact metric space. Example 7.2 A finite set in a metric space is compact. Proof. If E = ∅ then E is compact. Suppose E = {p1 , . . . , pk }. If (xn ) is a sequence of points in E then at least one point pi appears infinitely often in (xn ). 2 Theorem 7.3 The subset [a, b] of R with the usual metric is compact. Proof. First we show that every sequence in R has a monotone subsequence. Let (xn ) be a sequence in R. We call xp a terrace point if xn ≤ xp for all n ≥ p. If there are infinitely many terrace points then let xν1 be the first, xν2 be the second, . . . . Then (xνk ) is a decreasing 21



subsequence of (xn ). If there are finitely many terrace points (perhaps none), let ν1 be a natural number such that no xn for n ≥ ν1 is a terrace point. There is a ν2 > ν1 such that xν2 > xν1 . There is a ν3 > ν2 such that xν3 > xν2 . Continuing this way we obtain an increasing subsequence of (xn ). Let (xn ) be a sequence of points in [a, b]. By the above there exists a monotone subsequence (xnk ) of (xn ). Since xn ∈ [a, b] for all n we have that xnk ∈ [a, b] for all k. Then (xnk ) is bounded and monotone. Let x = limk→∞ xnk . Then either xnk = x for all k sufficiently large or x is a limit point. Since [a, b] is closed, x ∈ [a, b]. 2 Theorem 7.4 Let E = [a1 , b1 ] × · · · × [an , bn ] ⊂ Rn with the usual metric. Then E is compact. Proof. Let (xm ) be a sequence of points in E, xm = (ξ1m , . . . , ξnm ). Then (ξ1m )m≥1 is a sequence in [a1 , b1 ]. By 7.3 (ξ1m )m≥1 has a convergent subsequence (ξ1mi )i≥1 . Let ξ1 = limi→∞ ξ1mi . Then (ξ2mi )i≥1 is a sequence in [a2 , b2 ] and has a convergent subsequence with limit ξ2 . By repeating this process altogether n times we end up with a sequence (xνk )k≥1 of points in E such that limi→∞ ξjνi = ξj , j = 1, . . . , n. Let x = (ξ1 , . . . , ξn ). Then



d(x, xνi ) =



 n X 



j=1



|ξj − ξjνi |2



1/2 



≤







n X



|ξj − ξjνi | → 0



j=1



as i → ∞. Hence limi→∞ xνi = x. Then xνi = x for all i sufficiently large, or x is a limit point of E. Since E is closed, x ∈ E. 2 Theorem 7.5 A compact set in a metric space is complete. Proof. Let E be compact set in (X, d), and let (xn ) be a Cauchy sequence in E. Then (xn ) has a subsequence (xni ) which converges to a point x ∈ E. Hence d(xn , x) ≤ d(xn , xni ) + d(xni , x) → 0 as n, i → ∞. Hence xn → x, x ∈ E. 2 Theorem 7.6 Let E be a set in a metric space (X, d). (i) If E is compact, then E is bounded and closed. (ii) If X is compact and E is closed then E is compact. Proof. (i) Since E is compact, E is complete by 7.5. Then E is closed by 5.8 (i). Suppose E is unbounded. Then there exists a sequence (xn ) in E such that d(x1 , xn ) ≥ n − 1, n ∈ N. Then (xn ) does not have a convergent subsequence since d(xni , x) ≥ d(xni , x1 )−d(x1 , x) ≥ ni −1−d(x1 , x) → ∞ as i → ∞ (ii) Let (xn ) be any sequence in E. Since (xn ) is a sequence in X, X compact, there exists a subsequence (xni ) with a limit x ∈ X. Since (xni ) is a convergent sequence in E, and since E is closed, x ∈ E. 2 Corollary 7.7 A set in Rn with the usual metric is compact if and only if it is bounded and closed. Proof. Suppose E is bounded and closed. Then E ⊂ [−N, N ] × · · · × [−N, N ] for some N > 0. Then E is a closed subset of the compact set [−N, N ] × · · · × [−N, N ]. Then E is compact by 7.6 (ii). The converse follows from 7.6 (i). 2 Theorem 7.8 A set E in a metric space is compact if and only if every infinite subset of E has at least one limit point in E.
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Proof. Suppose E is compact. If A ⊂ E and A is infinite then A contains a subset {x1 , x2 , . . . } of distinct points. Since E is compact (xn ) has a subsequence (xni ) which converges to a point x ∈ E. Then x is a limit point of {xn1 , xn2 , . . . } and hence of A. Suppose every infinite subset of E has at least one limit point in E. Let (xn ) be a sequence in E. The set of points {x1 , . . . } may be finite or infinite. If {x1 , . . . } is finite then at least one of its points occurs infinitely many times in the sequence (xn ). Then (xn ) has a convergent subsequence, converging to a point in E. If {x1 , . . . } is infinite then it has a limit point, and this is the limit of some subsequence of (xn ).2 Theorem 7.9 (Bolzano–Weierstrass theorem). A bounded, infinite set in Rn has at least one limit point. Proof. A bounded set lies in the compact set [−N, N ] × · · · × [−N, N ] for some N > 0, and the theorem follows by 7.8. 2 Theorem 7.10 Let (X, d), (Y, e) be a metric spaces. If f : X → Y is continuous, and X is compact then f (X) is compact. Proof. Let (yn ) be a sequence in f (X). Then there exists a sequence (xn ) in X such that yn = f (xn ). Since X is compact, there exists a convergent subsequence (xnk ), with xnk → x, x ∈ X. Since f is continuous , f (xnk ) → f (x). Hence ynk → f (x) and f (x) ∈ f (X). 2 Corollary 7.11 If the domain of a continuous function is compact then the range is bounded and closed. Proof.



Theorem 7.10 and Theorem 7.6 (i).



Corollary 7.12 If the domain of a real-valued continuous function is compact, then the function is bounded and attains its least upper bound and its greatest lower bound. Proof.



Since the range is bounded and closed, the range contains its supremum and infimum. 2



Theorem 7.13 Let f : X → Y be a continuous bijection, where X is compact. Then f −1 : Y → X is continuous. Proof. Let F be a closed set in X. Since X is compact, F is compact by 7.6 (ii). Then f (F ) is compact by 7.10. Hence f (F ) is closed by 7.6 (i). Then (f −1 )−1 (F ) = {y ∈ Y : f −1 (y) ∈ F } = {y ∈ Y : y ∈ f (F )} = f (F ) is closed, and f −1 is continuous by 4.9. 2 Corollary 7.14 Let f : [a, b] → R be strictly increasing and continuous. Then f −1 : [f (a), f (b)] → [a, b] is strictly monotone and continuous. Proof. f is onto [f (a), f (b)], and since f is one-to-one f −1 : [f (a), f (b)] → [a, b] exists. Since [a, b] is compact, f −1 is continuous by 7.13. 2 Definition 7.15 Let (X, d), (Y, e) be a metric spaces. f : X → Y is uniformly continuous if for any ε > 0 there exists a δ > 0 such that x, y ∈ X, d(x, y) < δ implies e(f (x), f (y)) < ε: (∀ε > 0)(∃δ > 0)(∀x ∈ X)(∀y ∈ X)[(d(x, y) < δ ⇒ e(f (x), f (y)) < ε] Remark 7.16 f is not uniformly continuous if (∃ε > 0)(∀δ > 0)(∃x ∈ X)(∃y ∈ X)[(d(x, y) < δ) ∧ (e(f (x), f (y)) ≥ ε)]



23



Example 7.17 f : (0, 1] → R, f (x) = x1 is continuous but not uniformly continuous since there exist sequences (xn ), (e xn ) in (0, 1] such that |xn − x en | → 0, |f (xn ) − f (e xn )| ≥ 1. (Take xn = 1 1 2 , x e = ). Similarly f : R → R, f (x) = x is continuous but not uniformly continuous since n n 2n xn )| ≥ 1. xn = n, x en = n + n1 gives |f (xn ) − f (e Example 7.18 Let f : R → R be differentiable with bounded derivative. Then f is uniformly continuous. Proof. By the Mean Value Theorem f (y) = f (x) + (y − x)f 0 (u) for some x ≤ u ≤ y. Since f 0 is ε in bounded, |f 0 (u)| ≤ K for some K, and all u. Hence |f (y) − f (x)| ≤ K|x − y|. Choose δ = K 7.15. 2 Example 7.19 f : [0, ∞) → R, f (x) = x1/3 is uniformly continuous. This follows from the inequality |x1/3 − y 1/3 | ≤ |x − y|1/3 . The latter is proved by considering the case x ≥ y ≥ 0 and taking cubed powers. Theorem 7.20 Let f : X → Y be continuous, with X compact. Then f is uniformly continuous. Proof. Suppose f is not uniformly continuous. Then there are sequences (xn ), (yn ) of points in X such that d(xn , yn ) ≤ n1 and e(f (xn ), f (yn )) ≥ ε, for some ε > 0. Since X is compact (xn ) has a convergent subsequence (xnk ) with limit α. Then d(ynk , α) ≤ d(ynk , xnk ) + d(xnk , α) ≤ 1 nk + d(xnk , α) → 0. Hence ynk → α. Since f is continuous, f (xnk ) → f (α), f (ynk ) → f (α). Hence e(f (xnk ), f (ynk )) → 0. Contradiction, since e(f (xnk ), f (ynk )) ≥ ε. 2 Definition 7.21 A collection A of sets A is a covering of a set E if E ⊂ ∪A∈A A. The covering is finite if A has a finite number of members only. When E, and the members of A are in a metric space, then the covering is open if all members of A are open. If A, A1 are both coverings of E and A1 ⊂ A then A1 is a subcovering of E. Example 7.22 The interval (0,1) is covered by A = {(x2 , x) : 0 < x < 1}. To see this note that (x2 , x) ⊂ (0, 1) for 0 < x < 1, and that if y ∈ (0, 1) then y = 21 (x2 + x) ∈ (x2 , x) for x = 21 (−1 + (1 + 8y)1/2 ) ∈ (0, 1). Note that A is an infinite cover of (0,1) with no finite subcover. Suppose A1 = {(x2 , x) : x ∈ {x1 , . . . , xn }}. Then the points min1≤i≤n x2i , and max1≤i≤n xi are not in ∪A∈A1 A. Lemma 7.23 Let E be a compact set in a metric space (X, d) and let ε > 0. Then there exists a finite number of points x1 , . . . , xp in E such that E ⊂ ∪pi=1 B(xi ; ε). Proof. Let x1 ∈ E be arbitrary. If E1 = E\B(x1 ; ε) 6= ∅ let x2 ∈ E1 . Generally if it has been possible to choose x1 , . . . , xk and if Ek = E\ ∪ki=1 B(xi ; ε) 6= ∅, let xk+1 ∈ Ek . Suppose that no Ek is empty. Then there exists an infinite sequence (xn ) in E such that when n > m, xn ∈ Em i.e. d(xn , xm ) ≥ ε. Then (xn ) does not have a convergent subsequence (since d(xnk , xnl ) ≥ ε for k > l). Hence Ek = ∅ for some positive integer k = p. 2 Lemma 7.24 Let E be a compact set in a metric space (X, d) and let G be an open covering of E. Then there exists a positive number α such that for every x ∈ E, the open ball B(x; α) is contained in some member of G. α is the Lebesgue number of E for the cover G. Proof. Suppose the lemma is false. Then for every n ∈ N there exists xn ∈ E such that B(xn ; n1 ) is not contained in any G of G. Since E is compact (xn ) has a subsequence (xnk ) which converges to a point x∗ ∈ E. Let G∗ be a member of G which contains x∗ . Since G∗ is open, there is a δ > 0 such that B(x∗ ; 2δ) ⊂ G∗ . For all k sufficiently large d(xnk , x∗ ) ≤ δ. Hence there is an integer r such that d(xr , x∗ ) ≤ δ and r > 1δ . If x ∈ B(xr ; 1r ) then d(x, x∗ ) ≤ d(x, xr ) + d(xr , x∗ ) < 1r + δ < 2δ. Hence x ∈ B(x∗ ; 2δ) and B(xr ; 1r ) ⊂ B(x∗ ; 2δ) ⊂ G∗ . Contradiction, since the B(xn ; n1 ) were chosen to be open balls not lying in any member G of G. 2 24



Theorem 7.25 A set in a metric space is compact if and only if every open covering contains a finite subcovering. Proof. Let E be a compact set in a metric space (X, d) and let G be an open cover of E. By Lemma 7.24 there exists α > 0 such that for every x ∈ E, B(x; α) is contained in some member G of G. Having chosen α, we can find, by Lemma 7.23 points x1 , . . . , xp such that E ⊂ ∪pn=1 B(xn ; α). For each n = 1, . . . , p there is a member Gn of G such that B(xn ; α) ⊂ Gn . Then E ⊂ ∪pn=1 B(xn ; α) ⊂ ∪pn=1 Gn , and {G1 , . . . , Gp } is a finite subcover of E. Let E be a non-compact set in (X, d). By 7.8 E contains an infinite subset D which has no limit points in E. So for each c ∈ D there exists an open ball Gc = B(c; rc ) such that Gc ∩D = {c}. c c Since (D\D) ∩ E = ∅ we have that D ∪ D ∪ E c = X and D ∪ D ⊃ E. So G = (D)c is such that G ∪ D ⊃ E. Hence G = {G} ∪ {Gc : c ∈ D} is an open covering of E. But the only member of G which contains a given point c ∈ D is Gc . Hence every subcovering must contain the infinite collection {Gc : c ∈ D}, and so G contains no finite subcovering. 2 Theorem 7.26 If E is a collection of compact subsets of a metric space such that the intersection of every finite subcollection of sets in E is non-empty, then ∩E∈E is compact and non-empty. Proof. Since each set E in E is closed, ∩E∈E E is a closed subset of the compact set E0 , where E0 is any member of E. Then ∩E∈E E is compact by 7.6 (ii). Suppose ∩E∈E E = ∅. Then X = ∪E∈E E c by de Morgan’s law. Since E is closed, E c is open, and {E c : E ∈ E} is an open covering of X and hence of E0 . Since E0 is compact, {E c : E c ∈ E} has a finite subcovering say X\E1 , . . . , X\En (by 7.25). Then E0 ⊂ (X\E1 ) ∪ · · · ∪ (X\En ). By de Morgan’s law X\E0 ⊃ E1 ∩ · · · ∩ En . Hence E0 ∩(X\E0 ) ⊃ E0 ∩· · ·∩En . But the left hand side is empty, and the right hand side is non-empty by assumption. Contradiction. 2 Definition 7.27 A subset M , which may be X itself, in a metric space (X, d) is totally bounded if for any ε > 0 there exists a finite set {x1 , . . . , xp } of points in X such that M ⊂ ∪pi=1 B(xi ; ε). If X is totally bounded then (X, d) is a totally bounded metric space. Example 7.28 Compact metric spaces are totally bounded metric spaces by Lemma 7.23. Lemma 7.29 Let M be a set in a totally bounded metric space (X, d). Then (M, d) is a totally bounded metric space. Proof. Let ε > 0 be arbitrary. Then there exists a finite set {x1 , . . . , xp } ⊂ X such that X ⊂ ∪pi=1 B(xi ; 2ε ). We discard all balls in this union which do not contain any points of M and denote this set again by {x1 , . . . , xp }. Let yi ∈ B(xi ; 2ε ) ∩ M for i = 1, . . . , p. Then B(xi ; 2ε ) ⊂ B(yi ; ε) and M ⊂ ∪pi=1 B(yi ; ε). Hence (M, d) is a totally bounded metric space. 2 Remark 7.30 If M is a totally bounded subset in a metric space (X, d) then any subset of M is totally bounded. Lemma 7.31 Let M be a totally bounded set in a metric space (X, d). Then M is totally bounded. Proof. Since M is totally bounded for any ε > 0 there exists a finite set {x1 , . . . , xp } ⊂ X such that M ⊂ ∪pi=1 B(xi ; 2ε ). If M = M then there is nothing to prove. If y ∈ M \M then there exists x ∈ M with d(x, y) < ε/2. Hence there exists xi ∈ {x1 , . . . , xp } such that d(x, xi ) < 2ε , and d(xi , y) ≤ d(xi , x) + d(x, y) < ε. Hence y ∈ ∪pi=1 B(xi ; ε). So M ⊂ ∪pi=1 B(xi ; ε). 2 Remark 7.32 Totally bounded sets are bounded.
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Proof. Let M be a totally bounded set in a metric space (X, d). Then for ε = 1 there exists {x1 , . . . , xp } ⊂ X such that M ⊂ ∪pi=1 B(xi ; 1). Then diam (M ) ≤ 2 + max{d(xi , xj ) : i = 1, . . . , p, j = 1, . . . , p}. 2 Theorem 7.33 Any bounded subset of Rn with the usual metric is totally bounded. Proof. Let M be bounded. Then M is bounded (diam (M ) = diam (M )) and closed. Then M is compact by Corollary 7.7, and totally bounded by Lemma 7.23. Then M is totally bounded by Remark 7.30. 2 Example 7.34 Let C[0, 1] have the usual (supremum) metric d. Then (C[0, 1], d) is complete, not totally bounded, and hence not compact. Proof. Let fn : C[0, 1] → R be given by fn (x) = max{1 − 2(n + 1)2 |x − n1 |, 0}, n = 1, 2, . . . . Then the {f1 , f2 , . . . } have disjoint support i.e. d(fn , fm ) = 1 for m 6= n. Hence there do not exist g1 , . . . , gp in C[0, 1] such that {f1 , f2 , . . . } ⊂ ∪pi=1 B(gi ; 21 ), and so C[0, 1] is not totally bounded.2 Lemma 7.35 Let (X, d) be a totally bounded metric space. Then any sequence (xn ) in X has a subsequence which is Cauchy. Proof. Since X is totally bounded it is covered by a finite number of open balls with radius 1 2 . At least one of the balls must contain xn for infinitely many values of n. Hence there is a subsequence, say (xn,1 ), of (xn ) such that all xn,1 belong to a single open ball with radius 21 . Hence d(xn,1 , xm,1 ) < 1 for all m, n. Suppose inductively that for i = 1, 2, . . . , k − 1 there exists a subsequence (xn,i ) of (xn ) such that d(xn,i , xm,i ) < 1i for all m, n, and (xn,i ) is a subsequence of 1 (xn,i−1 ) for i = 2, 3, . . . , k − 1. Since X is covered by a finite number of open balls with radius 2k , at least one such ball contains xn,k−1 for infinitely many values of n. Hence there is a subsequence (xn,k ) of (xn,k−1 ) such that d(xn,k , xm,k ) < k1 for all m, n. For all m ≥ n, d(xn,n , xm,m ) < n1 since xn,n and xm,m belong to the subsequence x1,n , x2,n , . . . . Hence (xn,n ) is a Cauchy subsequence of (xn ). 2 Theorem 7.36 A complete, totally bounded metric space (X, d) is compact. Proof. Let (xn ) be a sequence in X. Then by Lemma 7.35, it has a subsequence (xn,n ) which is Cauchy in X. Since X is complete limn→∞ xn,n exists and belongs to X. 2 Corollary 7.37 Let M be a totally bounded set in a complete metric space (X, d). Then M is compact. Proof. M is closed by Theorem 3.23 (ii). Hence M is a closed subset of the complete set X, and hence M is a complete by Theorem 5.8 (ii). Moreover M is totally bounded by Lemma 7.31. Then M is compact by Theorem 7.36. 2 Definition 7.38 A subset = ⊂ C[0, 1] with the supremum metric d is equicontinuous at a if (∀ ε > 0)(∃ δ > 0)(∀ f ∈ =)(∀ x ∈ [0, 1])[|x − a| < δ =⇒ |f (x) − f (a)| < ε]. A subset = ⊂ C[0, 1] is equicontinuous if it is equicontinuous at every a ∈ [0, 1]. Example 7.39 The family = = {f1 , f2 , · · · } in the proof of Example 7.34 is equicontinuous at any a ∈ (0, 1], and is not equicontinuous at 0. 1 a Proof. Let a > 0 and let  > 0. Let Na = min{n ∈ N : n1 + 2(n+1) 2 ≤ 2 }. For n ≥ Na , we have that fn (x) = 0, a/2 ≤ x ≤ 1. Hence {fNa , fNa +1 , · · · } is equicontinuous at a. Each of {f1 , f2 , · · · , fNa −1 } is continuous at a. Since this family is finite this family is also equicontinuous. Then = is equicontinuous at a. To see that = is not equicontinuous at 0 we note that fn (0) = 0, fn ( n1 ) = 1. 2 26



Theorem 7.40 If = ⊂ C[0, 1] with the supremum metric d is equicontinuous then = ⊂ C[0, 1] is uniformly equicontinuous i.e. (∀ ε > 0)(∃ δ > 0)(∀ f ∈ =)(∀ x ∈ [0, 1])(∀ y ∈ [0, 1])[|x − y| < δ =⇒ |f (x) − f (y)| < ε]. Proof.



Suppose the Theorem is false. Then



(∃ ε > 0)(∀ δ > 0)(∃ f ∈ =)(∃ x ∈ [0, 1])(∃ y ∈ [0, 1])[|x − y| < δ ∧ |f (x) − f (y)| ≥ ε]. Let δ = 1/n, n ∈ N. Then there exist sequences (fn ) ∈ =, and xn ∈ [0, 1], yn ∈ [0, 1] such that |xn − yn | ≤ 1/n and |fn (xn ) − fn (yn )| ≥ ε. Since [0, 1] is compact there exists a subsequence (xnk ) of (xn ) such that xnk → a for some a ∈ [0, 1]. Then ynk → a too. Since (fnk ) is a sequence in = we have that |fnk (xnk ) − fnk (a)| → 0 and |fnk (ynk ) − fnk (a)| → 0. This contradicts |fnk (xnk ) − fnk (ynk )| ≥ ε. Theorem 7.41 If = is totally bounded in C[0, 1] with the supremum metric then = is uniformly equicontinuous. Proof. Let ε > 0. By Lemma 7.29 there exist {f1 , . . . , fp } ⊂ = such that = ⊂ ∪pi=1 B(fi ; 3ε ). Since each fi is uniformly continuous there exists δi such that x ∈ [0, 1], y ∈ [0, 1] and |x − y| < δi implies |fi (x) − fi (y)| < 3ε . Let δ = min{δ1 , . . . , δp }, and let f ∈ =. There exists i ∈ {1, . . . , p} such that d(f, fi ) < 3ε . Then for x ∈ [0, 1], y ∈ [0, 1] and |x − y| < δ we have that |f (x) − f (y)| ≤ |f (x) − fi (x)| + |fi (x) − fi (y)| + |fi (y) − f (y)| < 3 ·



ε = ε. 3 2



Corollary 7.42 If =1 , · · · , =n are totally bounded sets in C[0, 1] with the supremum metric, then ∪ni=1 =i is uniformly equicontinuous. ` -Ascoli) A closed and bounded subset = ⊂ C[0, 1] with the supremum Theorem 7.43 (Arzela metric d is compact if and only if = is equicontinuous. Proof. Suppose = is compact. Then = is totally bounded by Lemma 7.23 and equicontinuous by Theorem 7.41. Suppose = is closed, bounded and equicontinuous. Since = is a closed subset of the complete set C[0, 1] it is complete. By Theorem 7.36 it suffices to show that = is totally bounded. Let ε > 0 be arbitrary. By Theorem 7.40 = is uniformly equicontinuous. Hence there exists δ > 0 such that for any f ∈ = and all x, y ∈ [0, 1] with |x − y| < δ we have that |f (x) − f (y)| < 3ε . We partition [0, 1] into n disjoint intervals Ii = [(i − 1)δ, iδ), i = 1, . . . n − 1, and In = [(n − 1)δ, 1], where n = min{m ∈ N : mδ ≥ 1}. Since = is bounded there exists N such that for all f ∈ =, d(f, 0) ≤ N . Hence for any f ∈ = , f ([0, 1]) ∈ [−N, N ]. We partition [−N, N ] into ε ` intervals Jj = [−N + (j − 1) 3ε , −N + jε 3 ], j = 1, . . . , ` − 1, and J` = [−N + (` − 1) 3 , N ], where ` = min{k ∈ N : kε ≥ 6N }. Consider the collection Ψ of all maps ψ : {1, 2, . . . , n} → {1, . . . , `} (There are `n such maps). For each ψ ∈ Ψ we define gψ : [0, 1] → [−N, N ] by letting g take the constant value −N + (ψ(i) − 1) 3ε on Ii = 1, . . . , n. Each gψ is a step function, constant on each Ii . We will show that for any f ∈ = there exists gψ with d(f, gψ ) < ε. Let f ∈ = be fixed. Define ψ by putting for each i, ψ(i) = j where j is such that f ((i − 1)δ) ∈ Jj (there is at least one such j, and at most two). For a given x in [0, 1] , x ∈ Ii for a unique i, and gψ (x) = −N + (ψ(i) − 1) 3ε . Hence ε 2ε |f (x) − gψ (x)| ≤ |f (x) − f ((i − 1)δ)| + |f ((i − 1)δ) − (−N + (ψ(i) − 1) )| ≤ . 3 3 Hence taking the supremum over all x ∈ Ii and all i = 1, . . . , n we obtain d(f, gψ ) < ε.
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Connected sets



Definition 8.1 A set E in a metric space (X, d) is connected if there do not exist open sets G1 , G2 such that G1 ∩ E 6= ∅, G2 ∩ E 6= ∅, G1 ∪ G2 ⊃ E, G1 ∩ G2 ∩ E = ∅. If X is connected then (X, d) is a connected metric space. Example 8.2 Let (X, d) be a metric space. Then ∅ is connected, {a} is connected for any a ∈ X, and any finite set with at least two points is not connected. Proof. If E = ∅ then G1 ∩ E = G2 ∩ E = ∅ for all open sets G1 , G2 . If E = {a} then G1 ∩ E 6= ∅ and G2 ∩ E 6= ∅ implies a ∈ G1 , a ∈ G2 . Hence G1 ∩ G2 ∩ E 6= ∅. Let E = {x1 , . . . , xn }, and let δ = min{d(x1 , xi ) : i = 2, . . . , n}. Let G1 = B(x1 ; 3δ ), G2 = ∪ni=2 B(xi ; 3δ ). Then G1 , G2 are open and G1 ∩ E 3 x1 , G2 ∩ E 3 x2 , G1 ∪ G2 ⊃ E and G1 ∩ G2 = ∅. 2 Example 8.3 Let R have the usual metric. Then Q and R\Q are not connected. √ √ Proof. Let G1 = (−∞, 2), G2 = ( 2, ∞), E = Q. Then G1 , G2 are open and satisfy all remaining four requirements in Definition 8.1. Similarly if E = R\Q then G1 = (−∞, 0), G2 = (0, ∞) satisfy all requirements in Definition 8.1. 2 Theorem 8.4 A metric space (X, d) is connected if and only if X and ∅ are the only sets which are both open and closed. Proof. Suppose X is connected. Let G be both open and closed. Then G and X\G are open, and G ∪ (X\G) ⊃ X, G ∩ (X\G) ∩ X = ∅. Since X is connected either G ∩ X = ∅ or (X\G) ∩ X = ∅ (or both). Hence G = ∅ or G = X. Suppose X is not connected. Then there are open sets G, H such that G ∩ H = ∅, G ∪ H = X, G ∩ X 6= ∅, H ∩ X 6= ∅. Hence G 6= ∅, H 6= ∅ and G = H c . Since H is open H c is closed, and so G is both open and closed. 2 Theorem 8.5 A necessary and sufficient condition for a non-empty set in R with the usual metric to be connected is that it is an interval. Proof. Let E be a non-empty set which is not an interval. Then there exist numbers a, q, b such that a, b ∈ E and q ∈ / E with a < q < b. Then G1 = (−∞, q), G2 = (q, ∞) are open, intersect E in a and b respectively, and G1 ∪ G2 = R\{q} ⊃ E. Hence E is not connected. Let I be an interval, and let G1 , G2 be open sets which intersect I and are such that G1 ∩G2 ∩I = ∅. Let a ∈ G1 ∩ I, b ∈ G2 ∩ I. Then a 6= b and we may suppose a < b. Then [a, b] is a subinterval of I. Let u = sup{G1 ∩ [a, b]}. Since a is an interior points of the open set G1 , u > a. Also u < b. For suppose u = b then for  > 0 and sufficiently small, (u − , u] ⊂ G2 . But (u − , u] also contains points of G1 , and so G1 ∩ G2 ∩ I 6= ∅. Contradiction. It follows that a < u < b. Let δ > 0 be such that a < u − δ < u + δ < b. Then (u, u + δ) contains no points of G1 and (u − δ, u] contains at least one point of G1 . Hence (u − δ, u + δ) cannot be a subset of either G1 or G2 . It follows that u ∈ / G1 , u ∈ / G2 since G1 , G2 are open and δ was any positive number such that a < u − δ < u + δ < b. Hence G1 ∪ G2 63 u, and so G1 ∪ G2 6⊃ I. 2 Theorem 8.6 An open set in Rn with the usual metric is connected if and only if any two of its points may be joined by a polygon lying entirely in the set. The polygon may be chosen so that its edges are parallel to the coordinate axes. Proof. Let G be open and connected. Let c ∈ G and let G1 be the set of points which can be joined to c by a polygon in G. Let G2 = G\G1 so that G1 ∩ G2 = ∅, G1 ∪ G2 = G. Suppose G2 6= ∅. We will show that G1 , G2 are open. Let x ∈ G1 be arbitrary. Then B(x; ε) ⊂ G for some ε > 0. Since x can be joined to c by a polygon in G, all points in B(x; ε) can be joined to c by a polygon in G. Hence G1 is open. Let y ∈ G2 . Then B(y; ε) ⊂ G for some ε > 0. Suppose B(y; ε) 28



would contain a point of G1 . Then y could be connected by a line segment to that point and to c. Contradiction, and B(y; ε) ⊂ G2 . Hence G2 is open. Moreover G1 ∩ G 3 c and G2 ∩ G 3 y. This contradicts the connectedness of G. Hence G2 = ∅ and G1 = G. The polygon could be one with its edges parallel to the coordinate axes for a point in an open ball of Rn may be joined to the center by n edges parallel to the axes. Suppose G is open and any two points of G may be joined by a polygon in G. Let G1 , G2 be non-empty, disjoint open sets which intersect G. We have to show that G1 ∪ G2 6⊃ G. Take a point c1 ∈ G1 and c2 ∈ G2 . There is a polygonal path in G which joins c1 and c2 . This path must have an edge with an endpoint p ∈ G1 , and an endpoint q ∈ / G1 . If q ∈ / G2 then G1 ∪ G2 6⊃ G, and G1 ∪ G2 6= G. Suppose q ∈ G2 . The edge with endpoints p and q may be represented by the vector equation x(t) = p + (q − p)t, 0 ≤ t ≤ 1. Let u = sup{t : x(t) ∈ G1 }. Since p, q are interior points of G1 , G2 respectively and G1 ∩ G2 ∩ {x(t) : 0 ≤ t ≤ 1} = ∅ it follows that 0 < u < 1. Let δ > 0 be such that 0 < u − δ < u + δ < 1. Then {x(t) : u − δ < t ≤ u} contains at least one point of G1 , and {x(t) : u < t < u + δ} contains no points of G1 . Then {x(t) : u − δ < t < u + δ} cannot be a subset of either G1 or G2 . Since G1 , G2 are open, x(u) 6∈ G1 , x(u) ∈ / G2 . Then G1 ∪ G2 63 x(u), and G1 ∪ G2 6= G. 2 Corollary 8.7 Rn with the usual metric is connected. Definition 8.8 Let (X, d) be a metric space, and let E be a non-empty subset of X. C is a component of E if (i) C ⊂ E, (ii) C is connected, and (iii) C ⊂ D ⊂ E, and D connected implies D = C. Lemma 8.9 Let E be a collection of connected sets in a metric space, ∩E∈E E 6= ∅, then ∪E∈E E is connected. Proof. Suppose H = ∪E∈E E is not connected. Then there exist open sets G1 , G2 such that G1 ∩ H 6= ∅, G2 ∩ H 6= ∅, G1 ∩ G2 ∩ H = ∅, G1 ∪ G2 ⊃ H. Let a ∈ ∩E∈E E. Since a ∈ H, we may assume a ∈ G1 . Let E ∈ E be arbitrary. Then a ∈ E ⊂ H so that G1 ∩ E 6= ∅, G1 ∩ G2 ∩ E = ∅, G1 ∪ G2 ⊃ E. Since E is connected, G2 ∩ E = ∅. Hence G2 ∩ H = ∅ since E ∈ E was arbitrary. Contradiction. Hence H = ∪E∈E E is connected. 2 Theorem 8.10 Any set in a metric space has a unique decomposition into components. Proof. Let E be a set in a metric space. For any x ∈ E, denote by Cx the union of all the connected subsets of E which contain x. Since {x} is connected, Cx 6= ∅. By Lemma 8.9, Cx is connected. If C is a component containing x, then C is a connected set which contains x. Hence C ⊂ Cx ⊂ E. By Definition 8.8 (iii), Cx = C. Since Cx is uniquely defined, C is the unique component containing x. 2 Corollary 8.11 An open set in Rn is the union of countably many disjoint, open, connected sets. Proof. Let G be an open set in Rn , and let C be a component of G. If x ∈ C then Cx = C. Since G is open there exists a δ > 0 such that B(x; δ) ⊂ G. Since B(x; δ) is connected, B(x; δ) ⊂ Cx = C. Hence C is open, and connected. Since components are disjoint, G is the union of disjoint open sets, each of which contains distinct rational points i.e. the union is countable. 2 Corollary 8.12 Any open set in R with the usual metric is the union of countably many open intervals. Theorem 8.13 If the domain of a continuous function is connected then so is the range.
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Proof. Let (X, d), (Y, e) be metric spaces, and let f : X → Y be continuous. If f (X) is not connected, then Y contains open subsets G1 , G2 which intersect f (X), and are such that G1 ∩ G2 ∩ f (X) = ∅, G1 ∪ G2 ⊃ f (X). Since f is continuous f −1 (G1 ), f −1 (G2 ) are open. These are also non-empty since G1 ∩ f (X) 6= ∅, G2 ∩ f (X) 6= ∅. Moreover, f −1 (G1 ) ∩ f −1 (G2 ) = ∅, and f −1 (G1 ) ∪ f −1 (G2 ) ⊃ X. Hence X is not connected. 2 Corollary 8.14 If the domain of a real-valued, continuous function is connected, then the range is an interval. Lemma 8.15 Let A be a connected set in a metric space (X, d), and let x be a limit point of A. Then A ∪ {x} is connected. Proof. Suppose that x ∈ / A and that A ∪ {x} is not connected. Then there exist open sets G1 , G2 such that G1 ∩ (A ∪ {x}) 6= ∅, G2 ∩ (A ∪ {x}) 6= ∅ (1), G1 ∪ G2 ⊃ (A ∪ {x}) (2), G1 ∩ G2 ∩ (A ∪ {x}) = ∅ (3). Suppose x ∈ G1 . Since G1 is open and x is a limit point of A, G1 ∩A 6= ∅. Since x ∈ G1 we have by (3) that x ∈ / G2 . By (1) G2 ∩A 6= ∅, and by (2) G1 ∪G2 ⊃ A. Hence A is not connected. Contradiction. 2 Theorem 8.16 Let A be connected. Then A is connected. Proof. If A = A then A is connected. Suppose A\A 6= ∅. For any x ∈ A\A we define Ex = A∪{x}. Then {Ex : x ∈ A\A} is by Lemma 8.15 a family of connected sets whose intersection contains A, and hence is non-empty. Then ∪x∈A\A Ex = A is connected by Lemma 8.9 2 Definition 8.17 A path in a metric space (X, d) is a continuous function γ : [a, b] → X. A subset S of X is path connected if for any x1 , x2 ∈ S there exists a path γ : [a, b] → S with γ(a) = x1 , γ(b) = x2 . Example 8.18 Open, connected sets in Rn with the usual metric are path connected. Theorem 8.19 Let f : S → X be continuous, where S is path connected in a metric space (X, d). Then f (S) is path connected. Proof. Let x1 , x2 ∈ f (S). Then there exist s1 , s2 in S such that x1 = f (s1 ), x2 = f (s2 ). Since S is path connected, there exists a path γ : [a, b] → S with γ(a) = s1 , γ(b) = s2 . Since f, γ are continuous f ◦ γ : [a, b] → f (S) is continuous, and hence is a path from x1 to x2 in f (S). 2 Theorem 8.20 Path connected sets in a metric space are connected. Proof. Let K be path connected. If K = ∅ then K is connected. Suppose K 6= ∅. Let p ∈ K. Then for each a ∈ K there exists a path γa : [0, 1] → K from p to a. Furthermore a ∈ γa ([0, 1]) ⊂ K. Hence K = ∪a∈K γa ([0, 1]). But γa ([0, 1]) is connected by Theorem 8.13. Moreover, ∩a∈K γa ([0, 1]) 3 p and is non-empty. Hence K is connected by Lemma 8.9. 2 Remark 8.21 Connected sets in a metric space are not necessarily path connected. Let An = {(x, y) ∈ R2 : x ≥ 0, y = nx }. Then An is path connected, and hence connected. Since ∩∞ n=1 An 3 ∞ (0, 0), A = ∪∞ n=1 An is connected. Let p = (1, 0). Then p is a limit point of ∪n=1 An , and ∞ so ∪∞ n=1 An ∪ {p} is connected by Lemma 8.15. Suppose ∪n=1 An ∪ {p} is path connected. Let ∞ γ : [0, 1] → ∪n=1 An ∪ {p} be a path from (0, 0) to p. Let t∗ = inf{t : γ(t) = p}. By continuity γ(t∗ ) = p. Without loss of generality we may take t∗ = 1. (Otherwise we rescale the t variable.) Let t1 < t2 < · · · < 1 be a sequence such that d(γ(tm ), p) < 1/m. Let (mk ) be a subsequence of (m) such that γ(tmk ) ∈ Anmk . Then d(γ(tmk ), p) < m1k . There exists a sequence (smk ), with tmk < smk < tmk +1 such that γ(smk ) = 0. This contradicts the continuity of γ at 1. 2 30



Theorem 8.22 Let (X, d) be a metric space. Suppose that H is dense in K, and H is connected. Then K is connected. Proof. Let x ∈ K\H. Since K ⊂ H x is a limit point of H. By Lemma 8.15 H ∪{x} is connected. For each x ∈ K\H, H ∪ {x} ⊃ H. By Lemma 8.9 K = ∪x∈K\H H ∪ {x} is connected. 2
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Topological Spaces



Definition 9.1 A topological space is a non-empty set X together with a family T of subsets of X which satisfies (i) X ∈ T , ∅ ∈ T , (ii) Any union of elements of T belongs to T , (iii) If T1 ∈ T , T2 ∈ T then T1 ∩ T2 ∈ T . We say that T is a topology on X. The elements of T are called T - open or open sets. Example 9.2 (i) Let X be a non-empty set and let T = {X, ∅}. Then T is the indiscrete topology on X. (ii) Let X be a non-emptyset and let T be the collection of all subsets of X. Then T is the discrete topology on X. (iii) Let d : X × X → [0, ∞) be a metric on X. Let T = {G ⊂ X : G is open}. Then T is the topology on X induced by the metric d. (iv) Let X = {a, b, c, d, e}, T1 = {X, ∅, {a}, {c, d}, {a, c, d}, {b, c, d, e}}. Then T1 is a topology on X. (v) Let X = {a, b, c, d, e}, T2 = {X, ∅, {a}, {c, d}, {a, c, d}, {b, c, d}}. Then T2 is a topology on X. (vi) Let X = {a, b, c, d, e}, T3 = {X, ∅, {a}, {c, d}, {a, c, d}, {a, b, d, e}}. Then T3 is not a topology on X. Theorem 9.3 Let X be a non-empty set and let {Ti : i ∈ I} be a family of topologies on X, where I is an index set. Then ∩{Ti : i ∈ I} is a topology on X. Proof. X and ∅ are in Ti , i ∈ I. Hence X ∈ ∩{Ti : i ∈ I}, and ∅ ∈ ∩{Ti : i ∈ I}. Any collection of elements in ∩{Ti : i ∈ I} belongs to Ti . Since Ti is a topology the union of this collection belongs to Ti . Since i ∈ I was arbitrary the union of this collection belongs to ∩{Ti : i ∈ I}. If T1 , T2 are sets in ∩{Ti : i ∈ I}. Then T1 ∩ T2 ∈ T ∈ Ti . Since Ti is a topology this intersection belongs to Ti . Since i ∈ I was arbitrary this of this intersection belongs to ∩{Ti : i ∈ I}. 2 Definition 9.4 Let X be a non-empty set and let A be a collection of subsets. Then ∩{T is a topology on X, T ⊃ A} is the smallest topology on X which contains the collection A. Note that this topology is not empty since the discrete topology on X contains A. Remark 9.5 Let X = {a, b, c}, T1 = {X, ∅, {a}}, T2 = {X, ∅, {b}}. Then T1 ∪T2 = {X, ∅, {a}, {b}} is not a topology on X. Definition 9.6 Let (X, T ) be a topological space. A point p is a limit point of a set A ⊂ X if every open set G in T containing p contains a point of A different from p. I.e. (∀G ∈ T )[(G 3 p) ⇒ ((G ∩ A) \ {p} = 6 ∅)]. The set of limit points of A is denoted by A0 . A subset C is closed if X \ C ∈ T . 31



Example 9.7 (i) Let X = {a, b, c, d, e}, and let T1 be the topology defined in Example ??. Let A = {a, b, c}. Then A0 = {b, d, e}. (ii) Let (X, T ) be an indiscrete topological space, and let A be any subset of X. Then A0 = ∅ if A = ∅, A0 = X \ {p} if A = {p}, A0 = X if A contains at least two points. (iii) X and ∅ are both open and closed. (iv) Any subset of a discrete topological space is both open and closed. (v) The set {b} ∈ T1 in Example 9.2 is neither open nor closed. Theorem 9.8 Let (X, T ) be a topological space. The intersection of any number of closed sets is closed. The union of any two closed sets is closed. Proof.



These assertions follow by De Morgan’s law as in the proof of Theorem 3.20.



2



Theorem 9.9 Let (X, T ) be a topological space, and let A be a subset of X. Then A is closed if and only if A contains its limit points. Proof. Suppose A is closed. Let p ∈ Ac . Then Ac is open and contains p. But A ∩ Ac = ∅ and so p is not a limit point of A. Suppose A0 ⊂ A. Let p ∈ Ac . Then p is neither a limit point of A nor an accumulation point of A. Hence there exists an open set Gp which contains p and which is such that (Gp \ {p}) ∩ A = ∅. Since p ∈ / A we have Gp ∩ A = ∅. Hence Gp ⊂ Ac . Hence c A = ∪p∈Ac {p} = ∪p∈Ac Gp . This is a union of open sets, and so Ac is open. 2
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