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Abstract Actors often make decisions without knowing exactly how their choices produce outcomes. In some instances many actors make a similar decision, providing opportunities for learning from others’ choices. Doing so many enable one to achieve outcomes superior to those one would achieve acting independently, but only if one can discern the proper information from others actions. While most closely related to the literature on policy diffusion, this description characterizes a large set of political and economic decisions, from crafting policy to buying wine. We conduct a lab experiment to test learning from others when signals are partially invertible. Canonical models of policy uncertainty and information revelation assume that individuals can invert the actions of others, learning all information the other has. However, in many situations knowing an actors action and her goal tells one something, but not everything, about the actors private information. We test a model of policy uncertainty with partially invertible signals to a learning problem to see if experimental participants can learn optimally from partially invertible signals. Initial results suggest that participants can learn to make use of partially invertible signals over the course of an experimental session, but that this learning is slow, particularly in environments where a simple rule cannot be applied to all decisions. The findings have implications for theories of policy diffusion.
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Introduction



Individuals and organizations regularly make challenging decisions without knowing exactly how their choices produce outcomes. In some instances many will confront similar challenges at roughly the same time. In these cases, actors may have opportunities to learn from, or follow, others’ choices. These opportunities may enable them to achieve outcomes superior to those they would have achieved by acting independently. Doing so demands extracting the proper information from observing the choices that other actors make in somewhat different situations with somewhat different goals. These circumstances may produce policy convergence and diffusion through informational mechanisms and are common in political and economic decisions. The basic characteristics of the decision environment apply to everything from crafting policy to constructing a syllabus to buying wine. We conducted an experiment to test individuals’ ability to learn optimally in a complicated information environment. Our preliminary results show that participants can learn, but do so slowly, and are not always able to adopt optimal strategies. More specifically, we investigated individuals’ ability to learn from others when signals are partially invertible. Many models of policy-outcome uncertainty, including some canonical political science models of expertise in principal-agent problems (e.g. Gilligan and Krehbiel, 1987), implicitly assume that signals are fully invertible. In other words, individuals observing others’ actions can easily “invert” the information and reverse engineer actions to extract all of the information others hold and apply it to their own decisions. This assumption limits the applicability of these models. Other models, such as information cascades, in which signals are only partially invertible, demonstrate just how powerful this assumption is (Bikhchandani et al., 1992, 1998).1 In many situations, knowing actor one’s action and her goal tells actor two something, but not everything, about actor one’s private information. This description applies to the scenario we created in the laboratory. We tested a new model of learning from others which utilizes Callander’s (2008; 2010) novel uncertainty representation. Callander modeled policy-outcome uncertainty as Brownian motion. This representation nicely captures many elements of complicated policy choices. Callander has applied it first to principle agent problems, and then to policy experimentation. We apply this formalization to questions of learning from others and policy diffusion. Its substantive traits and applications are typical enough that previous theoretical results and our experimental ones should generalize to other situations with partially invertible signals. 1 Of course there are whole classes of models in which private information is only partially invertible. We focus for the most part on information transmission in non-strategic policy choice problems despite the fact that much of the political science literature which uses the invertibility assumption concerns strategic principal-agent interactions.
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Our precise research question is whether experimental participants can learn optimally from partially invertible signals in complicated decision environments. This question has substantial implications for learning from others (Glick, 2010) and from one’s own experiences (Callander, 2010) . The decisions we focus on differ from cascade models of learning from others by focusing on one shot decisions in which policy options are continuous, and signals are always partially invertible. We ask whether participants can adopt decision tactics which make the best use of the fragment of data they can glean from another’s actions.2
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Background



Some influential political science analyses of uncertain policy choice in continuous policy space (e.g. Gilligan and Krehbiel, 1987, 1989) model outcome uncertainty as a linear shock drawn from a known distribution. Recently, Callander (2008) has readdressed the delegation problems which often motivate this uncertainty representation. He argues that it is frequently ill-fitting because it is fully invertible. That is, once one observes a policy choice and its outcome, one can determine the policy shock and eliminate uncertainty in future decisions. This property is frequently unsatisfactory. Callander reformulates policy-outcome uncertainty by modeling the shock as Brownian motion. In this representation, signals are partially invertible. One can learn something, but not everything, from others’ actions and outcomes. Callander (2010) extended his model to investigate when a polity will try a new policy, and Glick (2010) has adopted this formalization of uncertainty to model learning from others. We seek to test one aspect of these models by examining whether participants extract the proper information from partially invertible Brownian motion signals. Other models of social learning and information transfer, particularly information cascade models (Bikhchandani et al., 1992, 1998), have demonstrated the importance of information invertibility. In these sequential choice models, signals quickly shift from invertible, to partially invertible, to noninvertible as more and more actors take actions. These models demonstrate how wildly divergent and ostensibly irrational actions can follow from completely rational behavior under the right conditions. While the model we seek to examine relates to this work, it is different in a couple of key ways. For one, it is generally more concerned with decision making and problem solving strategies in which signals are partially invertible whereas some of the other models are primarily concerned with the dynamics of information transfer as signals become less and less invertible. Relatedly, we focus on one actor facing a decision after others have faced similar, but potentially different, decisions. We 2 While the model also renders predictions of who is likely to learn from others and who they are likely to learn from, this investigation focuses on how one utilizes the partially invertible signal they get from another.
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are less concerned with many actors facing the same choice in sequence. Our investigation, and the model it tests, will contribute to a large and growing diffusion literature which is concerned with “uncoordinated policy interdependence”(Elkins and Simmons, 2005). Diffusion studies have focused on sub-national policy making (e.g. Grossback et al., 2004; Volden, 2006), amongst nation states, (Meseguer, 2006; Weyland, 2005), and business firms (Strang and Still, 2004). The diffusion literature is largely empirical and inductive. It has highlighted policy convergence and the adoption of similar policies across many issues and settings. It comprises varied conceptual frameworks and empirical studies which jointly yield a myriad of associations and plausible mechanisms (Dobbin et al., 2007) (see also Karch (2007) for another recent review). Scholars have cited a number of reasons for, and incarnations of, diffusion. These include learning, emulation, coercion, imitation, competition, and legitimacy (Dobbin et al., 2007; Elkins and Simmons, 2005; Karch, 2007; Shipan and Volden, 2008). Moreover, not only do many studies fail to distinguish, conceptually, theoretically, and empirically, plausible diffusion mechanisms (Dobbin et al., 2007), but as Volden et al. (2008) demonstrate formally, distinguishing diffusion from actors independently adopting similar policies is also difficult. The model we seek to test in the lab is part of a recent trend toward conceptual clarity in diffusion analysis based on rigorous micro-foundations (Braun and Gilardi, 2006; Meseguer, 2004; Volden et al., 2008). It is an explicitly informational model of policy learning. It treats policy choice as problem solving and looking to others as a way to gain information. Its splits the difference between fully rational learning models (Meseguer, 2004) in which actors glean all available information from others’ experiences and update their beliefs via Bayes’ Rule, and boundedly rational learning (Weyland, 2005) in which actors rely on behavioral heuristics (e.g. availability and representativeness). It follows Volden, Ting, and Carpenter (2008) in deriving propositions which are uniquely consistent with learning in hopes of distinguishing learning from independent policy similarity and other diffusion mechanisms. While the diffusion literature, as well as the Callander and Glick models, largely concern institutions, many of the insights apply to individual behavior as well. The formal analysis treats decision makers as unitary actors and the apparatus is thus transferable to individual decisions. As early as Downs (1957) and Berelson et al. (1954), scholars of political behavior have argued that while most voters are uninformed they follow informed members of their social groups to make political decisions. ? and Lupia and McCubbins (1998) repeat this claim and argue that it can be rational for voters to do so. However, these cue taking literatures generally focus on binary decisions and invertible signals. The model on which we base our test offers a richer conception of the types of 3



decisions and information involved in attempts to learn from others. A few experiments have examined policy diffusion across actors in a laboratory setting. Tyran and Sausgruber (2005) examine the adoption of tax policies in small laboratory markets and find that individuals learn from each other but fail to optimally update their tax policies in response to this information. Ahn et al. (2009) examine separate models of voters learning from others in their social networks where some players have an incentive to mislead other players. They find that experimental participants tend to trust more informed participants too much. They copy their actions and ignore the possibility that they are being intentionally misled. Again, all of these experiments deal with fully invertible signals. This investigation is also closely related to the question of how experimental participants learn. An extensive literature has dealt with this question in strategic settings (see Camerer (2003) for a thorough review). The most commonly used model is Experienced Weighted Attraction model (Camerer and Ho, 1999). EWA learning allows players to learn from their past actions, including both the payoffs they received and the payoffs that they could have earned had they chosen different actions. In this way, EWA combines two earlier models of learning: reinforcement learning (Roth and Erev, 1995), in which players update their probability of playing a particular strategy based on whether playing that strategy produced good results in the previous round, and belief learning (Cheung and Friedman, 1997), in which players update their beliefs about how others will act and the payoffs they would have received from other choices. Most of these tests of learning concern gametheoretic settings where learning is difficult because of the need to coordinate with other players on equilibrium. In our study, the difficulty lies in the complicated decision task itself. Our question is whether players will be able to find the optimal strategy in a complicated decision theoretic setting or whether they will settle for a suboptimal but cognitively less taxing play. In addition to testing micro-theories of policy diffusion, the experiment will serve as an interesting test of the EWA model. The EWA model is designed for situations where a player’s payoffs depend on her choices and what her opponents do. It can also be used as a learning model where players learn from their past payoffs (as in reinforcement learning) and their past foregone payoffs (as in belief learning). In addition to our primary interest in diffusion, we will investigate whether the EWA model does a good job of predicting behavior in this very different environment and whether parameter estimates generated in experiments testing game-theoretic models apply to learning in an experiment testing a complicated decision-theoretic problem. 4
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Model Overview: Brownian Motion and Learning



The predictions we tested come from a broader learning model (Glick, 2010) which implements Callander’s uncertainty representation. Briefly, N actors (zi : i ∈ 1...N ) face a complicated policy decision.3 Each policy pi produces an outcome oi ∈ R1 . Each actor has an ideal outcome (o∗i ) and quadratic loss preferences around this ideal outcome. Actors will only have beliefs about which policies produce which outcomes. A policy mapping function ψ(p) ∈ Ψ maps each policy (p) to an outcome (o) (see below). The model represents the policy mapping function, and thus the policy uncertainty, by Brownian motion (Callander, 2008). Actors know that the policy map is a Brownian motion with drift µ and variance σ 2 , but they do not know the realization of ψ that nature has drawn.4 This representation of uncertainty is partially invertible. Actors learn one policy-outcome pairing by observing the action of an informed actor,5 allowing them to learn exactly one point through which the path passes.6 Actors also know others’ ideal outcomes and the distance (the difference) between their ideal and others’ (∆ij ). That is, they know how well another’s ideal policy will fit their own goals. The full model gives actors four decision tactics: they can “invest” in costly research to learn ψ, they can “mimic” by adopting the policy of another actor, they can “modify” by changing the policy of an informed actor, or they can “maintain” the status quo policy. We focus here on the middle two options, the decision to “mimic” the informed actor or “modify” that actor’s policy. We propose to test the predictions concerning when an individual will simply copy another’s action and when (and how) they will alter it. The specific implications we tested in the lab follow directly from the Brownian motion uncertainty representation. Because this formalization is both novel and critical, we elaborate on it in this section and then derive the key behavioral predictions.



3 The initial substantive application (Glick, 2010) is members of an industry confronting a common and complicated legal change. 4 Brownian motion usually represents movement through time. In this case, there is no time element. Once the path is realized, it is the policy map which concerts policies to outcomes. Thus, there is an underlying trend and expectation about which policies yield which outcomes, but with noise around it. 5 An informed actor is one who knows ψ(p), or at least has enough knowledge of ψ(p) to pick a policy that gives him his ideal outcome. 6 Learning from one’s own experience can be subsumed in this model. In this case, the known policy-outcome pair would be one that is known to the actor. Nevertheless, we conceptualize this as a model of learning from others. Most of the problems we are thinking of are ones in which it is too expensive for an individual to try different actions. Instead, they are trying to learn from others who have gone before to make their best one-shot decision. Nevertheless, Callander’s second paper which focuses on policy experimentation incorporates some of the same math and logic while focusing on learning from one’s own experiences when opportunities for experimentation are scarce.
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3.1



Uncertainty as Brownian Motion



Because of complexity and ambiguity, the mapping from policy choices to policy outcomes is uncertain. Each actor does not know exactly which policies produce which outcomes. As previously indicated, to represent this uncertainty, the model assumes that a policy process ψ : P → O maps policy choices on the real line to policy outcomes on the real line. A common policy process (e.g. Gilligan and Krehbiel, 1987) assumes that policies produce outcomes through an unknown shock ω drawn from a uniform distribution [−λ, λ] such that policy p produces an outcome o = p + ω. As Callander (2008) argues persuasively, this assumption inadequately captures policy complexity in many instances. Its main shortcoming is that it is perfectly invertible. If one actor becomes informed and learns ω others can perfectly infer ω from the gap between the informed actors’ ideal outcome and her policy choice.7 The approach we rely on assumes that the policy process ψ is only partially invertible. More specifically, the model assumes that the policy process is a Brownian motion with drift parameter µ and variance σ 2 . Actors know that the policy process is a Brownian motion and they know its parameters. They thus know the underling linear trend and the variance around it. (See figure 3.1 for an example of a Brownian path.) Observing an informed actor’s policy choice reveals one point through which the function passes. One thus learns something, but not everything, about other policies’ mappings. To help with intuition, consider a boat floating in the ocean. We may know that it is drifting northeast with the underlying current, but that stray waves, shifting puffs of wind, and other factors jostle it back and forth. It does not move in a straight line, but it does move northeast on average. If we spotted it once, and knew a point through which it passed, we would have a better idea where to look for it later. We would expect to find it northeast of where it was spotted, but because the waves and wind also affect its path, we would not know exactly where to find it. More formally, after observing one policy mapping, i.e. policy pj produces outcome oj (ψ(pj ) = oj ), an actor has updated and improved beliefs about other policies. Specifically, knowing that ψ(pj ) = oj , another policy p’s expected outcome and its variance are:



Expected Outcome: E[ψ(p)] = oj + µ(p − pj )



(1)



Variance: var[ψ(p)] = |p − pj |σ 2



(2)



7 For example, consider a professor trying to write an exam that will take students a certain amount of time. We might imagine that the time it takes the students is some function of how long it takes the professor. If this “shock” is constant but unknown (e.g. 30 minutes longer), than the professor can always plan accurately after administering one exam and observing the shift. If different types of questions lead to different time gaps, then the canonical model would break down.
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This model of policy uncertainty is not only mathematically tractable, but has an intuitive interpretation (Callander, 2008). The expected value of policy x is just the slope of the line (the drift) multiplied by the distance from the known point to policy p. The variance is growing proportionally to the distance to the unknown policy p. There is more uncertainty the further away one moves from a well understood policy to set a new one. The ratio



σ2 |µ|



indicates policy complexity. The larger



the ratio, the less one learns about the full mapping from observing one policy-outcome pair. In the limit, the process approaches either full invertibility or non-invertibility. Additionally, this model of policy uncertainty allows actors to know roughly (in expectation) which direction to move from another’s policy to get to their own ideal outcome, and how far they should move. This nicely approximates many real life situations. We often may not know exactly how policies produce outcomes, but we do have a sense of how to tweak an existing policy to achieve different goals. Figure 1: Example of Brownian motion of slope µ with one known policy-outcome pair (p1 , o1 )



3.2



Mimicking vs. Modifying



The two actions we test are “mimicking” and “modifying.” We briefly introduce each by solving for their expected utility and expected policy outcome when exactly one policy-outcome pair is known. This analysis parallels the analysis of “sticking” versus “experimenting” in Callander’s (2010) paper when beliefs are “open ended.” We then analyze the tradeoff between the two ways of learning from others to derive the primary indifference condition we would like to test. This analysis yields propositions concerning when one will mimic and when and how one will modify. We take a decision 7



theoretic approach to these actions. This allows us to focus exclusively on this tradeoff which is a central mechanism in the model and which takes advantage of its novel uncertainty formalization. Moreover, as the full formal learning model shows, many of the possible incarnations, in both sequential and simultaneous choice settings, collapse into decision theoretic problems for the second player. In the future we would like to investigate some of the extensions that a game theoretic approach would support. These include strategic delay and free riding off of others’ experiences, and commonality preferences in the future. These extensions significantly complicate matters. The cleaner decision theoretic setup approximates many real choices and we first examined the mimic vs. modify tradeoff in isolation.



1. Mimic: Implement another’s policy (pj from actor zj ) and get their outcome. In other words, adopt a known policy which produces a known outcome off the shelf. We assume (though it is not essential) that this policy produces the other’s ideal o∗j .8 Following produces an outcome exactly |∆ij | away from one’s own ideal point because the firm that follows gets the others’ ideal outcome where |∆ij | is the magnitude of the distance between their goals. If the two have exactly the same goals following can yield the optimal policy.



EUi (mimickj ) = − γi E[(o∗j − o∗i )2 ] EUi (mimickj ) = − γi ∆2ij



(3)



2. Modify: Observe another’s policy (pj ) and outcome (oj ). This provides information and reduces uncertainty. Unlike the “mimic” option, the actor does not simply enact the others’ policy. Instead, it attempts to implement a policy closer to its own ideal point after incompletely learning about the policy map. It does so by starting with the others’ policy and then making changes to it. For example, an instructor teaching an introductory class about congressional politics for the first time might find a more advanced syllabus and then replace some of the more technical works with simpler ones. This tactic and analysis are very similar to “open ended beliefs” in Callander’s experimentation model.



8 This assumption is a strong simplification. Surely, there will be idiosyncratic variation around the known outcome. We would likely approximate this implementation variation as a draw from a mean-zero distribution (something like a uniform “ω shock”). Incorporating it would shift the cutoff towards modifying, but would not undermine the logic unless this variation was larger than the variance in the Brownian motion. More generally, the sharp cut point between modifying and mimicking is a simplifying assumption. In practice, both exist on a continuum where mimicking approximates slight modifying. These extensions, complications, and this type of variation are interesting avenues for future analysis, but the simple model captures the logic we’d like to explore as a first step.
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EUi (modif yj ) = − γi E[(oi − o∗i )2 ] EUi (modif yj ) = − γi [E[oi ] − o∗i )2 + V ar(oi )] EUi (modif yj ) = − γi [(o∗j + µ(pi − pj ) − o∗i )2 + |pi − pj |σ 2 ] EUi (modif yj ) = − γi [(µ(pi − pj ) − ∆12 )2 + |pi − pj |σ 2 ]



Without loss of generality, assume that µ and (o∗i − o∗j ) (the distance ∆ij between i and j’s ideal outcomes) are positive. Thus, the expected utility of implementing policy pi which produces outcome oi = ψ(pi ) after observing that ψ(pj ) = o∗j is: EU (pi ) = −γi [µ(pi − pj ) − ∆ij ]2 − γi (pi − pj )σ 2



(4)



This is the general expression for the expected utility of altering. When altering, an actor still has choice about which policy to implement. Thus, we must solve for the expected utility of the optimal altered policy given what the actor knows at the time it must make a decision. This optimal altered policy is denoted p˙∗i . We solve for it by finding the pi that maximizes equation 4. The first and second derivatives with respect to pi are: dEU = 2µγi [∆ij − µ(pi − pj )] − γi σ 2 dpi d2 EU = −2γi µ2 dp2i Solving for pi to get p˙∗i , the best altered policy given available information: 2µ2 p˙∗i = 2µ2 p∗j + 2µ2 ∆ij − σ 2 σ2 ∆ij − 2 p˙∗i =pj + µ 2µ



(5)



Proposition I: When modifying, choose optimal policy according to equation 5. Move in the direction of ideal policy but by an amount less than |∆| (the difference in goals). This fraction of |∆| will decrease with issue complexity.



Substantively, the optimal modified policy will be closer to the well understood one than it would 9



be without uncertainty. The pj +



∆ij µ



component is exactly what one would do to get to o∗i if the



policy mapping was linear with slope µ. Subtracting the variance term moves the optimal altered policy closer to the known one. Since the variance is multiplied by the distance of the jump between one policy and the other, one should shorten that jump to reduce the cost of uncertainty. As the variance term is proportional to issue complexity, the more complex the issue, the less one should wander from a well understood policy’s safety. Thus, altered policies should be relatively conservative (closer to the known policy than the ideal point gap suggests they would be without uncertainty) particularly when issues are more complex. Next, we can then solve for the expected utility implementing the optimal modified policy p˙∗i . We substitute p˙∗i from equation 5 into equation 4 to get: ∆ij ∆ij σ2 σ2 + 2 − pj ) − ∆ij ]2 − γi [pj + − 2 − pj ]σ 2 µ 2µ µ 2µ 2 2 σ ∆ij σ − 2 ]σ 2 EU (p∗i˙ ) = −γi [ ]2 − γi [ 2µ µ 2µ EU (p∗i˙ ) = −γi [µ(pj +



Thus, the expected utility of implementing the best modified policy after learning which policy an informed firm has enacted is: EU (p∗i˙ ) = −γi [



σ4 ∆ij σ 2 − 2] µ 4µ



(6)



Having expressions for the expected utility of mimicking and of modifying, we can solve for the indifference condition between then two of them. The key question for actor two having observed actor one’s action and outcome, is, when is modifying one’s policy better than mimicking it? This is the tradeoff between a safe, proven, policy which produces another’s ideal outcome, and one which is closer to one’s own ideal in expectation, but with risk and uncertainty. Formally, we do not need the “mimic” option and could just consider cases when a profitable modification does or does not exist. Nevertheless, it may be more intuitive to at least think about choosing between taking something straight off the shelf or modifying it rather than realizing that the optimal modification in a given case is zero. The easiest way to solve for two’s indifference between following and altering is to return to the optimal p∗1 equation (equation 5):9 p∗2 = p1 +



∆21 σ2 − 2 µ 2µ



9 We can see this (and reach the same indifference condition) by comparing equation 3 to equation 6. Rearranging we can see that the utility of the best modified policy is equal to the expected utility of the mimic option when 2 2 (∆ij − σ )2 = 0. Thus, when ∆ij = σ , the best modified policy is one which is not modified at all. Substituting 2µ 2µ this into the best modified policy equation just leaves pj , the known policy, as the best “modified” policy.
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Because µ and ∆21 are positive by construction, p2 must be greater than p1 . This is only true, and there is only a gain to modifying, when



∆21 µ



≥



σ2 2µ2 .



Thus, modifying is preferred to mimicking



when: ∆21 ≥



σ2 2µ



(7)



As complexity increases, or ∆ decreases, altering can do no better than following as the best altered policy will produce the “mimic” result. Modifying, or perhaps more precisely, modifying more rather than less, is more attractive relative to following when the two firms’ goals are very different 2



(large distance between them), and when issues are less complex (small | σµ |). The intuition is straightforward. A safe, proven, and well understood policy (following) looks less and less attractive when it was made to satisfy a vastly different firm’s goals (large ∆21 ). No matter how good an action is for firm one, if it does not fit firm two’s goals, then it is of less use. Moving off a known policy, even in the expected correct direction, invites uncertainty. Sometimes, the potential for customization and improved fit is not worth the risk. Proposition II: The likelihood of modifying a known policy, and the magnitude of modification will vary with the distance to the known policy and vary inversely with task complexity ( 7). By means of contrast with some traditional models, compare this outcome to a model where the policy mapping function ψ(p) ∈ Ψ is a simple linear shock such that oi = pi + µ. In such a case, the optimal behavior is to always modify the policy, and adopt policy pj + ∆21 . Note that the difference between the two is not just that players always alter with a simple linear shock; the degree of alteration is always greater with the simple linear shock than with the more complex mapping function that renders the signal partially invertible.
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Experimental Design



We tested the learning model above by giving participants partially invertible signals about a decision task. We conducted the experiment on computers in the Princeton Laboratory for Experimental Social Science. It was programmed in zTree. The model produces clear but somewhat counter-intuitive findings. Specifically, it suggests that in some cases actors’ best action is to discard information about the difference between themselves and an informed actor by simply copying that actor’s action. Given the counter-intuitive nature of this theoretical finding, it is far from clear that 11



actors will learn to throw seemingly useful information away or discount it to the optimal degree. Even when actors make use of this information by modifying the other’s policy, they should discount it and select a policy closer to the other’s choice than a simple linear extrapolation would imply. We presented participants with a simple decision task. In each round they had to pick a number. That number (policy / input) was subject to a stochastic shock to produce a new number (policy outcome / output). The participant’s goal was to end up with a final number as close as possible to zero. Participants were informed that a randomly drawn number would be added to the number they chose to produce their new number. In each round we showed the participant a computer players’ choice, the random number that was added to it, and the computer players’ final outcome. Participants were then asked to choose a number, a random shock was drawn, and their final number was displayed. A new round then began and the participant was presented with another computer player’s number, shock, and final number. Each participant completed 50 rounds. We randomly selected two rounds on which to base their earnings which depended on the squared distance of their final number (output) from zero. If a participant choose the number that the computer player chose (“mimicking”) they received the same outcome as the computer player. They knew that if they chose a different number, it would be subject to a different shock defined by the Brownian motion process.10 We explained the stochastic component by explaining that the variability of the random number would grow the further they moved from the computer players’ number. We showed them two sets of pictures for each variance (20 and 40) treatment to illustrate (figure 2. We showed them four histograms approximating the normal distributions from which the shock was drawn. These histograms corresponded to picking a number 5, 10, 15, and 20 units away from the computer player’s. We also showed them a scatter plot with thousands of points drawn from the distribution. The distance from the computer player was on the x-axis and the shock was on the y.



4.1



Experimental Predictions



In the model, two factors influence a player’s decision to mimic or modify: the complexity of the decision task and the degree of similarity between the player’s goals and the goals of the informed player. These are represented mathematically as the variance of the Brownian motion policy map and the distance between the players’ ideal outcomes (∆12 ). To test participant learning from partially invertible signals we varied these two factors as experimental treatments. The participant’s 10 Adding a small additional shock to both decisions would ensure that both decisions are subject to some uncertainty and add some realism, but we feel that doing so would complicate the experimental test without substantially altering the model being tested as it would just shift the cut indifference point.
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Figure 2: Examples of information provided to participants to explain the stochastic process to them in the case where the variance was equal to 40



goal (optimal policy outcome) was fixed at zero. The distance between the participant’s goal and the computer player’s goal was either small (∆12 = 10) or large (∆12 = 20). The variance of Brownian motion process was also manipulated to make the task either complex (σ 2 = 40) or simple (σ 2 = 20). Table 2 shows these four experimental conditions. So that participants did not face seemingly identical tasks each time, the distance between the participant and the computer player was drawn from a uniform distribution on (E(∆12 ) − 5, E(∆12 ) + 5). In all cases, the underlying trend or drift (µ) of the Brownian motion was 1.



Similarity



Complexity High (σ 2 = 40) High (E(∆12 ) = 10) (1)



Low (σ 2 = 20) (2)



Low (E(∆12 ) = 20)



(4)



(3)



Table 1: Experimental Conditions



The parameters were chosen to test the model’s predictions that players should mimic when tasks are more complex or when similarity is high and modify when tasks are simpler or when similarity is low. In condition (1), players should always mimic. In condition (4), players should always modify. In conditions (2) and (3) the expected value of ∆12 is on the cutpoint between altering and following. Depending on whether the draw of ∆12 is above or below the mean, players should either follow or alter. However, the reason this decision is difficult is different in each condition; in (2) the decision is difficult because the complexity is lower than in (1). In (3) it is difficult because ∆12 is larger. Comparisons between (2) and (3) will allow us to tell whether participants respond in different ways 13



to these two types of task difficulty. Given the parameters, when modifying, the general expression 2



for the optimal modified policy in the experiment is pj − ∆12 + σ2 . The predicted policy choices for the experimental treatments are summarized in table ??. Complexity



Similarity



High (σ 2 = 40)



Low (σ 2 = 20)



High (E(∆12 ) = 10)



pj



pj if ∆12 < 10 pj − ∆12 + 10 if ∆12 > 10



Low (E(∆12 ) = 20)



pj if ∆12 < 20 pj − ∆12 + 20 if ∆12 > 20



pj − ∆12 + 10



Table 2: Equilibrium Predictions Deviations from equilibrium predictions may be a result of a failure to properly learn from the model. They may also be a result of risk aversion. Since choosing a policy closer to that chosen by the computer player will always produce an outcome with a lower expected variance, risk averse subjects will fail to modify to the degree predicted by the model even if they learn properly from the game.
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Results



In this section we report some initial results from this experiment. We conducted two sessions with twelve participants each. Each session was randomly assigned to be either a high variance session (conditions 1 and 3) or a low variance session (conditions 2 and 4). Within each session participants were randomly assigned to either high similarity (conditions 1 and 2) or low similarity (conditions 3 and 4). Participants played the game for fifty rounds. They were then paid a five dollar show-up fee, plus ten dollars minus the squared distance of the participant’s final outcome from zero in cents from one randomly selected round. The sessions took 45 minutes each, and participants earned an average of $12.22. The small number of participants makes analysis of individual behavior difficult, so instead we examine average behavior across experimental conditions. In particular, we look at two statistics to see how players respond to variations in how similar their decision task is to the computer player’s. The first is the mean distance moved from the computer player’s pick. The second is the percentage of participants who mimic the computer player’s pick precisely. Table 3 shows these statistics for each experimental condition in the final ten rounds of play. Participants appear to be far more sensitive to the distance between the computer player’s goal and 14



Average Distance Moved From Computer Player’s Pick



Similarity



High Low



Complexity Low 5.54 7.8



High 1.15 7.82



Percent of Decisions that “Mimic” Computer Player



Similarity



High Low



Complexity Low .19 .06



High .43 .08



Table 3: Participant Decision Making, Last 10 Rounds



their goal than the complexity of the decision making task. In the high complexity - high similarity condition nearly half of all participants mimicked the computer player’s decision, while the average distance moved was quite low. This behavior changes markedly in response to a decrease in the complexity of the task - in the high similarity low complexity condition participants mimicked only 19 percent of the time, and moved an average of five and a half units away from the computer player’s pick. This difference is in contrast to behavior in the low-similarity conditions. Behavior across the low similarity-low complexity and low similarity-high complexity conditions was remarkably consistent, with participants moving about eight units from the computer player’s pick and very few choosing to mimic that pick. While this behavior is roughly consistent with predictions for the low-variance low-similarity condition, where no players should be mimicking and the average distance moved should be ten units, it is quite different from optimal behavior in the high-variance low-similarity condition, where half of all decisions should mimic and the average distance moved should be 2.5. This table shows only the results from the last 10 rounds, when participants had the most experience with the decisions they were making. To see how this behavior evolved over the course of the session, figure 3 shows the average distance moved for each ten round period in each experimental condition and the percent mimicking in ten round blocks for each condition. Only in conditions one and four do we see evidence of learning over the course of the experiment. In condition one the percentage mimicking jumps after round thirty, while the average distance moves drops considerably from the first ten rounds to the second ten rounds. In condition four the average distance moved drops somewhat, but the percentage mimicking drops from over 20 percent in the first ten rounds to around five percent in rounds 21 to 50. Both of these conditions show evidence of learning in the direction of optimal behavior. However, 15



Figure 3: Average distance moved per ten round period. there is little trend in behavior in the other two conditions. While the percentage mimicking increases slightly in both conditions two and three, there is no detectable change in the average distance moved. Since these conditions represent much more complicated decision making environments, it is possible that learning would happen in later rounds if the experiment continued past round 50. It is also possible that, faced with a very complicated decision, participants adopt a simple decision rule at the beginning of the session as stick to it throughout the game.



6



Discussion



The results are preliminary, but suggest that participants can learn to respond optimally to partially invertible information, even when this involved counter-intuitive behavior like mimicking the action of a player who has a different goal from yours. Nevertheless, participants in conditions two and three appear to learn very slowly, if at all, and behave quite differently from optimal predictions. The difference in sensitivity of participants to the complexity of the decision task in between highand low-similarity conditions is puzzling, and one that we hope to explore further with more data. These initial results suggest some changes in the experimental procedure. In future sessions, we intend to allow participants to play for 100 rounds instead of 50, to see how learning progresses in longer sessions of play. We also hope to gather sufficient data to examine behavior at the individual 16



level and determine how individual level covariates and experience in earlier rounds in the game influence learning. In particular, we plan on examining the role of risk preferences in decision making and learning. We also plan on fitting a modified version of the Experience Weighted Attraction learning model to our data, to see if learning in this context proceeds in a similar fashion to learning in other games, including games that involve strategic interaction.
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Conclusion



The proposed research will be a significant contribution to the literatures on choice under uncertainty which is a key mechanism in models of information transmission and policy diffusion. Thinking of policy diffusion as a process of interpreting partially-invertible signals represents a major advance. This will be the first empirical test of whether partially-invertible signals are used efficiently in human decision making. At the conclusion of the proposed sessions, the results will be submitted to a peer reviewed journal in either political science or experimental economics.
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