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Abstract. We consider the problem of scheduling n jobs with release dates on m identical parallel batch processing machines so as to minimize the maximum lateness. Each batch processing machine can process up to B (B < n) jobs simultaneously as a batch, and the processing time of a batch is the largest processing time among the jobs in the batch. Jobs processed in the same batch start and complete at the same time. We present a polynomial time approximation scheme (PTAS) for this problem.
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Introduction



In this paper, we consider the following batch scheduling problem that arises in the semiconductor industry. The input to the problem consists of n jobs and m identical batch processing machines that operate in parallel. Each job j has a processing time pj , which speciﬁes the minimum time needed to process the job without interruption on any one of the m batch processing machines. In addition, each job j has a release date rj before which it cannot be processed and a delivery time qj . Each job’s delivery begins immediately after its processing has been completed, and all jobs may be delivered simultaneously. Each batch processing machine can process up to B (B < n) jobs simultaneously as a batch. The processing time of a batch is the largest processing time among the jobs in the batch. The completion time of a batch is equal to its start time plus its processing time. Jobs processed in the same batch have the same completion time, which is the completion time of the batch in which the jobs contained.  
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This model is called the bounded model, which is motivated by the problem of scheduling burn-in operations in the manufacturing of integrated circuit (IC) chips (See [1] for the detailed process). Our goal is to schedule the jobs on m batch processing machines so as to minimize maxj {Cj + qj }, where Cj denotes the completion time of job j in the schedule. The problem as stated is equivalent to that with release dates and due dates, dj , rather than delivery times, in which case the objective is to minimize the maximum lateness, Lj = Cj − dj , of any job j. When considering the performance of approximation algorithms, the delivery-time model is preferable (see [2]). Because of this equivalence, we denote the problem as P |rj , B|Lmax , using the notation of Graham et al. [3]. Problems related to scheduling batch processing machines have been examined extensively in the deterministic scheduling literature in recent years. Here, we give a brief survey on the previous work on the bounded problems with due dates. Lee et al. [1] presented a heuristic for the problem of minimizing maximum lateness on identical parallel batch processing machines and a worst-case ratio on its performance. They also provided eﬃcient algorithms for minimizing the number of tardy jobs and maximum tardiness under a number of assumptions. Brucker et al. [4] summarized the complexity of the problems of scheduling a batch processing machine to minimize regular scheduling criteria that are nondecreasing in the job completion times. Along with other results, they proved that the bounded problems of minimizing the maximum lateness, the number of tardy jobs and the total tardiness on a single batch processing machine are strongly NP -hard, even if B = 2. Both [1] and [4] concentrated on the model of equal release dates. As for the model of unequal release dates, the known previous results were restricted on the case of a single batch processing machine [5–7]. Ikura and Gimple [5] provided an O(n2 ) algorithm to determine whether a due date feasible schedule exists under the assumption that release dates and due dates are agreeable (i.e., ri ≤ rj implies di ≤ dj ) and all jobs have identical processing times. Li and Lee [6] proved that the problems of minimizing the maximum tardiness and the number of tardy jobs where all jobs have identical processing times are strongly NP -hard even if release dates and due dates are agreeable. Wang et al. [7] presented a genetic algorithm to minimize the maximum lateness with release dates on a single batch processing machine. To the best of our knowledge, the general P |rj , B|Lmax problem has not been studied to date. In this paper we present a PTAS for this problem. Our study has been initiated by [8] and [9]. Deng et al. [8] presented a PTAS for the more vexing problem of minimizing the total completion time with release dates on a single batch processing machine. Hall and Shmoys [9] presented a PTAS for problem P |rj |Lmax (the special case of our problem where B = 1). We draw upon several ideas from [8, 9] to solve our problem. This paper is organized as follows. In Section 2, we introduce notations, simplify our problem by applying the rounding method, and deﬁne small and large jobs. In Section 3, we describe how to batch the small jobs. In Section 4, we ﬁrst show that there exists a (1 + 5)-approximate outline, a set of information
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with which we can construct a (1 + 5)-approximate schedule. We proceed to deﬁne the concept of outline and then enumerate over all outlines in polynomial time, among which there is a (1 + 5)-approximate outline. Put together, these elements give us our PTAS for the general problem.
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Preliminaries



We use opt to denote the objective value of the optimal schedule. To establish a polynomial time approximation scheme (PTAS), for any given positive number , we need ﬁnd a solution with value at most (1 + ) · opt in time polynomial in the input size. In this section, we aim to transform any input into one with simple structure. Each transformation potentially increases the objective function value by O() · opt, so we can perform a constant number of them while still staying within a 1+O() factor of the original optimum. When we describe such a transformation, we shall say that it produces 1 + O() loss. To simplify notations we will assume throughout the paper that 1/ is integral. For explicitness, we deﬁne the delivery time of a batch to be the largest delivery time among the jobs in the batch. We use p(Bi ), d(Bi ), S(Bi ) and C(Bi ) to denote the processing time, delivery time, start time and completion time respectively of batch Bi . We use Lmax (S) to denote the objective value of schedule S. We call a batch containing exactly B jobs a full batch, where B is the batch capacity. A batch that is not full will be called a partial batch. Let rmax = maxj rj , pmax = maxj pj , qmax = maxj qj . The special case of P |rj , B|Lmax where all rj = qj = 0, denoted as P |B|Cmax , is already strongly NP -hard [1] (even for B = 1). Lee et al. [1] observed that there exists an optimal schedule for P |B|Cmax in which all jobs are pre-assigned into batches according to the BLPT rule: rank the jobs in non-increasing order of processing times, and then batch the jobs by successively placing the B (or as many as possible) jobs with the largest processing times into the same batch. To solve the general version of the problem with release dates, we need to amend the BLPT rule: we may use this rule for all the jobs even though they are not released simultaneously, or use it only for a subset of the jobs. We use the BLPT rule for all the jobs and get a number of batches. Denote by d the total processing time of these batches. Then we have the following lemma. d } ≤ opt ≤ rmax + pmax + qmax + Lemma 1. max{rmax , pmax , qmax , m



d m.



Proof. It’s easy to see that opt ≥ max{rmax , pmax , qmax , d/m}. We use the BLPT rule for all the jobs and get a number of batches. Starting from time rmax we schedule these batches by List Scheduling algorithm [10]: whenever a machine is idle, choose any available batch to start processing on that machine. Any job   will be delivered by time rmax + pmax + qmax + d/m in this schedule. Let δ =  · max{rmax , pmax , qmax , d/m}. We will use δ this way throughout this paper. A technique used by Hall and Shmoys [9] allows us to deal with only a constant number of distinct release dates and delivery times. The idea is to
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round each release date and delivery time down to the nearest multiple of δ. Since rmax ≤ (1/)δ and qmax ≤ (1/)δ, there are now at most 1/ + 1 distinct release dates, as well as 1/ + 1 distinct delivery times. Clearly, the optimal value of this transformed instance cannot be greater than opt. Every feasible solution to the modiﬁed instance can be transformed into a feasible solution to the original instance just by adding δ to each job’s start time, and reintroducing the original delivery time. Since δ ≤  · opt, the solution value may increase by at most a 1 + 2 factor. Therefore we get the following lemma. Lemma 2. With 1 + 2 loss, we assume that there are at most 1/ + 1 distinct release dates and 1/ + 1 distinct delivery times. As a result of Lemma 2, we assume without loss of generality that the release dates take on 1/ + 1 values, which we denote by ρ1 , ρ2 , . . . , ρ1/+1 , where ρi = (i − 1)δ. We set ρ1/+2 = ∞. We partition the time interval [0, ∞) into 1/ + 1 disjoint intervals of the form Ii = [ρi , ρi+1 ) (i = 1, 2, . . . , 1/ + 1). We assume that the delivery times take on 1/ + 1 values, which we denote by ξ1 < ξ2 < · · · < ξ1/+1 . We partition the jobs (batches) into two sets according to their processing times. We say that a job or a batch is small if its processing time is less than δ/(1/ + 1)2 , and large otherwise. We use Til to denote the set of small jobs with ρi and ξl as their common release date and delivery time respectively, i = 1, 2, . . . , 1/ + 1; l = 1, 2, . . . , 1/ + 1. By Lemma 1, we know that there are at most 4(1/ + 1)2 / large batches processed on each machine in any optimal schedule. More precisely, on each machine, there are at most (1/ + 1)2 large batches started in interval Ii for i = 1, 2, . . . , 1/ and at most 3(1/+1)2/ large batches started in interval I1/+1 . Though simple, this observation plays an important role in our algorithm since it allows us to show that the number of distinct outlines is polynomial in the input size. We defer the details till Section 4. The following lemma enables us to deal with only a constant number of distinct processing times of large jobs. Lemma 3. With 1+ loss, the number of distinct processing times of large jobs, κ, can be up-bounded by 4(1 + )2 /4 . Proof. We round each large job’s processing time down to the nearest multiple of /4 · δ/(1/ + 1)2 . Clearly, the optimal value of the rounded instance cannot be greater than opt. Since pj ≥ δ/(1/ + 1)2 for each large job j, by replacing the rounded values with the original ones we can transform any optimal schedule for the rounded instance into a (1 + /4)-approximate schedule for the original   instance. Since pj ≤ (1/)δ, we get κ < 4(1 + )2 /4 , as claimed. Let P1 < P2 < · · · < Pκ be the κ distinct processing times of large jobs. We assume henceforth that the original problem has the properties described in Lemmas 2 and 3.
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Batching the Small Jobs



In this section, we describe how to batch the small jobs with 1 + 3 loss. The basic idea on which we rely is similar to that in [8]. For i = 1, 2, . . . , 1/ + 1 and l = 1, 2, . . . , 1/ + 1, we use the BLPT rule for all the jobs in Til and get a number of batches, Bil1 , Bil2 , . . . , Bilkil , such that Bil1 , Bil2 , . . . , Bilkil −1 are full batches and q(Bilh ) ≥ p(Bilh+1 ), where p(Bilh ) and q(Bilh ) denote the processing times of the largest and smallest jobs in Bilh , respectively. Then we have the following observation. k il −1



(p(Bilh ) − q(Bilh )) + p(Bilkil ) < δ/(1/ + 1)2



(1)



h=1



  Let Bil =  Bilh : h = 1, 2, . . . , kil . We modify Bil to deﬁne a new set of h : h = 1, 2, . . . , k , where B h is obtained by letting all proil = B batches B il il il  cessing times in Bilh be equal to q(Bilh ) for h = 1, 2, . . . , kil −1 and Bilkil is obtained by letting all processing times in Bilkil be equal to zero. Each original small job j is now modiﬁed to a new small job j  , with pj (which is equal to the processing time of the batch that contains j  ), rj and qj as its processing time, release date and delivery time, respectively. We call the jobs {pj , rj , qj : j = 1, 2, . . . , n} modified jobs, where pj = pj if j is a large job. We then deﬁne an accessory problem: BS1 : Schedule the modiﬁed jobs {pj , rj , qj : j = 1, 2, . . . , n} on m identical parallel batch processing machines to minimize the maximum lateness. We use opt1 to denote the optimal value to BS1. Since pj ≤ pj for all jobs j, we get opt1 ≤ opt. We also observe the following fact. (Please contact the authors for the detailed proof if any reader is interested in it.) Lemma 4. There exists a schedule S for BS1 with the objective value Lmax (S) ≤ opt1 + 2 · opt in which the set of the batches containing small jobs is just 1/+1 1/+1    Bil . i=1



l=1



The following lemma enables us to determine the batch structure of all the small jobs a priori. Lemma 5. There exists a (1+3)-approximate schedule S for P |rj , B|Lmax with the following properties: 



1/+1 1/+1   Bil ; 1) the set of the batches in S containing small jobs is just i=1



l=1



2) the batches in S started in each interval on each machine are processed successively in the order of non-increasing delivery times. Proof. Consider a schedule for BS1 that is described in Lemma 4. We transform it by replacing the modiﬁed jobs with the original jobs. By the previous kil −1 h )) + (p(B kil ) − 0) < δ/(1/ + 1)2 inequalities (1), we have h=1 (p(Bilh ) − p(B il il
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(i = 1, 2, . . . , 1/ + 1; l = 1, 2, . . . , 1/ + 1). Thus the solution value may increase by δ ≤  · opt. As opt1 ≤ opt, we get a (1 + 3)-approximate schedule for P |rj , B|Lmax



in which the set of the batches containing small jobs is just 1/+1 1/+1   Bil . We then use the well-known Jackson’s rule [11] to transform i=1



l=1



this schedule without increasing the objective value: process successively the batches started in each interval on each machine in the order of non-increasing delivery times. Thus we get a schedule of the required type for P |rj , B|Lmax .  
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Scheduling the Jobs



In this section we will design a polynomial time approximation scheme to solve problem P |rj , B|Lmax . By Lemma 5, we can pre-assign all the small jobs into batches and get 1/+1 1/+1   Bil in O(n log n) time: use the BLPT rule for all the jobs in Til i=1



l=1



(i = 1, 2, . . . , 1/ + 1; l = 1, 2, . . . , 1/ + 1). Thus we will restrict our attention to schedules of this form. Next we show that there exists a (1 + 5)-approximate outline, a set of information with which we can construct a (1 + 5)-approximate schedule. We motivate the concept from [9]. Let us ﬁx a (1 + 3)-approximate schedule that is described in Lemma 5, S. Let xijl be the total processing time of the small batches in S that are started in interval Ii on machine Mj with ξl as their common delivery time. Let Xijl = (1/ + 1)2 · xijl /δ · δ/(1/ + 1)2 . That is, Xijl is the approximate amount of time in interval Ii on machine Mj that is spent processing the small batches with delivery time ξl . We then delete from S all the jobs and the small batches, but retain all the empty large batches. Let Yijkl be the set of the empty large batches in S that are started in interval Ii on machine Mj with Pk and ξl as their common processing time and delivery time respectively. Recall that Pk denotes the k th largest processing time among κ (κ < 4(1 + )2 /4 ) distinct processing times of large jobs. We call the set {(Xijl , Yijkl ) : 1 ≤ i ≤ 1/ + 1, 1 ≤ j ≤ m, 1 ≤ k ≤ κ, 1 ≤ l ≤ 1/ + 1} a (1 + 5)-approximate outline, since it can be used to construct a (1 + 5)-approximate schedule, as Lemma 6 below shows. Algorithm A1 Given a (1 + 5)-approximate outline, do the following: Step 1. Suppose that we have assigned small batches to intervals I1 to Ii−1 . We describe the assignment of small batches to Ii . (i = 1, 2, . . . , 1/ + 1.) For j = 1, 2, . . . , m and l = 1, 2, . . . , 1/ + 1, we construct a set of small batches Zijl as follows: assign the small batchesavailable in Ii with p(Bh ) ≥ Xijl (or delivery time ξl to Zijl , until the ﬁrst time that Bh ∈Zijl



until there are no more available small batches with delivery time ξl ). Clearly, if Xijl = 0, then Zijl = φ.
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Step 2. For i = 1, 2, . . . , 1/ + 1, j = 1, 2, . . . , m, we stretch Ii to make an extra space with length 2δ/(1/ + 1) and then start the small



batches 1/+1 1/+1 κ    in Zijl and the empty large batches in Yijkl as early l=1



k=1



l=1



as possible in Ii on Mj in the order of non-increasing delivery times (by Lemma 5). Step 3. For ease of representation, we reindex arbitrarily the large jobs as x1 , x2 , . . .. Index the empty large batches arbitrarily as B1 , B2 , . . .. By regarding each large job xg as a vertex in X, and each empty large batch Bh as B(the batch capacity) vertices yh1 , yh2 , . . . , yhB in Y , we construct a bipartite graph G with bipartition (X, Y ), where xg is joined to yh1 , yh2 , . . . , yhB if and only if rxg ≤ S(Bh ), pxg ≤ p(Bh ) and qxg ≤ d(Bh ). Then we use the Hungarian method [12] to get a matching of G that saturates every vertex in X, which corresponds to a feasible assignment of the large jobs to the empty large batches. Lemma 6. Given a (1 + 5)-approximate outline, Algorithm A1 will find a (1 + 5)-approximate schedule in O((1/ + 1)6 m3 B 3 /3 ) time. Proof. Denote by S the (1 + 3)-approximate schedule from which the (1 + 5)approximate outline is obtained. We will show that Algorithm A1 reconstructs S with 1 + 2 loss in O((1/ + 1)6 m3 B 3 /3 ) time. Clearly, the deﬁnition of Xijl , plus the way to assign small batches to intervals, guarantees that every small  batch gets assigned to some2 set Zijl . We observe that for any i,j and l, p(Bh ) − xijl < 2δ/(1/ + 1) . We also obBh ∈Zijl



serve that there exists a matching of G that saturates every vertex in X(i.e., the assignment of the large jobs to the large batches in S). Therefore Algorithm A1 constructs a feasible schedule S  with Lmax (S  ) ≤ Lmax (S) + 2δ ≤ (1 + 5) · opt. Noting that a (1 + 5)-approximate outline contains at most 4(1/ + 1)2 m/ empty large batches, we get |X| ≤ |Y | ≤ 4(1/ + 1)2mB/. Therefore it will take O((1/ + 1)6 m3 B 3 /3 ) time to get a matching of G that saturates every vertex in X. Since the time complexity of Algorithm A1 is determined by Step 3, the lemma is proved.   A possibility of a (1 + 5)-approximate outline is called an outline. We are going to enumerate over all outlines in polynomial time, among which there is a (1 + 5)-approximate outline. To do this, we deﬁne a machine configuration to be the restriction of an outline to a particular machine. Let us ﬁx a particular machine, Mj . Recall that in any optimal schedule, on each machine, there are at most (1/ + 1)2 large batches started in interval Ii for i = 1, 2, . . . , 1/ and at most 3(1/ + 1)2 / large batches started in interval I1/+1 . Combining the structure of an outline, we get the following observation. For i = 1, 2, . . . , 1/, k = 1, 2, . . . , κ and l = 1, 2, . . . , 1/, both the number of diﬀerent possibilities of Xijl and that of Yijkl are (1/ + 1)2 + 1; while for i = 1/ + 1, k = 1, 2, . . . , κ and l = 1, 2, . . . , 1/, both the number of diﬀerent possibilities of Xijl and that of Yijkl are 3(1/+1)2 /+1.
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Therefore we can up-bound the number of diﬀerent machine conﬁgurations by Γ < {[(1/ + 1)2 + 1]1/+1 · [(1/ + 1)2 + 1](1/+1)κ }1/ · {[3(1/ + 1)2 / + 1]1/+1 · [3(1/+1)2 /+1](1/+1)κ} < 2[(1/+1)2 +1](1/+1)(κ+1)/, where κ < 4(1+)2 /4 . We denote the diﬀerent machine conﬁgurations as 1, 2, . . . , Γ . An outline can now be deﬁned as a tuple (m1 , m2 , . . . , mΓ ), where mi is the number of machines with conﬁguration i. Therefore there are at most (m + 1)Γ outlines to consider, a polynomial in m. Given an outline, we can evaluate its objective value as follows. View each Xijl as an aggregated batch with processing time Xijl and delivery time ξl respectively. For i = 1, 2, . . . , 1/ + 1 and j = 1, 2, . . . , m, we stretch Ii to make an extra space with length δ/(1/ + 1) and then start the aggregated batches 



1/+1 κ   Yijkl as Xij1 , Xij2 , . . . , Xij(1/+1) and the empty large batches in k=1



l=1



early as possible in Ii on Mj in the order of non-increasing delivery times. The time by which all batches have been delivered is the objective value of the given outline. If some batch (an aggregated batch or an empty large batch) cannot be started in the speciﬁed interval, then the outline will be excluded. We are now ready to describe our algorithm, which constructs a feasible schedule from an outline with objective value as small as possible. Algorithm A2 Step 1. Get all outlines, evaluate their objective values and exclude some of them as described above. Step 2. Invoke Algorithm A1 repeatedly to deal with the left outlines in the order of non-decreasing objective values until a feasible schedule is generated. (If some small batch or a large job cannot be scheduled and has to be eventually left, then the outline cannot generate a feasible schedule and will be excluded.) Step 3. Clean up the generated feasible schedule (delete the empty batches and move all the batches to the left as far as possible while keep them in the speciﬁed intervals) and then output it. Finally, we get the following theorem. Theorem 1. Algorithm A2 is a PTAS for the problem P |rj , B|Lmax .
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