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Abstract We give approximation algorithms and inapproximability results for a class of movement problems. In general, these problems involve planning the coordinated motion of a large collection of objects (representing anything from a robot swarm or firefighter team to map labels or network messages) to achieve a global property of the network while minimizing the maximum or average movement. In particular, we consider the goals of achieving connectivity (undirected and directed), achieving connectivity between a given pair of vertices, achieving independence (a dispersion problem), and achieving a perfect matching (with applications to multicasting). This general family of movement problems encompass an intriguing range of graph and geometric algorithms, with several real-world applications and a surprising range of approximability. In some cases, we obtain tight approximation and inapproximability results using direct techniques (without use of PCP), assuming just that P 6= NP.
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Introduction



Consider a group of firefighters surrounding a forest fire. Each firefighter is equipped with a reliable but short-range radio (walkie-talkie) as well as limited connectivity to a satellite (or other central location) for triangulating and sharing the approximate positions of firefighters. To form an effective communication network (for voice or data traffic), the firefighters’ radios must form a connected graph. This scenario naturally leads to the following problem: given the current locations of the firefighters, find the minimum distance (time) required for each firefighter to move to reach a configuration that induces a connected radio network. More precisely, we wish to minimize the maximum movement of the firefighters such that, in their final positions, any two firefighters can talk to each other in the reliable radio network, possibly using multiple hops. Of course, this playful description of the problem is rhetorical: in reality, the objects are not firefighters but are, say, autonomous robots with limited wireless connectivity and limited mobility in the field because of energy and resource constraints, so they wish to minimize the use of these resources to form a reliable radio network. See, e.g., [CHP+ 04a, CHP+ 04b, BDHR05] for descriptions of such practical scenarios. ∗
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The problem described above is one example of a natural broader family of problems, called movement problems, which we study systematically in this paper. In particular, the firefighting problem can be abstracted into a problem called ConMax: minimize maximum movement to reach connectivity. This basic connectivity problem has many variations. For example, ConSum asks to minimize the total movement, which may be useful for reducing average power consumption; while ConNum asks to minimize the number of firefighters (robots) that have to move. In DirConMax, and analogously DirConSum and DirConNum, the radio connectivity is not necessarily symmetric and forms a directed network, e.g., because different radios have different power levels, and the goal is to ensure that everyone can receive messages from a fixed root (the captain). In PathMax, PathSum, and PathNum, the goal is to re-arrange the objects to connect two specified locations.1 Many more variations arise from changing the desired property of the final configuration. In general, for a specified property P of configurations of objects, the goal of a movement problem is to minimize the (maximum or total/average) movement in a motion that ends with a configuration satisfying property P . The objects can be represented either as points or equivalently bodies that can only be translated, say in the plane, or as pebbles placed on the vertices of a graph that can move along edges. Many problems in this family arise naturally in the context of robotics, particularly in organizing the behavior of swarms of robots (see, e.g., [HAB+ 03, LaV06, RW95, SPS03]). A simple version of the movement problem is collocation, where the goal is to move all objects to a common location. In this case, we obtain two classic problems: when minimizing the maximum movement, we have the 1-center problem; when minimizing the total movement, we have the 1median problem. These problems have well-known polynomial-time exact solutions. Another interesting version of the movement problem is dispersion, where the goal is to distribute the objects in order to guarantee a minimum pairwise separation between the objects. In the context of a radio network, this goal is equivalent to guaranteeing that the radio network forms an empty graph or an independent set. Thus, we refer to this problem as IndMax, IndSum, or IndNum according to the objective function. This problem effectively asks to spread out the objects (e.g., robots) while keeping them as close as possible to their original locations. The problem also has applications to map labeling [DMM+ 97, JBQZ04, SW01, JQQ+ 03], where the goal is to find placements of labels as close as possible to the specified features of the map such that the labels do not overlap each other (so their centers are sufficiently separated). Another version of the movement problem that arises in the context of broadcasting or multicasting is to move the objects into nearby pairs so that these pairs can exchange information. More precisely, in MatchMax, MatchSum, and MatchNum, the goal is to minimize the movement of the objects to a position having a perfect matching of the objects such that each matched pair can communicate (i.e., the objects are within distance 1 of each other). This problem is essentially a mobile version of the pseudo-matching problem (also known as pathmatching) considered in the context of broadcasting and multicasting in cut-through routed networks [CFKR98, Coh98, GHMM02]. The MatchMax problem is also closely related to one “round” of the freeze-tag problem [ABF+ 02, ABG03, SABM04] in which a swarm of mobile robots must collectively “wake up”, starting from a single awake robot, and moving awake robots next to sleeping robots to awaken them. Several of the problems considered in this paper can be viewed as considering the extent to which we exploit the mobility of existing resources to achieve desired global properties of the network such as connectivity. Related to this endeavor is work that considers how to augment networks (consisting of nonmobile sensors) by adding additional resources to achieve such global properties; see, e.g., [BDHR05, CHP+ 04a, CHP+ 04b]. In fact, we can view the class of movement 1



For example, the firefighters might want to chain together their water hoses from a fire hydrant to the fire.
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problems as strictly more general than these augmentation problems, by imagining additional mobile resources initially “at infinity” and the goal is to minimize the total movement of these resources (and therefore minimize the number of resources moved).



1.1



Motion Problems and Model



Before we describe our specific results, we formally define the model and the movement problems we consider. The three general families of problems we consider are minimum maximum movement to property P, minimum total movement to property P, and minimum number of movements to property P. In all cases, we are given an (undirected or directed) graph G = (V, E) with |V | = n vertices, m pebbles, and a property P on “configurations”. A configuration is a function assigning each pebble to a vertex of V ; more than one pebble can be on a single vertex. We say that each such assigned vertex is occupied by a pebble. We are given an initial configuration for the pebbles. A motion assigns a path π(p) in the graph G for each pebble p, starting at the vertex specified by the initial configuration and ending at some target vertex, also called the target position. (Thus, pebbles can move only along edges.) The length |π(p)| of the path is the movement of p. The maximum movement of a motion is the maximum length of any path; the total movement is the total length of all paths; and the number of movements is the number of paths of nonzero length. The target vertices of pebbles define the target configuration of the motion. The goal is to find a motion that minimizes one of these three measures subject to the target configuration satisfying property P. This graph-theoretic formulation of the movement problems also captures the geometric setting. For example, the Euclidean plane is defined by an infinite graph whose vertices correspond to points p = p (px , py ), and edges connect two distinct vertices p and q whose Euclidean distance d(p, q) = (px − qx )2 + (py − qy )2 is less than 1. This definition models mobile nodes with unit communication radius. Because the graph is infinite, there is no notion of “n”, so we define n = m, the number of pebbles. We define the following properties P of interest and their associated problems of minimizing maximum movement. In most cases, we state a property P on graphs, implicitly referring to the subgraph of G induced by the vertices occupied by pebbles in the configuration. 1. Minimum maximum movement to connectivity (ConMax): P is connectivity. 2. Minimum maximum movement to connectivity in directed graphs (DirConMax): P is directed connectivity from every vertex to some root vertex. 3. Minimum maximum movement to s-t connectivity (PathMax): P is having a path between two certain vertices s and t. 4. Minimum maximum movement to independence (IndMax): P is that no two pebbles occupy the same or adjacent vertices. 5. Minimum maximum movement to perfect matchability (MatchMax): P is the property that there is a perfect matching in the graph on pebbles in which two pebbles p and q are adjacent precisely if their distance dG (p, q) in G is at most 1. Analogously, we define the problems of minimizing total movement (ConSum, DirConSum, IndSum, PathSum, and MatchSum) and minimizing the number of movements (ConNum, DirConNum, IndNum, PathNum, and MatchNum) to achieve the same properties. To our knowledge, none of these problems have been considered before in an algorithmic setting. 3
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Table 1: A summary of our results.



Figure 1: Optimally moving the pebbles (drawn as disks) into a connected configuration requires a global solution (drawn with arrows).



1.2



Our Results



We prove several approximation and inapproximability results for the problems listed above, in many cases obtaining tight bounds (assuming just P 6= NP). The various movement problems show a surprising range of difficulty, not consistent with the nonmovement (standard) version of each problem. For example, testing connectivity of a graph is trivial, but DirConMax and p ConSum are 1−ε Ω(n )-inapproximable, while the best approximation so far for ConMax is O( m/OPT) in a graph or in the Euclidean plane, and we give evidence that even the geometric scenario is difficult. On the other hand, we give an additive O(1)-approximation for IndMax in the Euclidean plane, even though the nonmovement version (independent set) is very hard for graphs and not known to be solvable exactly in the Euclidean plane. Yet some movement problems such as MatchMax turn out to have polynomial-time solutions. Our hardness results are particularly strong, yet they do not use techniques such as PCP and thus avoid any higher-level complexity assumptions, making them of independent interest. We focus primarily on the maximum-movement problems, proving various approximability and inapproximability results in Sections 2, 3, and 4. We then consider the total-movement versions of the problems in Section 5. The number-of-movements versions tend to be less interesting because there is little correlation between a pebble’s initial and final position, so we omit the details from this extended abstract. Table 1 summarizes all of our results.
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Minimum Maximum Movement to Connectivity



We begin with the problem of ConMax, a well-motivated problem as described in the introduction. To provide some intuition about the problem, Figure 1 gives an example of a challenging instance. Here there is a “global” solution using maximum movement of 1, but any “local” solution (such as all pebbles approaching a common location) requires maximum movement of Ω(n).
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It is also not hard to see that the problem is NP-complete in general, even to approximate better than a factor of 2. We can reduce from Hamiltonian Path as follows. Given a graph G = (V, E), we subdivide each edge in E into a path of three edges, and attach a new leaf vertex to each vertex in V . We place two pebbles on each vertex in V and we place one pebble on each added leaf. Any solution to this instance of ConMax of maximum movement 1 can move the pebble on each leaf to its neighboring vertex in V , and must move the two pebbles on each vertex in V toward neighboring vertices to induce a connected subgraph. Such a solution corresponds to a connected maximum-degree-2 subgraph in G that visits every vertex in V , i.e., a Hamiltonian path in G.



2.1



O(



p m/OPT)-Approximation for ConMax



p In this section we develop an O( m/OPT)-approximation algorithm for ConMax, where m is the number of pebbles. (Note that m can be much smaller than n.) In particular, this algorithm is √ an O( n)-approximation algorithm if the initial configuration places at most one pebble on each vertex. We later show in Section 2.2 how to convert this approximation algorithm, or indeed any approximation algorithm for ConMax, to work in the Euclidean plane at a small extra cost. p √ Theorem 1 There is an O( m/OPT)-approximation algorithm (and thus also an O( m)-approximation algorithm) for ConMax. Given a subset S of vertices in a graph G, the dth power induced on S, denoted by Gd [S], has vertex set S and has an edge (u, v) between two vertices u, v ∈ S if and only if there is a path in G between u and v with at most d edges. Lemma 2 Consider an instance of the ConMax problem, consisting of a graph G and an initial configuration of m pebbles, with an optimal solution of maximum movement OPT. For any integer k between 0 and m/2, there is a subset S of vertices of G satisfying the following properties: 1. Every vertex in S is occupied by a pebble in the initial configuration. 2. The shortest-path distance between any two distinct vertices in S is greater than 2k + 4OPT. 3. The (2k + 6OPT + 1)th power of G induced on S is connected. 4. Every vertex v in S has at least 2k pebbles whose shortest-path distance to v is at most k + 2OPT. 5. For every vertex w occupied by a pebble in the initial configuration, there is a vertex u in S whose shortest-path distance to w is at most 3k + 8OPT + 1. Proof: We compute S via a greedy algorithm. Initially S is the empty set, which satisfies Properties 1–4. In each step, if there is a vertex whose addition to S would still satisfy Properties 1–4, we add the vertex to S. First we prove that the greedy algorithm computes a nonempty set S, i.e., at the first step, there is a vertex we can add it to S. Let T be a spanning tree of the (connected) graph induced by the target configuration in the optimal solution OPT. Define a center c of T to be a vertex of T that minimizes the maximum distance from c to any vertex of T . We claim that c is within distance k of at least 2k target positions of pebbles, and thus the initial position u of any pebble whose final position is c is within distance k + 2OPT of at least 2k initial positions of pebbles, and therefore S = {u} satisfies Properties 1–4. The proof of this claim divides into two cases. In 5
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Figure 2: Path between w and s. Case 1, every vertex of T is within distance k of c, and thus the target positions of all m pebbles are within distance k of c, proving the claim. In Case 2, there is at least one vertex at distance exactly k + 1 from c. In this case, we claim by induction on k that there are at least 2k vertices of T within distance k of c. Note that we remain in Case 2 even when considering smaller values of k. In the base case, k = 0 and the claim is vacuous. In the general case k > 0, by induction, there are at least 2k − 2 vertices of T within distance k − 1 of c. Because we are in Case 2, there is at least one vertex v at distance exactly k from c, and at least one vertex w at distance exactly k + 1 from c. If there are at least two vertices at distance exactly k from c, then we have the claim. If vertex v is the only vertex at distance exactly k from c, then we argue that c cannot be a center. Moving c one step toward v decreases the distance from c to v, w, and any vertices of T with distance at least k, in particular decreasing w’s distance of k + 1, while the distance from c to all other vertices (which have distance at most k − 1) increases by at most 1 and so the distance remains at most k. Therefore, this move decreases the maximum distance from c to any vertex of T , contracting centrality of c. Now consider the maximal set S output by the greedy algorithm, and suppose for contradiction that some vertex w is not within distance 3k + 8OPT + 1 of its nearest vertex s in S. (If there is more than one such vertex s, we choose one arbitrarily.) For any vertex v, let N Dv denote the distance between v and its nearest vertex in S. Thus, N Dw > 3k + 8OPT + 1. Let w0 and s0 denote the target positions for some pebble initially on vertex w and for some pebble initially on vertex s, respectively, in the optimal solution OPT. Refer to Figure 2. Let P = hw0 = v00 , v10 , v20 , . . . , vj0 = s0 i be a path between w0 and s0 in the (connected) graph induced by the target positions in OPT. Let vi denote the initial position of some pebble whose target position is vi0 in OPT, making choices so that v0 = w and vj = s. Thus, the distance between vi and vi0 is at most OPT. By the triangle inequality, N Dvi ≤ N Dvi+1 + 2OPT + 1. Because N Dv0 = N Dw > 3k + 8OPT + 1, because N Dvj = N Ds = 0, and because N Dvi decreases by at most 2OPT + 1 each time we increment i, there is an index r such that 2k + 4OPT < N Dvr ≤ 2k + 6OPT + 1. We claim that we can add vr to S while satisfying Properties 1–4, contradicting the maximal choice of S. By our choice of vr , we satisfy Properties 1–3. By the triangle inequality, the distance between w and vr is at least N Dw −N Dvr > (3k +8OPT+1)−(2k +6OPT+1) = k +2OPT. Thus, the distance between w0 and vr0 , namely r, is at least k+2OPT−2OPT = k. Similarly, by the triangle



6



inequality, the distance between vr and s is at least N Dvr − N Ds > 2k + 4OPT. Thus, the distance between vr0 and s0 , namely j − r, is at least 2k + 4OPT − 2OPT = 2k + 2OPT > k. Therefore, 0 0 0 0 vr−k , vr−k+1 , . . . , vr0 , . . . , vr+k−1 , vr+k are 2k + 2 vertices along the path P . The corresponding vertices vr−k , vr−k+1 , . . . , vr , . . . , vr+k−1 , vr+k are occupied by pebbles and have distance at most k + 2OPT from vr . Hence, we satisfy Property 4. 2 Lemma 3 Given an instance of ConMax problem with m pebbles and with an optimal solution of maximum movement OPT, for any integer k between 0 and m/2, there is a polynomial-time algorithm to find a motion with maximum movement at most 5k + 14OPT + 2 + (6OPT + 1)m/(2k). Proof: The algorithm proceeds as follows. 1. Find a subset S of vertices of G with the properties of Lemma 2. 2. Move each pebble to its nearest vertex in S. 3. Let H be the (2k + 6OPT + 1)th power of G induced on S. By Property 3, H is connected, so let T be a spanning tree of H, and root it at an arbitrary vertex. 4. For each vertex v in S other than the root, move all but one of the pebbles on v to occupy some of the vertices on the path in G corresponding to the edge between v and its parent in the tree T . 5. Let T 0 be the tree in G obtained by combining the paths corresponding to the edges of T . For every vertex of T 0 that is unoccupied by a pebble, move all pebbles one step in T 0 toward that vertex. By Property 5, Step 2 moves each pebble at most 3k + 8OPT + 1 steps. By Properties 2 and 4 of Lemma 2, for every vertex s in S, there are at least 2k pebbles that are closer to s than to any other vertex in S. Thus, after Step 2 of the algorithm, every vertex s in S is occupied by at least 2k + 1 pebbles. By Property 3, Step 4 moves each pebble at most 2k + 6OPT + 1 steps. After Step 4, at most 6OPT + 1 vertices of each path corresponding to an edge of T lack a pebble. Thus the tree T 0 in G has at most |S|(6OPT + 1) vertices that lack a pebble. Each iteration of the loop in Step 5 removes at least one of these vertices at a cost of 1. Thus Step 5 moves each pebble by at most |S|(6OPT + 1) steps. But |S| is at most m/(2k), because we assign at least 2k pebbles to each vertex in S and the total number of pebbles is m. Therefore the total cost is (3k + 8OPT + 1) + (2k + 6OPT + 1) + (6OPT + 1)m/(2k) = 5k + 14OPT + 2 + (6OPT + 1)m/(2k), proving the lemma. 2 To prove Theorem 1, we first check whether OPT is zero, i.e., whether the pebbles already p induce a connected graph. p Otherwise, we apply Lemma 3 with k = m/x where x is a guessed value of OPT. With k = m/OPT (or with the best guess of x), we obtain an approximation p ratio of O( m/OPT). Finally, it is worth mentioning that ConMax can be solved exactly on special classes of graphs. The following solution for the case of trees interestingly uses bipartite matching as its main tool, not the usual dynamic programming on trees. Theorem 4 Given a tree T and a configuration of k pebbles on T , ConMax can be solved in polynomial time.
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Proof: First we guess a vertex v of T that is occupied by a pebble in the target configuration. Second we guess the maximum movement k, 0 ≤ k ≤ n, required by the optimal solution. We compute a subset of vertices of T that must be occupied by pebbles in the target configuration. For each pebble in the initial configuration, consider moving it toward v by up to k steps (stopping if it reaches v). This vertex x is the closest the pebble could get to v in any solution with a maximum movement of k. Thus, every vertex along the path from x to v (including the endpoints) must be occupied by a pebble in the target configuration. We call these vertices forced. To determine whether all forced vertices can indeed be occupied by pebbles (and thus whether this guess of v and k is valid), we use bipartite matching. Define the bipartite graph H = (W1 , W2 , F ) where W1 is the set of pebbles, W2 is the set of forced vertices, and edges in F connect a pebble to every forced vertex that is within distance k in G. A maximum-cardinality matching of this graph H covers every vertex in W2 if and only if the pebbles can be moved to occupy the forced vertices. Any extra pebbles not used in the matching can be moved to an arbitrary forced vertex: every pebble can be moved to some forced vertex, namely x. The forced vertices induce a connected subgraph of G, so we obtain a solution to ConMax with maximum movement k if this is possible. 2



2.2



ConMax in the Euclidean Plane



In this section, we introduce a method for converting algorithms for movement problems in graphs to movement problems in the Euclidean plane, applied in particular to the ConMax problem. This method works for other properties but not for Path problems, because in path problems there may exist a solution while using this method yields a “no solution” answer. Theorem 5 If we have a k-approximation algorithm for ConMax in graphs, then we have an k(1 + ε)-approximation algorithm for ConMax in the Euclidean plane, for any ε > 0. Proof: We partition the plane into squares of size d. We define the graph G = (V, E) where V is the set of the vertices of squares used for partitioning and edges in E connect two vertices if their Euclidean distance is not more than d. Next we show that a connected configuration of ConMax problem on the Euclidean plane could be modified to a connected configuration on graph G defined above. For a connected configuration of pebbles on the plane, we have to move them to the vertices of graph G such that they remain connected. We pick an arbitrary pebble r and move it to one √ of the four vertices of the square around it. Thus r moves at most d 2. For the pebbles which were adjacent to r, first we move them exactly the same as r to keep them adjacent, next we move each one to one of the four vertices of the square around it. Note that if we choose the nearest to r, among the four vertices around a pebble , the √ pebble remains adjacent to r. In this way the pebbles which were adjacent to r move at most 2d 2. For the pebbles which have distance i from r, first move them the same as the pebbles which have distance i − 1 from r and then move them to one of the four vertices of the square around them to√keep them connected to r. In this way the vertices with distance i from r move at most pebble from (i + 1)d 2 to reach one vertex of G and remain connected to r. Since the farthest √ r has distance at most n − 1 from it, all pebbles move less than or equal to nd 2 where n is the number of pebbles. Thus if we have a connected configuration with cost OPT √ in Euclidean plane, the best configuration in graph G has cost less than or equal to OPT + nd 2.
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For an initial configuration of the pebbles,√first we move each pebble to one of the four vertices around it which needs movement at most d 2. Then we solve the problem on graph G. The solution of ConMax on graph G is also a valid configuration for ConMax in √ Euclidean plane. Since the solution of ConMax in graph G has cost less than or equal to OPT + nd 2, a k-approximation √ algorithm for ConMax in graphs yields to an algorithm with approximation factor k(1 + nd 2) + √ d 2. Therefore we have an k(1 + ε)-approximation algorithm for ConMax in Euclidean plane. 2



2.3



O(



p



m/OPT)-Approximation for PathMax



Our techniques can be extended to obtain the same approximation factor for connectivity between just two fixed vertices s and t. The previous approach does not apply directly to this problem because not all of the pebbles need to be involved in the solution; we can select an arbitrary subset of pebbles to use for our path. Note that PathMax is NP-hard via a reduction from Hamiltonian Path.2 Theorem 6 Given an instance of the PathMax problem with m pebbles and with an optimum solution of maximum movement OPT, for any integer k greater than 2OPT, there is a polynomialtime algorithm for finding a motion with maximum movement at most 6k + (5 + 4m/k)OPT. Proof: First we identify vertices that cannot be on our final path between s and t. Let dv,u denote the distance between vertex v and u through marked vertices. Initially we mark all vertices. Then we run the following step for unmarking vertices, until no more vertices can be unmarked: • Unmark v if there is an i ≤ min{ds,v , dt,v } and there are less than 2i + 1 pebbles within distance i + OPT of v. It is clear that all vertices on the path between s and t in an optimum solution, say Q, are still marked. Delete each pebble for which the minimum distance between its initial position and any marked vertices is more than OPT and move each remaining pebble to its nearest marked vertex with maximum movement at most OPT. Let P = hs = v0 , v1 , . . . , v|P | = ti be a shortest path between s ant t that goes through marked vertices and assume |P | = (2k + 1)r1 + r2 , 0 ≤ r2 < 2k + 1. Call vertices vk , v3k+1 , v5k+2 , . . . , v(2k+1)(r1 −1)+k center vertices. Thus we have r1 center vertices. • For every center vertex c, move to c all pebbles within distance k of c. It is clear that no pebble is within distance k of two center vertices. We prove that there will be at least 2(k − 2OPT) + 1 pebbles on c. We know that c is a marked vertex. Thus there are at least 2(k − 2OPT) + 1 pebbles whose distance between their initial position and c is at most k − OPT. Because we move each pebble to a marked vertex with maximum movement OPT, there are at least 2(k − 2OPT) + 1 pebbles within distance k of c. In the next phase, distribute all pebbles on center vertices along the path P to a vertex with no pebble on P . In this phase, we move each pebble at most k. 2



Duplicate the vertices of a graph G into n = |V (G)| levels, for a total of n2 vertices, and adding edges between every pair of adjacent levels corresponding to edges of G, for a total of 2|E(G)|(n − 1) edges. For each vertex v of G, add a path of length n from each copy of v to a common new vertex vˆ, at which we place a single pebble. Finally, connect the source s to every vertex in the first level, and connect the sink t to every vertex in the last level; and attach to each of s and t a path of length n, the end of which has a single pebble. G has a Hamiltonian path if and only if we can move each pebble to an instance of its corresponding vertex with a maximum movement of n, and construct a path from s to t.
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An empty vertex is a vertex of P with no pebble in this configuration. Suppose we have E empty vertices. It is clear that E ≤ 4OPTr1 + r2 and each pebble has moved at most 2k + OPT up to now. A good pebble is a pebble that participates in constructing the path between s and t in the optimum solution and it is now on P . A pebble whose target position is either s and t in the optimum solution are also good pebbles. A bad pebble is a pebble that participates in constructing the path between s and t in the optimum solution but it is not currently on P . Because the length of the path between s and t in the optimum solution is at least |P |, we have at least E bad pebbles. Each bad pebble has moved at most OPT up to now. Consider a bad pebble pb and a good pebble pg whose target positions are tb and tg in the optimum solution. Let Hpb ,pg be the distance between tb and tg on the path Q. The distance between the initial position of pb and its target position in the optimum solution is at most OPT. Also, the distance between the initial position of pb and its recent position is at most OPT. We also know that the distance between the initial position of pg and its target position in the optimum solution is at most OPT. Furthermore, the distance between the initial position of pg and its recent position is at most 2k +OPT, Therefore the distance between the recent positions of pg and pb is at most 2k + 4OPT + Hpb ,pg . Let Hpb = minpg {Hpb ,pg } • For every bad pebble with Hpb ≤ E, we move pb to place on a good pebble and then shift all pebbles between pb and the nearest empty vertex of P to a pebble on an empty vertex of P . We move each pebble along one edge in each shift. It is clear that we have at least E bad pebbles pb with Hpb ≤ E. Therefore we have at least E pebbles that can be present on path P with maximum movement at most 2k + 4OPT + E. We need to move each pebble at most E to fill empty vertices. We can fill all empty vertices with this strategy. The maximum movement in our algorithm is at most OPT+max{2k, 2k+4OPT+E}+E ≤ 2k+5OPT+2E. Because E ≤ 4·OPT·|P |/(2k)+2k and |P | is at most m, the maximum movement is at most 6k + (5 + 4m/k)OPT. 2 p √ Corollary 7 There is an O( m/OPT)-approximation algorithm (and thus also an O( m)-approximation algorithm) for PathMax. Proof: If the optimum solution cost is greater than m/4, then we obtain a 4-approximation algorithm√ by placing pebbles on the shortest path between s and t. Otherwise, we can use Theorem 6 p with k = m OPT, and obtain an O( m/OPT)-approximation algorithm for PathMax. 2



2.4



εm-Approximation for DirConMax



Next we consider the directed version of ConMax, DirConMax, where we obtain nearly tight results: an εm-approximation and m1−ε inapproximability assuming P 6= NP. Our approximability result is based on another extension of our techniques from ConMax. As before, Gd [S] denotes the dth power of G induced on subset S of vertices, where distances are measured along shortest directed paths. Lemma 8 Consider a directed tree T with m vertices in which every edge is directed toward the root r. For any integer k between 0 and m − 1, there is a set S of vertices of T satisfying the following properties: 1. The root r is in S. 2. The size |S| is at most k + 1. 10



3. Every vertex in T bm/kc+1 [S] has a directed path to r. 4. To every vertex v of S we can assign a set Match(v) of vertices of T such that (a) if v 6= r, | Match(v)| ≥ bm/kc + 1; (b) the distance from any vertex w in Match(v) to v is at most bm/kc; and (c) every vertex of T belongs to exactly one of the Match sets. Proof: The algorithm for constructing S proceeds as follows: 1. Set S ← {r}. 2. While there remain vertices of depth more than bm/kc: (a) Let u be a vertex of maximum depth in T . (b) Let v be the bm/kcth ancestor of u. (c) Set S ← S ∪ {v}. (d) Let Match(v) be the set of descendants of v, including v itself. (e) Delete vertices in Match(v) from T . 3. Set Match(r) to the set of remaining vertices in T . It remains to prove that the resulting set S and the Match sets satisfy the required properties. Property 1 follows from Step 1. Property 2 follows from Property 4. Property 3 follows from Property 4 because the parent of any vertex v added to S must be in another Match set. Property 4(a) follows because Match(v) includes the path from u to v. Property 4(b) follows because, in each round, u is the vertex of maximum depth in T and thus the vertex of maximum depth within Match(v). Property 4(c) because every vertex in T is either deleted because it is in Match(v) (and a vertex can be deleted only once) or it belongs to Match(r). 2 Now we use Lemma 8 to compress OPT into a small, guessable form: Theorem 9 For any integer constant k, there is an nk+O(1) algorithm that, given an instance of DirConMax with m pebbles and root r, finds a motion with maximum movement at most OPT + 2bm/kc. (In particular, this algorithm is a 2bm/kc-approximation.) Proof: First we guess the maximum movement l, 0 ≤ l ≤ n, required by the optimal solution OPT. Second we guess the set SOPT obtained by applying Lemma 8 to a spanning tree of OPT. We guess the size i of SOPT , 1 ≤ i ≤ k +1. Then we guess a subset S of |S| = i vertices, including r, such that every vertex in Gbm/kc+1 [S] has a directed path to the root r. The number of choices for these guesses is O(knk+1 ), which is polynomial for fixed k. To determine whether all pebbles can move to the vertices of S by at most l + bm/kc movement, we use the version of maximum flow with minimum and maximum capacities on the edges, which can be solved in polynomial time; see West [Wes96]. Define a bipartite graph H = (W1 , W2 , F ) where W1 is the set of pebbles, W2 is the set of vertices of S, and edges in F connect a pebble to a vertex u of S if the pebble can move to u by at most l + bm/kc movements. These edges have a minimum and maximum capacity of 1. Add a source vertex s connected to all vertices of W1 , and add a sink vertex t connected from all vertices of W2 . The edges incident to s have a minimum and maximum capacity of 1, and the edges incident to t have a minimum capacity of bm/kc and a 11
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r Figure 3: Reduction from set cover in Theorem 10. maximum capacity of m. If the maximum flow “matches” every pebble to a vertex of S, then we obtain the desired Match sets; otherwise, S is invalid. When we find a subset S and the Match sets with the properties of Lemma 8, we can construct a solution as follows. We move each pebble to its matched vertex in S, which leaves at least bm/kc+1 pebbles on each vertex of S. Then, for each vertex u in S other than the root r, we move bm/kc of the pebbles from u to occupy the vertices along a shortest path in G from u to its parent in a spanning tree of Gbm/kc+1 [S]. Thus each pebble moves at most l + 2bm/kc as desired. 2



2.5



Ω(n1−ε ) Inapproximability for DirConMax



Next we prove that the εn-approximation algorithm from the previous section is essentially tight, assuming only that P 6= NP without the use of PCP-type arguments: Theorem 10 For every constant ε, 0 < ε < 1, it is NP-hard to approximate DirConMax within an n1−ε factor. Proof: We prove that, if DirConMax can be approximated within n1−ε , then set cover can be solved in polynomial time. Let S = (E, C, k) be an instance of set cover, where E = {e1 , e2 , . . . , em } is the universe of elements, C = {c1 , c2 , . . . , cs } is the set of subsets of E, and k is an integer. Without loss of generality, assume that m ≥ s; otherwise, we can place s − m dummy elements em+1 , . . . , es in every subset in C. We convert the set-cover instance S into a graph G as follows; refer to Figure 3. Let L be m2/ε . We start with a root vertex r in G and then, for every subset ci ∈ C, we add a vertex vi to G. 12



Then, for each vi , we add a directed path Pi of length L + 1 from vi to r. Label the vertices along path Pi from source to destination as vi , ui,1 , ui,2 , . . . , ui,L , r. For each j, 1 ≤ j ≤ L, we add a vertex sj and we add an edge from sj to ui,j for each i, 1 ≤ i ≤ s. We also add a vertex s0 and we add an edge from s0 to vi for each i, 1 ≤ i ≤ s. For every element ei ∈ E, we add two vertices wi and wi0 to G, and we add an edge from wi0 to wi . Finally, we add an edge from wi to vj precisely when ei ∈ cj . This graph has n = 1 + (s + 1)(L + 1) + 2m = O(m2/ε+1 ) vertices. In our instance of DirConMax, we place one pebble on each wi0 and one pebble on r. We also place k pebbles on each si , 0 ≤ i ≤ L. If S has a set cover C 0 = {cp1 , cp2 , . . . , cpk0 } of size k 0 ≤ k, then we can connect the pebbles in G using a maximum movement of 1. Namely, we move k 0 pebbles from each si , 1 ≤ i ≤ L, to up1 ,i , up2 ,i , . . . , upk0 ,i . Then we move the pebble from wj0 to wj for each j, 1 ≤ j ≤ m, and we move k 0 pebbles from s0 to vp1 , vp2 , . . . , vpk0 . Now we prove that, if S has no set cover of size at most k, then the maximum movement of any solution to this instance of DirConMax is at least m2/ε−1 . Consider a solution with maximum movement less than m2/ε−1 and let L0 be m2/ε−1 . Because the pebble at r can never move, the final positions of the pebbles must form a directed tree T rooted at r. We call a path Pi semicompleted if ui,L0 is in T . Let P 0 = {Pi1 , Pi2 , . . . , Pik0 } be the set of semicompleted Pi ’s. We assert that the set C 00 = {ci1 , ci2 , . . . , cik0 } is a set cover of size k 0 for the instance S. Let fi be the final position of the pebble starting on wi0 . This vertex fi cannot be ui0 ,j for any i0 and j with 1 ≤ i0 ≤ s and L0 ≤ j ≤ L. So the directed path from fi to the root r must visit some vertex uij ,L0 along a semicompleted path Pij for some j, 1 ≤ j ≤ k 0 . Thus, ei ∈ cij , and this property holds for all i, 1 ≤ i ≤ m, so C 00 is indeed a set cover of size k 0 for S. Now we prove that k 0 ≤ k, contradicting that S has no such set cover. For each j, 1 ≤ j ≤ k 0 , we need at least L − L0 pebbles to occupy the vertices uij ,j 0 , L0 < j 0 ≤ L. The total number of pebbles that can have a final position of ui,j , where 1 ≤ i ≤ s and L0 < j ≤ L, is less than kL. Thus k 0 (L − L0 ) < kL, i.e., 1 − 1/m < k/k 0 . Because k 0 ≤ s ≤ m, 1 − 1/k 0 ≤ 1 − 1/m, and therefore 1 − 1/k 0 < k/k 0 , i.e., k 0 ≤ k. On the other hand, if there is a set cover of size at most k, then there is a solution with maximum movement 1. Thus any solution to DirConMax with maximum movement at least L0 has an approximation ratio at least L0 = m2/ε−1 , which is asymptotically larger than m2/ε+1−2−ε = (m2/ε+1 )1−ε = Θ(n1−ε ). Therefore, we can decide whether there is a set cover of size at most k by testing whether an O(n1−ε )-approximation algorithm for ConSum produces a solution of maximum movement less than m2/ε−1 . 2



3



Minimum Maximum Movement to Independence



It is NP-hard to decide whether IndMax even has a valid solution: an instance has a solution precisely if the graph has an independent set of size m, the number of pebbles. Thus, to obtain any approximability result, we must restrict our attention to special family of graphs. In this section we focus on a particularly useful case of the Euclidean plane. This scenario has applications in the fields of map labeling and sensor networks, as described in the introduction. Recall that in this case we define n = m. We use the notation d for a more general notion of Euclidean distance: for a point p and a finite set Q of points, d(p, Q) denotes the minimum distance minq∈Q d(p, q). Theorem 11 There is a polynomial-time algorithm solving IndMax in the Euclidean plane using maximum movement at most the optimal plus 1 + √13 . 13
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Figure 4: Decomposition of the plane into equilateral triangles. The heart of our approximation algorithm is the triangular lattice, illustrated in Figure 4, in which every two distinct vertices have distance at least 1. Thus, these vertices induce an independent set of the plane. The vertex set is given by o n √ √ √ 3 1 A = (i, j 3), (i + 2 , j 3 + 2 ) i, j ∈ Z . Let C denote the decomposition of the plane into equilateral triangles with side length 1 induced by this lattice. For a finite set R of points, we define two additional concepts. Let Neighbor(R) denote the set of points in A whose distance to R is at most 1 + √13 . Let Circle(R) denote the union of disks centered at points in R with radius 21 . In particular, if every two distinct points in R have distance at least 1, then Circle(R) has area |R| · π4 . Lemma 12 The optimal solution has maximum movement at most 2n − 2. Proof: Suppose for contradiction that there is a pebble x with initial position p and with target position q in the optimal solution, yet d(p, q) > 2n − 2. We define n points r0 , r1 , . . . , rn−1 on the line segment from p to q according to d(p, ri ) = 2i. The distance between any two of these points ri and rj , i 6= j, is at least 2, so any point can have distance less than 1 with at most one of these points r0 , r1 , . . . , rn−1 . By the Pigeonhole Principle, there is at least one point ri that is not within distance 1 of the target position of any pebble other than x. Thus we can change the target position of pebble x to ri and obtain a valid solution in which the movement of x is at most 2n − 2. By induction, we can reduce the movement of every pebble to at most 2n − 2, giving us a solution with maximum movement at most 2n − 2, contradicting optimality of the original solution.3 2 Lemma 13 The number of points in A within distance at most 2n − 2 from an arbitrary point p in the plane is at most a polynomial function of n. Proof: Consider the square S centered at p and with side length 4n − 4. All points of A within distance 2n − 2 from p are in this square. Consider a decomposition of S into a grid of subsquares of side length 21 . Because the distance between each pair of points in such a subsquare is at most √ 1/ 2 < 1, at most one point of A can be in each subsquare. Thus the number of subsquares is an √ This argument can be improved to obtain a bound of O( n) on the maximum motion, but it does not affect our main result. 3
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D Figure 5: Intersection of the circles CA and CB . upper bound on the number of points of A in S, which is an upper bound on the number of points 2 of A within distance 2n − 2 from p. The number of subsquares is (4n − 4)2 /( 12 )2 = O(n2 ). √ Lemma 14 Let CA and CB be two disks of radius 1/ 3 centered at points A and B, respectively. Let d = d(A, B) be the distance q between A and B. The area of intersection of the two disks CA and √ 2 CB is 3 arccos(d 3/2) − d 13 − 14 d2 . √ Proof: In Figure 5, we have √ AC = BC √ = AD = BD = 1/√ 3, AB = d, ∠BAC = α. Thus, Hence, the area of the pie cos α = AH/AC = (d/2)/(1/ 3) = d 3/2, so α = arccos(d 3/2). √ 2α π 1 1 wedge of CA given by the angle ∠DAC is 2π · 3 = 3 α = 3 arccos(d 3/2). By symmetry, the area of the pie wedge of CB given by the angle ∠CBD is the same. These pie wedges overlap at precisely the intersection of CA and CB . Their union is the quadrangle ABCD. Thus, the desired √ 2 area of intersection is the sum of the areas of the pie wedges, 3 arccos(d 3/2), minus the area of q q 2 the quadrangle ABCD. Now CH = AC − (AB/2)2 = 13 − 14 d2 , so the area of the quadrangle q ABCD is 21 AB · CD = AB · CH = d 13 − 14 d2 . Therefore, the desired area of intersection of CA q √ and CB is 23 arccos(d 3/2) − d 13 − 41 d2 as desired. 2 Now we are ready to prove the main theorem. Proof of Theorem 11: For i ∈ {1, 2, . . . , n}, let pi and qi be the initial and target position of pebble i in the optimal solution OPT. Because OPT is a solution to IndMax, we have d(qi , qj ) ≥ 1 for all distinct i, j ∈ {1, 2, . . . , n}. Furthermore, the optimal solution minimizes OPT = max1≤i≤n d(pi , qi ) subject to this constraint. First we prove that there is a polynomial-time algorithm to move every pebble to a point of A such that no two pebbles move to the same point, and subject to minimizing the maximum movement M . Then we prove that we can move the pebbles from their target positions in OPT to points of A so that no two pebbles move to the same point and each pebble moves at most 1 + √13 . Thus, our approximate solution of maximum movement M satisfies M ≤ OPT + 1 + √13 . The algorithm constructs a complete weighted bipartite graph H = (X, Y, E). For i ∈ {1, 2, . . . , n}, we place a vertex xi in X representing pebble i. By Lemma 12, OPT ≤ 2n − 2. By the second part of the proof, the optimal movement M to points of A satisfies M ≤ OPT+1+ √13 ≤ 2n−2+1+ √13 . Thus, in M , no pebble moves more than 2n. For each point p of A within distance 2n − 2 from the set {p1 , p2 , . . . , pn } of initial positions, we place a vertex in Yp . By Lemma 13, the number of these points is polynomial in n, so the graph H has polynomial size. For each x ∈ X and y ∈ Y , we set 15



the weight w(x, y) = d(x, y). The algorithm finds a perfect matching in H of minimum maximum weight. For each edge (xi , yp ) in the matching, we move the ith pebble to point p of A. In this way, we move the pebbles to points of A such that no two pebbles move to the same point using the minimum maximum movement. Now we reach the heart of the proof: we prove that we can transform OPT by moving each target position by at most 1 + √13 such that every new target position is a point of A and no two target positions are the same. We prove that there is a perfect matching from the set Q = {q1 , q2 , . . . , qn } of target positions in OPT to the points of A such that the distance between matched points is at most 1 + √13 . By Hall’s Theorem, it suffices to show that, for each subset R ⊆ Q, |R| ≤ | Neighbor(R)|. Consider a subset R = {r1 , r2 , . . . , rm } ⊆ Q, and the region W = Circle(R). Because the distance between every two points in R is at least 1, Circle(R) has area |R| · π4 . Consider the set Neighbor(R) ⊆ A, and the region V = Circle(Neighbor(R)). Again V has area | Neighbor(R)| · π4 . We prove that the area of Circle(R) is at most the area of Circle(Neighbor(R)), which implies |R| ≤ | Neighbor(R)|, completing the proof. Consider a disk of radius √13 centered at each point of R. Define the region S to consist of the equilateral triangles of the decomposition C that intersect at least one of these disks. The vertices of the triangles in S are the points of Neighbor(R), because these vertices are the points of A within distance 1 + √13 from the points of R. π Next we prove that Area(Circle(Neighbor(R))) ≥ Area(S)· 2√ . For 3 each triangle T in S, there are only three circles of Circle(Neighbor(R)) that intersect with it, those whose centers are placed on the vertices of T ;. see Figure 6. These circles have area π8 in common with T . √ Therefore, the ratio of this common area to the area of π T is π8 / 43 = 2√ . Because this ratio is the same for every trian3 gle in S, so is the ratio Area(Circle(Neighbor(R)) ∩ S)/ Area(S) = The common area is in shaded π π √ . Therefore, Area(Circle(Neighbor(R)))/ Area(S) ≥ 2√ or 2 3 3 Figure 6: π Area(Circle(Neighbor(R))) ≥ Area(S) · 2√ 3 π Next we prove that Area(S) · 2√ ≥ Area(Circle(R)), which would prove the theorem. For each 3 







√



point r in R, we assign a region Region(r) contained in S of area at least 23 such that every two regions Region(r) and Region(s), r 6= s, are disjoint. Because these regions pack a subset of S, we √ √ 3 3 π π √ obtain Area(S) ≥ |R| · 2 . Therefore, Area(S) · 2 3 ≥ |R| · 2 · 2√ = |R| · π4 = Area(Circle(R)). 3 It remains to assign to each point r of R a region Region(r). We do so according to the following algorithm: 1. For each point r in R, initially set Region(r) to the disk Region0 (r) of radius at r. (Thus, Region0 (r) has area π3 .)
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2. For two arbitrary points r and s in R, if Region0 (r) intersects Region0 (s), omit half of their intersection from Region(r) and omit the other half from Region(s) according to the perpendicular bisector of r and s, as shown in the Figure 7. Obviously, the resulting regions are pairwise disjoint and each region is contained √ in S. π We prove that the sum of the areas omitted from Region(r) is at most 3 − 23 , for each point √



r in R; thus, Region(r) keeps an area of at least 23 as desired. Let e(r, s) = 12 Area(Region0 (r) ∩ Region0 (s)) be the area of Region(r) omitted because of Region(s). (This definition actually overestimates the omitted area if multiple overlapping regions are omitted.) Thus, our goal is to prove 16
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Figure 7: The omitted region from the disks. √ P that s6=r∈R e(r, s) ≤ π3 − 23 . For a fixed point r in R, consider the points s of R that have a nonzero value e(r, s). Sort these points according to the angle of the ray from r to s with respect to the x axis, resulting in a sequence s1 , s2 , . . . ,√sl . We prove that e(r, si ) + e(r, si+1 ) ≤ 31 − 2π3 ∠si rsi+1 . Let a = d(r, si ), b = d(r, si+1 ), and c = d(si , si+1 ). Because r, si , and si+1 are points of R, we have a, b, c ≥ 1, and in particular, c2 ≥ 1. Because e(r, si ), e(r, si+1 ) 6= 0, we have a, b ≤ √23 . By the Law of Cosines, we have  2 2  2 2 −1 a +b −1 , so ∠s rs ≥ arccos . c2 = a2 +b2 −2ab cos(∠si rsi+1 ), and thus cos(∠si rsi+1 ) ≤ a +b i i+1 2ab 2ab By Lemma 14, we have q q     √ √ e(r, si ) = 12 32 arccos(a 3/2) − a 13 − 14 a2 and e(r, si+1 ) = 21 23 arccos(b 3/2) − b 13 − 41 b2 .
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 √  P Therefore, li=1 e(r, si ) ≤ Π3 − 23 as desired. In summary, for each R ⊆ Q, we have |R| ≤ | Neighbor(R)|, so there is a perfect matching from Q to Neighbor(Q); thus, we can move each pebble to a unique point in A such that the maximum movement is at most 1 + √13 . 2



4



Minimum Maximum Movement to Perfect Matchability



In contrast to the difficult problems of ConMax and IndMax, we show that minimizing movement does not make perfect matching much harder: there is a polynomial-time algorithm for MatchMax. 17



Lemma 15 If two pebbles p and q are within distance l 1 in themtarget configuration, then |π(p)| + |π(q)| ≥ dG (p, q) − 1, and thus max {|π(p)|, |π(q)|} ≥ dG (p,q)−1 . 2 Proof: Each step in the motion path of p or q may decrease dG (p, q) by at most 1. Therefore the sum of the movements of p and q must be at least their original distance dG (p, q) minus their target distance of 0 or 1. 2 Theorem 16 There is a polynomial-time algorithm solving MatchMax. Proof: We assume that the number of pebbles in each connected component of G is even; otherwise, no solution exists. We can also consider each connected component separately, so we assume without loss of generality that G is connected. Let p1 , p2 , . . . , p2n denote the pebbles. Define the weighted complete undirected graph H as follows. For each pebble pi we make a d (p ,p )−1 vertex vi in graph H. For each edge e = {vi , vj } in H, we set its weight w(e) to d G i2 j e. Define the maximum weight w(M ) = maxe∈M w(e) of a perfect matching M of H to be the maximum weight of its edges. Our algorithm computes a perfect matching M in H of minimum maximum weight w(M ) (in polynomial time), and converts this l matching m into a motion as follows. For each edge {vi , vj } in d (p ,p )−1



the matching M , we move pi by G i2 j steps toward pj along a shortest path from pi to pj m l d (p ,p )−1 steps toward pi along the same shortest path. (Note that in G, and we move pj by G i2 j l m dG (pi ,pj )−1 ≥ 0.) Thus, after the motion, pi and pj are at distance at most 1 in G. The maximum 2 movement in this motion is the maximum weight of such a matched edge {vi , vj }, which is precisely w(M ). Now we argue that no solution to MatchMax has maximum movement less than w(M ). By definition of MatchMax, any solution induces a perfect matching M 0 in the graph H (i.e., on the pebbles) with the property that, in the target configuration, every two matched pebbles have 0 distance at most 1 in G. For every l edge em = {vi , vj } in this matching M , by Lemma 15, we have that max {|π(pi )|, |π(pj )|} ≥



dG (p,q)−1 2



= w(e). Therefore, the maximum movement in the



solution must be at least maxe∈M 0 w(e) = w(M 0 ). But M was chosen to minimize this lower bound w(M ), so every solution must have maximum movement at least w(M ), proving optimality of our strategy of maximum movement w(M ). 2



5



Minimum Total Movement



In this section, we consider the variations of the movement problems in which the goal is to minimize total movement instead of maximum movement. For both ConSum and MatchSum, we obtain tight results.



5.1



Connectivity: Ω(n1−ε ) Inapproximability



Lemma 17 Suppose the graph G is a path of length n with vertices v0 , v1 , . . . , vn−1 , and initially there are n−1 pebbles, one on each vertex v1 , v2 , . . . , vn−1 . To occupy v0 with a pebble and maintain connectivity, we need motion with total movement at least n − 1.



18



P Proof: In the initial configuration, the sum of the distances from each pebble to v1 is d1 = n−1 i=1 = n(n − 1)/2. In the target configuration, this sum is at most d2 = (n − 1)(n − 2)/2. Thus the total motion must be at least the difference between these two values, i.e., d1 − d2 = n − 1. 2 Theorem 18 For every constant ε, 0 < ε < 1, it is NP-hard to approximate ConSum within an n1−ε factor. Proof: We prove that, if ConSum problem can be approximated within n1−ε , then set cover can be solved in polynomial time. Let S = (E, C, k) be an instance of set cover, where E = {e1 , e2 , . . . , em } is the universe of elements, C = {c1 , c2 , . . . , cs } is the set of subsets of E, and k is an integer. Without loss of generality, assume that m ≥ s; otherwise, we can place s − m dummy elements em+1 , . . . , es in every subset in C. We convert the set-cover instance S into a graph G as follows. For every element ei ∈ E, we add to G a path Pi of length m3/ε−2 with one endpoint labeled vi . For every subset cj ∈ C, we add a vertex wj to G and we connect vertices vi and wj precisely when ei ∈ cj . We also add a vertex v ∗ to G connected to w1 , w2 , . . . , ws . Finally, we attach v ∗ to one endpoint of a path P0 of length m3/ε−2 . This graph G has n = 1 + s + (m + 1)m3/ε−2 = Θ(m3/ε−1 ) vertices. In our instance of ConSum, we place one pebble on every vertex of every path Pi , 0 ≤ i ≤ n1 , and we place k + 1 pebbles on v ∗ . If S has a set cover C 0 = {cp1 , cp2 , . . . , cpk0 } of size k 0 ≤ k, then we can connect the pebbles in G using k 0 total movement by moving one pebble each on vertex v ∗ to vertices wp1 , wp2 , . . . , wpk0 . Conversely, by Lemma 17, if we move pebbles on one of paths Pi to connect with an adjacent vertex, then we need at least |Pi | = m3/ε−2 total movement. Thus, any solution with less than m3/ε−2 total movement does not move a pebble off of any path Pi , 0 ≤ i ≤ n1 . Furthermore, any such solution can only move k of the pebbles on vertex v ∗ ; if it moved all k + 1 pebbles from vertex v ∗ , it would disconnect P0 from the remaining pebbles. It helps to move these k pebbles only to vertices wj , so any such solution must move k 0 ≤ k pebbles to a set of vertices wp1 , wp2 , . . . , wpk0 that covers all vi vertices, which corresponds to a set cover {cp1 , cp2 , . . . , cpk0 } of size at most k. On the other hand, if there is a set cover of size at most k, then we claim that any solution to ConSum with total movement at least m3/ε−2 has an approximation ratio ω(n1−ε ). Because k ≤ s ≤ m, the approximation ratio is at least m3/ε−2 /m = m3/ε−3 , which is asymptotically larger than m3/ε−3−1+ε = (m3/ε−1 )1−ε = Θ(n1−ε ) because ε < 1. Therefore, we can decide whether there is a set cover of size at most k by testing whether an O(n1−ε )-approximation algorithm for ConSum produces a solution of total movement less than m3/ε−2 . 2



5.2



Connectivity: O(min{n log n, m}) Approximation



Note that O(nm)-approximation is trivial for ConSum, where n is the number of vertices and m is the number of pebbles. If the pebbles already induce a connected graph, then there is nothing to do. Otherwise, the optimal solution has total motion at least 1, and we can move all m pebbles to any particular vertex using at most m(n − 1) total movement. The O(min{n log n, m})-approximation algorithms consists of two parts, one for each term of the min. Theorem 19 There is an O(n log n)-approximation algorithm for ConSum. Proof: Consider an instance of the ConSum problem, which consists of a graph G and a configuration of pebbles p1 , p2 , . . . , pk . Let OPTConSum be the optimal solution for this instance. Let 19



U be the subset of vertices of G occupied by at least one pebble. We consider the instance of the node Steiner tree problem defined by graph G and vertex subset U . Let OPTNSteiner be the optimal solution to this instance, i.e., the minimum set W of vertices in G such that U ∪ W induces a connected graph. It is known how to approximate this problem within an O(lg |U |) = O(lg n) factor, and that no better approximation is possible unless P = NP [KR95, GK99]. First we prove that OPTNSteiner ≤ OPTConSum . Let π(pi ) denote the motion path of pi in the optimal solution OPTConSum . We can form a solution to OPTNSteiner by including all vertices in π(pi ) except the initial position of pi . Because the target positions of the pebbles induce a connected graph, attaching the paths π(pi ) to this connected graph also results in a connected graph. The size of this solution is precisely the total length of the paths π(pi ), which is the total motion OPTConSum . Therefore OPTNSteiner ≤ OPTConSum . Next we show how to construct a solution to ConSum whose total movement is at most nOPTNSteiner . Let T be a spanning tree of the connected subgraph induced by U ∪ OPTNSteiner . Root this tree T at an arbitrary node r ∈ U . We define a motion of pebbles by repeatedly performing the following step. Pick a pebble on a vertex v 6= r such that no descendant vertices of v in T are occupied by pebbles. Let v, v1 , v2 , . . . , vj , r denote the path in T from v to r. We move a pebble on v to the first vertex vi that is connected to r via other pebbles, i.e., for which vi+1 , vi+2 , . . . , vj are occupied by pebbles. Thus, the target position of pebble v is a vertex without a pebble, so it is in OPTNSteiner . Therefore, the number of moved pebbles is at most OPTNSteiner , and the motion of each pebble is at most n − 1, for a total cost of OPTNSteiner (n − 1). 2 Note that this analysis is tight. Consider a graph consisting of just a path v1 , v2 , . . . , v2n−1 such that vn has no pebble, but every other vertex has exactly one pebble. By Lemma 17, OPTConSum = Θ(n), but OPTNSteiner = 1. Theorem 20 There is an O(m)-approximation algorithm for ConSum. Proof: Consider an instance of the ConSum problem, which consists of a graph G and a configuration of pebbles p1 , p2 , . . . , pm . Let OPTConSum be the optimal solution for this instance. We fix the pebble pm and try to connect other pebbles to it. For a path P in G, we set its weight W (P ) as the number of unoccupied vertices within P . For each pebble pi (1 ≤ i ≤ m) define distance dist(pi ), the weight of the path who has the minimum among all the paths from pi to pm . Since G is connected each pebble has some finite distance. Lemma 21 max1≤i≤m dist(pi ) ≤ OPTConSum Proof: Suppose that pi has the maximum distance. Assume that in the optimal solution, pi is moved to u by mi movements and pm is moved to v by mm movements. Consider the path P in the target configuration which connects pi to pm . Since all vertices of P must be occupied, the other pebbles should have at least W (P ) movements totally. therefore OPTConSum ≥ mi + mm + W (P ). Consider the path P 0 which has P and the passed way of pi and pm . P 0 may not have more than mi + mm unoccupied vertices other than P , thus W (P 0 ) ≤ mi + mm + W (P ). By definition dist(pi ) ≤ W (P 0 ), therefore OPTConSum ≥ dist(pi ) as desired. 2 Lemma 22 There is a polynomial-time algorithm that connects the pebbles such that no one moves more than its distance. Proof: Define the weighted undirected graph H as follows. For each pebble pi we make a vertex vi in graph H. For each pair of pebbles pi and pj , find the minimum weight path Pi,j , that connects 20



them and has no pebble in its intermediate vertices. If such a path exist we set the weight of the edge e = {vi , vj } in H, w(e) = W (Pi,j ). By dividing a path P of G between two pebbles, to some Pi,j s, you may find the corresponding path P 0 in H such that the weight of P is the same as the length of P 0 . By use of this correspondence the distance of a pebble pi , is equal to the shortest path from vi to vm in H. Run the Dijkstra algorithm on H from vm . Consider the Dijkstra tree T . For each vertex vi consider the shortest path from vi to vm in T and find the corresponding path Ppi from pi to pm . Since Ppi has the minimum unoccupied vertices, we have W (Ppi ) = dist(pi ). Sorting the pebbles according to their distance yields the order p01 , p02 , . . . , p0m . Use an incremental algorithm. At step l move the pebble p0l through the path Pp0l until it reaches an occupied vertex on Pp0l . By induction after step l of the incremental algorithm the pebbles p01 , p02 , . . . , p0l are connected, and at last all the pebbles are connected. Since the shortest path from vi contains the shortest paths from its ancestors, Ppi contains their paths. Thus each pebble pi moves at most W (Ppi ) steps because the pebbles that their corresponding vertices are ancestors of vi do not leave the Ppi in the described algorithm. Since W (Ppi ) = dist(pi ) no pebble moves more than its distances. 2 ByPapplying the algorithm given in Lemma 22, the sumPof the movements of the pebbles are at m most m 2 i=1 dist(pi ). and By applying Lemma 21, we have i=1 dist(pi ) ≤ mOPTConSum .



5.3



Path Connectivity: O(n) Approximation



Note that PathSum is NP-hard via a reduction from Hamiltonian Path.4 Theorem 23 There is an O(n)-approximation algorithm for PathSum. Proof: Consider an instance S of PathSum problem with optimum solution OPT. Let k pebbles change their initial position in optimum solution. So k ≤ OPT. We consider the instance of PathNum defined by S. Let OPTPathNum be the optimal solution to this instance, i.e, the minimum number of pebbles which must change their initial position to connect s and t. By moving these pebbles we can connect s and t with total movement of at most nOPTPathNum . Because OPTPathNum ≤ k ≤ OPT. Therefor we have an O(n)-approximation algorithm for PathSum. 2



5.4



Perfect Matchability



Like MatchMax, the MatchSum variation can also be solved in polynomial time: Theorem 24 There is a polynomial-time algorithm solving MatchSum. Proof: As in Theorem 16, we assume without loss of generality that the graph G is connected and has an even number of pebbles, p1 , p2 , . . . , p2n . Define the weighted complete undirected graph H with vertex set {p1 , p2 , . . . , p2n }. For each edge e =P{vi , vj } in H, we set its weight w(e) to max{0, dG (pi , pj ) − 1}. Define the total weight w(M ) = e∈M w(e) of a perfect matching M of H to be the total weight of its edges. Our algorithm computes a perfect matching M in H of minimum total weight w(M ) (in polynomial time), and converts this matching into a motion as follows. For each edge e = {vi , vj } in the matching M , we move pi by max{0, dG (pi , pj ) − 1} = w(e) steps toward pj along a shortest 4 Apply the same construction as Footnote 2. G has a Hamiltonian path if and only if PathSum has a solution of total movement n(n + 2).
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path from pi to pj in G. Thus, after P the motion, pi and pj are at distance at most 1 in G. The total movement in this motion is e∈M w(e) = w(M ). Now we argue that no solution to MatchSum has total movement less than w(M ). By definition of MatchSum, any solution induces a perfect matching M 0 in the graph H (i.e., on the pebbles) with the property that, in the target configuration, every two matched pebbles have distance at most 1 in G. For every edge e = {vi , vj } in this matching M 0 , by Lemma 15, we have that |π(pi )| + |π(pj )| ≥ dG (pi , pj ) − 1, and thus |π(pi )| + |π(pj )| ≥ P max{0, dG (pi , pj ) − 1} = w(e). Therefore, the total movement in the solution must be at least e∈M 0 w(e) = w(M 0 ). But M was chosen to minimize this lower bound w(M ), so every solution must have total movement at least w(M ), proving optimality of our strategy of total movement w(M ). 2



6



Minimizing the Number of Movements



6.1



ConNum and DirConNum



It is easy to see that ConNum (DirConNum) is at least as hard to approximate as (directed) Steiner tree, and thus is Ω(log n)-inapproximable (Ω(log2 n)-inapproximable). For consider an instance of (directed) Steiner tree consisting of a graph G and terminal set T . Attach a path of length |V (G)|2 to each terminal in T (directed toward the terminal), and place one pebble on each vertex of each such path. Any o(n)-approximation must leave at least one pebble on each path, and thus the ConNum (DirConNum) problem becomes to find a minimum set of nonterminal vertices in G to connect together the terminals, which is exactly (directed) Steiner tree. The remainder of this section considers approximability of ConNum and DirConNum. We can canonicalize the graph so that there is at most one pebble on each vertex. For otherwise, for each vertex v with l > 1 pebbles on it, we replace v with vertices v1 , v2 , . . . , vl . Then, for each 1 ≤ i, j ≤ l, we put a directed edge from vi to vj . Also, for each incoming edge (u, v) in the previous graph, we put directed edges (u, vi ); and, for each edge outgoing (v, u) in previous graph, we put directed edges (vi , u), 1 ≤ i ≤ l. Definition Given a directed weighted graph G, a root r, an integer k, and a set X ⊆ V (G) of terminals with |X| ≥ k, the k-DSteiner(r, X) problem is to construct a tree rooted at r, spanning any k terminals in X, and of minimum cost. The following lemma is proved in [CCC+ 99]. Lemma 25 [CCC+ 99] There is an O(|X|ε )-approximation for k-DSteiner problem. Definition Given a directed graph G, a root r, and a subset X of terminal vertices. The nodeweighted directed k-Steiner tree problem, k-DNSteiner, is to find a tree rooted at r that spans at least k terminals and has the minimum possible number of nonterminal vertices. Theorem 26 There is an O(|X|ε )-approximation for k-DNSteiner. Proof: Consider an instance of the k-DNSteiner problem. Given a graph G with a root r, an integer k, and a set X ⊆ V (G) of terminals. We construct an instance G0 of the k-DSteiner problem as follows. For each vertex v ∈ V (G), we place two vertices v − and v + in G0 and put a directed edge from v − to v + . We put a directed edge from u+ to v − if and only if (u, v) ∈ E(G). For each v ∈ / X, define the cost of edge (v − , v + ) to be 1. Define the cost of all other edges to be 0. 22



Specify vertex v + to be a terminal in the k-DSteiner instance if and only if v is a terminal in the k-DNSteiner instance. For each solution of k-DSteiner(k, r+ , U ) in G0 with cost l, there is a solution to our instance of the k-DNSteiner problem with l nonterminal vertices and vice versa. Now applying Lemma 25, we obtain an O(|X|ε )-approximate solution for the k-DNSteiner instance. 2 Lemma 27 Given a directed tree T rooted at r, let U be the set of occupied vertices. Then there is a solution for this instance of DirConNum whose cost (moved pebbles) is at most |VT − U |. Proof: We define a motion of pebbles by repeatedly performing the following step. Pick a pebble on vertex v 6= r such that no descendant vertices of v in T are occupied by pebbles. Let v, v1 , v2 , . . . , vj , r denote the path in T from v to r. We move a pebble on v to the first vertex vi that is connected to r via other pebbles, i.e., for which vi+1 , vi+2 , . . . , vj are occupied by pebbles. Thus, the target position of pebble v is a vertex without a pebble, so it is in VT − U . Therefore, the number of moved pebbles is at most |VT − U |. 2 Theorem 28 An f -approximation for k-DNSteiner implies an (1 + f )-approximation for DirConNum. Proof: We want to find a (1 + f )-approximation for instance I of DirConNum with graph G. Let OPT denote the optimum solution for instance I. We make an instance of the k-DNSteiner problem from I with the same graph G. The set X of terminal vertices of I consists of the initial positions of the pebbles in I. Let k be m − OPT where m is the number of pebbles in instance I. The optimum solution for instance I is a solution for our instance of the k-DNSteiner problem with OPT nonterminal vertices. So the optimum solution for this instance has at most OPT nonterminal vertices. According to the f -approximation for the k-DNSteiner problem we can find a tree T with at most f · OPT nonterminal vertices and spans at least m − OPT terminal. Now using Lemma 27 and moving at most f · OPT pebbles of these m − OPT pebbles, we can form these m − OPT pebbles into a tree T 0 rooted at r. We still have m − (m − OPT) = OPT pebbles that are not present in tree T 0 . We move these OPT pebbles to r. Now all pebbles are present in tree T 0 and we have moved at most f · OPT + OPT pebbles. By testing all possible values of OPT, we have an (1 + f )-approximation for the DirConNum problem. 2 Corollary 29 There is a polynomial-time O(mε )-approximation algorithm for DirConNum. By applying Theorem 29 to all possible root vertices r, we obtain the same approximation factor for ConNum: Corollary 30 There is a polynomial-time O(mε )-approximation algorithm for ConNum.



6.2



PathNum



Theorem 31 There is a polynomial-time algorithm that solves PathNum for a given graph G and two given vertices s and t in G. Proof: We use dynamic programming to find a path from s to t that has the minimum number of unoccupied vertices. For every vertex v in G and any integer l, 1 ≤ l ≤ |V (G)|, let Cv,l be the minimum number of unoccupied vertices that a path of length l from s to v could have. Then Cv,l can be computed using Cu,l−1 where u iterates over all neighbors of v. At last we find the minimum of Ct,i where i ranges from 1 to |V (G)|, which is the solution of the PathNum problem. 2 23



6.3



IndNum



Like IndMax, it is NP-hard to decide whether an IndNum instance has a valid solution: an instance has a solution precisely if the graph has an independent set of size m, the number of pebbles. For case of the Euclidean plane, our problem is equivalent to finding a minimum vertex cover in unit-disk graphs: by moving the pebbles of minimum vertex cover to infinity, we reach an independent set of pebbles and unmoved pebbles in our problem must induce an independent set. Because minimum vertex cover has a PTAS in unit-disk graphs, IndMax has a PTAS in the case of the Euclidean plane.



6.4



MatchNum



MatchNum can be solved in polynomial time as follows. Find a maximum matching whose edges have both endpoints in occupied vertices. Moving an unmatched pebble near another unmatched pebble can increase the size of the matching by one, and we cannot get better by moving one. So moving unmatched pebbles one by one leads to a perfect matching with the minimum number of movements.



7



Conclusion



This paper makes a systematic study of movement problems which, despite connections to several practical problems, have not been studied before in theoretical computer science. Among the problems we consider, we highlight one open problem of primary concern: the approximability of ConMax and PathMax. For directed graphs, we proved essentially tight approximability and inap˜ proximability results for DirConMax, of roughly Θ(n). However, for undirected graphs, we obtained p √ an O( m/OPT) = O( m) approximation for ConMax and PathMax. Can these approximations be improved, or are there matching inapproximability results? Figure 1 shows a difficult example which might be extended to prove an inapproximability result for both problems. It would also be interesting to consider more problems in the practical scenario of the Euclidean plane, either for improved approximation ratios compared to general graphs or for problems that cannot be solved on general graphs. In particular, in the latter category, we obtained an additive O(1)-approximation for IndMax, but even the existence of a multiplicative O(1)-approximation for IndMax remains open. (Specifically, when OPT = o(1), we lack good approximations.) Several other movement problems fit into our general framework. One variation changes the notion of the graph induced by a set of pebbles to include edges between pebbles within a given fixed distance d. This variation models the situation in which pebbles can communicate within a fixed distance d, but they still move one unit at a time (so we cannot simply take the dth power of the graph). Another variation, the facility-location movement problem, introduces two types of pebbles—clients and servers—and the target property is that every client is collocated with some server. If only the clients are permitted to move, this problem is trivial: each client moves to its nearest server. If both clients and servers can move, this solution is a 2-approximation to the maximum-movement version, but can we do better? What about the other versions of the problem, e.g., total movement?
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Proof of Inequality 1



In this appendix, we prove Inequality 1 from the proof of Theorem 11: 1 2
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. (1) First we note that the inequality is symmetric with respect to a and b. Let g(a, b) and f (a, b) √ 2 be the left- and right-hand sides of the inequality, respectively. Define h(x) = 3 arccos (x 3/2) − q x 13 − 14 x2 , so that g(a, b) = 12 (h(a) + h(b)). We first prove the following lemma to show that it is sufficient to prove the inequality just for the boundary values of a and b. Lemma 32 For sufficiently small ε > 0, if 1 ≤ a − ε, a ≤ b, and b + ε ≤ f (a − ε, b + ε) ≤ f (a, b) and g(a − ε, b + ε) ≥ g(a, b). 2
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+(b+ε) −1 −1 Proof: Because arccos is a decreasing function and (a−ε) > a +b 2ab , we have f (a − ε, b + 2(a−ε)(b+ε) ε) ≤ f (a, b). For the other part, we must show that h(a) − h(a − ε) ≤ h(b + ε) − h(b) or equivalently (because ε tends to zero), h0 (a) ≤ h0 (b). It is sufficient to prove that h00 (x) ≥ 0 for any 1 ≤ x ≤ √23 . 2
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Now, we have h00 (x) = a



 . q 2 13 − 14 a2 , which is clearly nonnegative.
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According to Lemma 32 and the mentioned symmetry of Inequality 1, it remains to prove the inequality just for b = 1 and b = √23 . First suppose that b =
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By Equation 2, function h(x) reaches its maximum at x = 1, where h(1) = g(a, b) ≤
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In the other case, b = 1. Here we have  √  3 1 1 f (a, b) = − and 3 2π arccos 2 a; q √ g(a, b) = 12 32 arccos(a 3/2) − a 13 −
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 √  The function f (a, b) reaches its minimum at a = √23 , where f (a, b) = 13 − 2π3 arccos √13 . Similar to the previous case,    √  3 π 1 1 1 1 π √ √ √1 − − − = g(a, b) ≤ 12 π9 − 2√ + ≤ 9 9 3 2π arccos 3 ≤ f (a, b). 3 2 3 2 3 This inequality completes the proof of Inequality 1.
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