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Received April 2011; accepted July 2011 Abstract. This paper presents a new method for mining imbalanced and concept-drifting data streams using support vector machines (SVM). Our proposed method is based on the ensemble learning scheme, in which the AUC evaluation measure is used instead of the overall accuracy. The minority class is learned incrementally based on support vectors to improve the representation of this class. The majority class is under-sampled if needed to further balance the training set. In addition, we use a cross-validation technique to prevent out-of-date instances from being involved in training of classification models. Experimental results on a synthetic data stream show that our method achieves better performance than other methods. Keywords: Class imbalance, Concept drift, Data streams, Ensemble learning, Incremental learning, Support vector machines



1. Introduction. Data stream mining is currently an active research ﬁeld in the data mining and machine learning community. Some examples include credit card fraud detection [1], web ﬁltering [2], and click-stream clustering [3]. The biggest challenge facing data stream mining is to deal with “concept drift”, which may make a classiﬁer out-of-date if it is not updated appropriately. A popular approach to learning from data streams is ensemble learning, in which a series of base models is built on consecutive training data chunks and forms an ensemble to classify unknown instances. To deal with the problem of concept drift, the base models can be weighted using their classiﬁcation accuracies on the newest data chunk [1], with the assumption that new data best reﬂects the distribution of forthcoming unseen instances. Although many methods are available for learning from data streams, most are not designed speciﬁcally for imbalanced data streams, which are very often observed in practice. We can see class imbalance in data when considering intrusions in computer network traﬃc, frauds in credit card transactions, and fakes in online product review streams. The reason why existing learning methods are not good for imbalanced data streams is that they optimize the overall accuracy of the model, which is dominated by the majority class. In other words, it may be very easy for a learner to ignore the minority class. Therefore, the overall accuracy is not a suitable measure for evaluation of learning methods on imbalanced data. In this paper, we propose a new method for mining imbalanced and concept-drifting data streams using support vector machines (SVM). The proposed method is based on the ensemble learning scheme. However, the points that are diﬀerent in our method include: (1) the AUC evaluation measure is used as the weight of base models because it is more suitable than the overall accuracy for imbalanced data, (2) the minority class is learned 455
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incrementally based on support vectors to improve the representation of this class, and (3) the majority class is under-sampled if needed to further balance the training set. In addition, we use a cross-validation technique to prevent out-of-date instances from being involved in training of classiﬁcation models. Experimental results on a synthetic data stream show that our proposed method achieves better performance than other methods under various experimental conditions. The rest of the paper is organized as follows. Section 2 reviews some related works. Section 3 describes our proposed method. Section 4 presents experimental results. Section 5 concludes this paper. 2. Related Works. There so far has been very little work conducted on data streams with imbalanced class distributions. Some studies approach the problem of class imbalance for each data chunk isolatedly. In other words, each data chunk of a stream is treated as a conventional imbalanced data set, and thus can be handled by an existing technique, such as over-sampling by generating synthetic minority class instances [4] and under-sampling by clustering the majority class [5]. One drawback of such methods is that old data is not taken into account for improving the representation of the minority class. Other methods have been proposed to exploit past data. Gao et al. [6] proposed a method in which all the minority class instances from previous data chunks are incorporated into the current data chunk. This method is problematic because past data may become out-of-date due to concept drifts. Furthermore, training when reusing all past data is time-consuming. Another method proposed in [7] selects only past minority instances with high rank, which is based on the number of minority nearest neighbors in the current data chunk. However, the actual number of instances selected depends on the desired degree of class imbalance, i.e., not the validity of past data. Therefore, this method may not be eﬀective for dealing with concept drifts. Spyromitros et al. [8] used two separate sliding windows, one for the minority instances and the other for the majority instances. The window sizes are determined so as to obtain a certain class distribution ratio, such as 40/60. This approach also suﬀers from the same problem as the previous method, in [7]. 3. Mining Imbalanced and Concept-Drifting Data Streams Using SVMs. 3.1. Evaluation measure. As analyzed in Section 1, the overall accuracy is not a suitable measure for evaluation of learning methods on imbalanced data streams. Therefore, we use the AUC measure instead. AUC is the area under the receiver operating characteristic (ROC) curve, as shown in Figure 1. The ROC relates the true positive rate to the false positive rate. Compared with the overall accuracy, the AUC does not depend on prior class probabilities. It is also a good evaluation measure for changing environments such as data streams, where the distribution of future data may be diﬀerent from that of current data [9]. To calculate the AUC, we can vary the decision threshold of an SVM to generate a ROC curve and then apply the trapezoidal method [10]. However, the output f (x) of a standard SVM is not probabilistic, making it diﬃcult to calculate the AUC. Thus, we use Platt’s method [11] to estimate a probabilistic output for SVMs. This method ﬁts a sigmoid function to the outputs of a standard SVM: P (+|x) = 1/[1 + exp(af (x) + b)]. The default decision threshold for such a probabilistic-output SVM is 0.5, i.e., an instance x is classiﬁed as positive if P (+|x) ≥ 0.5, and negative otherwise. To generate a ROC curve, we vary the decision threshold from 0 to 1 with an incremental step of 0.05.
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Figure 1. The area under the ROC curve 3.2. Weighting of base models. Our proposed method is based on the ensemble learning scheme, in which base models are weighted by the corresponding AUC performance on the newest data chunk. In addition, a base model will be used only if its performance is better than that of a random guess, which classiﬁes an instance as positive according to a ﬁxed probability p+ . The AUC value of such a random guess is obtained as follows: + + + − True positive rate tpr = p n×n = p+ and false positive rate f pr = p n×n = p+ , where n+ + − − and n are the numbers of positive and negative instances, respectively. Thus, we have tpr = f pr, i.e., the ROC in the random guess is the upward diagonal of the unit box in Figure 1, leading to a value of 0.5 for the AUC of the random guess. The output of an ensemble E is calculated as follows: ∑ i|wi >0.5 wi Pi (+|x) ∑ E(x) = i|wi >0.5 wi where wi = AUCi and Pi (+|x) are the weight and the probabilistic output of the i-th base model, respectively. Let θ ∈ [0, 1] denote the decision threshold. If E(x) ≥ θ, x is assigned to the minority/positive class. Otherwise, it is assigned to the majority/negative class. Here we keep a ﬁxed size of the ensemble. If the ensemble is full, we will remove the base model with the lowest weight to make room for a new base model. 3.3. Dealing with class imbalance. We propose an incremental learning strategy on the minority class to improve the representation of this class, in which past data is combined with current data to create a better training set. However, there are two problems of this approach that need to be solved: (1) past data may be abundant and requires much training time and (2) past data may be out-of-date due to concept drifts. To solve the ﬁrst problem, we select only a small subset including the most useful data, namely the support vectors of the minority class, from base model Mi−1 built on the last data chunk Di−1 , and then combine them with the current data chunk Di for training of new base model Mi . The approach of incremental learning with support vectors was investigated by Syed et al. [12]. However, the points that are diﬀerent in our method include: (1) considering the support vectors of the minority class only and (2) dealing with concept drifts, which was not performed in [12] despite the phrase “handling concept drifts” in the title. Next, we consider the second problem in which past data may be out-of-date. Although support vectors are the most useful, they may easily become out-of-date due to their position closest to the decision boundary. Among the support vectors of the minority class, those located in the other side of the decision boundary are most prone to drift from the scope of a new concept. They are identiﬁed by Pi−1 (+|sv + ) < 0.5, where sv +
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is a minority class support vector of base model Mi−1 . We do not involve such support + vectors for incremental learning. For the set SVi−1 of the remaining support vectors, we check whether they help to improve the classiﬁcation performance. If they do, they will be combined with data chunk Di . Otherwise, we will discard them and start a new incremental learning session from data chunk Di . To ﬁnd out whether the support vectors will help, we apply a k-fold cross-validation technique to data chunk Di (k was set to 5 in our experiments). Data chunk Di is randomly split into k folds. Then each fold in turn is taken as validation set V and the remaining ones are combined into training set T . We train two models, one on T and the other on + T ∪ SVi−1 , and evaluate them on V . We call the corresponding two cross-validated AUC values AUC1 and AUC2 . If AUC1 < AUC2 , i.e., the support vectors do help, we combine them with data chunk Di . Otherwise, we use only data chunk Di to train new base model Mi . The maximum value between AUC1 and AUC2 will be used as the weight of Mi . To further balance the training set, we randomly split the majority class into subsets having a similar size to the minority class. Then we train a sub-ensemble of SVMs on balanced training subsets, which are composed of the minority class and a diﬀerent majority class subset. The output of this sub-ensemble is simply the unweighted average over the probabilistic outputs of the component SVMs. 4. Experimental Study. We studied the performance of our method on a synthetic data stream, as described in the following subsection. 4.1. Rotating hyperplane synthetic data. The rotating hyperplane synthetic data has been used in a number of studies of data streams [1, 5, 7]. In this data, a hyperplane is rotating around the center of a unit hypercube [0, 1]d (d is the number of dimensions) ∑ in order to simulate a smooth concept drift. The hyperplane is deﬁned by di=1 ai xi = a0 , where ai ∈ [0, 1] is the coeﬃcient corresponding to the i-th dimension xi ∈ [0, 1] of a data point, and the value of∑a0 is set so that the hyperplane ∑ contains the center of the unit hypercube, i.e., a0 = 12 di=1 ai . The points satisfying di=1 ai xi ≥ a0 are labeled positive. Otherwise, they are labeled negative. We rotate the hyperplane by changing the value of the ai , which are randomly initialized. However, to create an imbalanced ∑d ∑d data stream, we used two parallel hyperplanes, H1 : instead of a single hyperplane. The i=1 ai xi = a01 and H2 : i=1 ai xi = a02 , ∑ points located between them, i.e., satisfying a01 ≤ di=1 ai xi ≤ a02 , are labeled minority. Otherwise, they are labeled majority. The distance δ between H1 and H2 determines the degree of class imbalance. To make H1 and H2 equally distant from the center of the unit hypercube, we set coeﬃcients a01 and a02 as follows: a01 = a0 − 12 δ ∥a∥ and a02 = a0 + 12 δ ∥a∥, where a = (a1 , a2 , . . . , ad )T . We randomly generated data points in [0, 1]d , where d was set to 10 in all experiments. For every 1000 instances generated, we selected d′ coeﬃcients ai at random and changed = ai + σi τ , where σi ∈ {−1, +1} is the direction of their value using the formula: anew i change, which is randomly initialized, and τ ∈ [0, 1] is the amount of change. The direction of change σi is given a chance p% (set to 10% in our experiments) to be reversed. The default parameter settings in our experiments are as follows: d′ = 4, τ = 0.1, and δ = 0.05. Data streams are split into 100 chunks, each of which contains 500 instances. With δ = 0.05, the space limited by two hyperplanes, H1 and H2 , and the unit hypercube has the hypervolume of at least 0.05. In other words, the minority class is approximately 5% or more of the data. For example, we generated 100 data streams and observed that on average the minority class in a data chunk was from 4.1% to 9.6% of the data.
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Figure 2. Classiﬁcation performance when diﬀerent parameters are varying 4.2. Learning methods. We compared the following four learning methods: • Balanced data stream learning (BAL): This method weights base models by the accuracy on the newest data chunk. It is similar to the method proposed in [1]. • Imbalanced data stream learning that does not consider past data (IMB): This method weights base models by the AUC on the newest data chunk. Furthermore, it learns a sub-ensemble on each data chunk by splitting the data into balanced training subsets. • IMB + Incremental learning with the minority class support vectors (INC): Besides performing the IMB method, this method always combines the minority class support vectors from the last base model with the current data chunk. • IMB + Selectively incremental learning with the minority class support vectors (INS): This is our proposed method, as described in Section 3. The ensemble size in all the learning methods was set to 10. Each base model is a single SVM for BAL or a sub-ensemble of SVMs for IMB, INC, and INS. To train an SVM, we used the LIBSVM software package [13] and ran with the Gaussian RBF kernel. We evaluated the learning methods by alternating the training of a base model on a data chunk with the classiﬁcation of the next data chunk. We repeated the experiments ﬁve times and took the average results. 4.3. Experimental results. We show the results in Figure 2 when the following parameters are varying: the number of changing dimensions d′ , amount of change τ on each dimension, distance δ between hyperplanes H1 and H2 , chunk size, and ensemble size. Based on the AUC measure, the classiﬁcation performance of the methods in general is in the following order: BAL < IMB < INC < INS. The results in Figures 2(a) and 2(b) show that a stronger degree of concept drift was accompanied by a decrease in performance. Meanwhile, Figure 2(c) shows an increase of performance when the degree of class imbalance is reduced (i.e., δ increases). All of these results are consistent with our expectations. In Figure 2(d), the performances of the BAL and IMB methods increased with the chunk size. This result could be because more training data usually leads to better models. However, it does not apply to the INC and INS methods, which learn from both current and past data. It is possible that the increase of training data in each data chunk reduces the usefulness of past data, especially when
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