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Abstract. Many studies of spatiotemporal pattern discovery partition data space into disjoint cells for eﬀective processing. However, the discovery accuracy of the space-partitioning schemes highly depends on space granularity. Moreover, it cannot describe data statistics well when data spreads over not only one but many cells. In this study, we introduce a novel approach which takes advantages of the eﬀectiveness of space-partitioning methods but overcomes those problems. Speciﬁcally, we uncover frequent regions where an object frequently visits from its trajectories. This process is unaﬀected by the space-partitioning problems. We then explain the relationships between the frequent regions and the partitioned cells using trajectory pattern models based on hidden Markov process. Under this approach, an object’s movements are still described by the partitioned cells, however, its patterns are explained by the frequent regions which are more precise. Our experiments show the proposed method is more eﬀective and accurate than existing spacepartitioning methods.
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Introduction



We are facing an unprecedented proliferation of mobile devices, many equipped with positional technologies such as GPS. These devices produce a huge amount of trajectory data which is described as geometry changes over time continuously. Since a large amount of trajectories can be accumulated for a short period of time, many applications need to summarize the data or extract valuable knowledge from it. As a part of the trend, discovery of trajectory patterns has been paid great attention due to many applications. For the pattern discovery of spatiotemporal data, many techniques in the literature have partitioned data space into disjoint cells (e.g., ﬁxed grid) [1,2,3,4]. The reasons are mainly two-folded. First, space-decomposition techniques bring eﬃciency of discovery process. Obviously, dealing with symbols identifying each cell is much simpler than handling real coordinates which should have bigger data size and give lower intuitions for data processing. Second, spatiotemporal data has a distinct characteristic from general data for mining studies (e.g., basket data). Assume Paul arrives at his work at 9 a.m. every weekday. Though I.Y. Song, J. Eder, and T.M. Nguyen (Eds.): DaWaK 2007, LNCS 4654, pp. 470–480, 2007. c Springer-Verlag Berlin Heidelberg 2007 
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his work is an identical place in semantic, the location may not be expressed by spatially the exact same coordinates because of the diﬀerent vacancy of parking lots everyday. Therefore, pattern discovery methods need to regard slightly diﬀerent locations as the same. Despite the popularity of the space-partitioning approaches, it has two critical shortcomings. First, it cannot solve the anwer loss problem [5]. Suppose a problem ﬁnding dense regions in Figure 1. Data space is divided into nine cells from A to I and four objects (o1 , o2 , o3 , and, o4 ) have moved in the space for two timestamps. If we deﬁne a dense region as a cell having more than two hitting points, r1 cannot be a dense region though there are three close points since the points spread over three cells. Second, space-partitioning approaches have granularity problems. The precision of pattern discovery highly depends on how big or small the space divided. Especially, when there are many noises of movements (e.g., Paul unusually makes a trip to a far away for a few days), discovery process should manage a large size of data space, and thus the accuracy can decrease for eﬃcient computation. For instance, r2 and r3 are distinct dense regions, however, both should be expressed by only one cell E due to the rough granularity. A
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Fig. 1. Deﬁciencies of space-partitioning approaches



In order to overcome those problems, this study introduces a novel approach that takes both advantages of space-partitioning schemes and data-centric methods. Speciﬁcally, we reveal frequent regions that an object frequently visits by applying periodic data mining techniques [6] based on the data-centric approach. It is unaﬀected by space partitioning problems, hence, it should be more precise. However, it does not have the space-partitioning eﬃciency. For eﬃcient data handling, we introduce trajectory pattern model (TPM) that explains the relationships between the regions and partitioned cells using hidden Markov models (HMMs). An HMM is a doubly embedded stochastic process with an underlying stochastic process that is not observable. We model partitioned cells to observable states and discovered frequent regions to hidden states. Therefore, the TPM let applications be able to deal with symbols of the cells (instead of using real coordinates) for eﬀectiveness but have more precise discovery results than existing space-partition methods. Building a TPM from historical trajectories can be useful for many applications. First, it computes the probability of a given observation sequence. It implies the TPM can explain how the current movements (a sequence of cell
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symbols) of an object is similar to its common movement patterns (a sequence of frequent regions). Second, given a cell symbol sequence, it can also compute the most likely sequence of frequent regions. Moreover, the model can be trained by newly added data. Hence, it can reﬂect not only historical movements of an object but also its current motion trends.



2



Related Work



In this Section, we study previous work based on two major discovery techniques, Markov chain models and spatiotemporal data mining, for extracting movement patterns of an object from historical trajectories. Markov chain models have been widely used in order to estimate the probability of an object’s movements from one region or state to another at next time period. Ishikawa et al. derive the Markov transition probabilities between cells from indexed trajectories [1]. In their further study [7], a special type of histogram, called mobility histogram, is used to describe mobility statistics based on the Markov chain model. They also represent the histogram as cube-like logical structures and support an OLAP-style analysis. Authors in [8] classify an object’s mobility patterns into three states (stationary state, linear movement, and random movement) and apply Markov transition probabilities to explain a movement change one state to another. [9,10] consider the location tracking problem in PCS networks. Both studies are based on the same Markov process in order to describe users’ movements from one or multiple PCS cells to another cell. However, they have diﬀerent ways to model users’ mobilities using Morkov models, thus, show distinct results to each other. Spatiotemporal data mining methods have been also studied well for describing objects’ patterns. [2] introduces mining algorithms that detect a user’s moving patterns, and exploits the mined information to invent a data allocation method in a mobile computing environment. Another mining technique is shown in [11]. This study focuses on discovering spatio-temporal patterns in environmental data. In [6], authors do not only explore periodic patterns of objects but also present indexing and querying techniques of the discovered or nondiscovered pattern information. [3,4] address spatio-temporal association rules of the form (ri , t1 , p) −→ (rj , t2 ) with an appearance probability p, where ri and rj are regions at time (interval) t1 and t2 respectively (t2 > t1 ). It implies that an object in ri at time t1 is likely to appear in rj at time t2 with p% probability. Besides, [3] considers spatial semantic areas (i.e. sources, sinks, stationary regions, and thoroughfares) in each ri as well as more comprehensive deﬁnitions and algorithms of spatio-temporal association rules. All above studies except [6] are based on the space-partitioning schemes, thus, the discovery accuracy depends on how the system decides space granularity of data space. When they partition the data space into a large number of small size cells, the accuracy increases, however, managing such many cells in memory can be burden to the system. On the contrary, using large size cells for partitioning cause low precision of discovery. Moreover, they cannot avoid the answer-loss problem no matter how the spatial granularity is set to.
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Problem Deﬁnition



We assume a database stores a large volume of accumulated trajectories and each location in each trajectory is sampled periodically with a discrete time interval. Let a point pi = (li , ti ) represent a d-dimensional location li at time ti . A whole trajectory T of an object is denoted as {p0 , p1 , · · · , pn−1 }, where n is the total number of points. The entire data space is partitioned into k ﬁxed grid cells C = c1 , c2 , · · · , ck , each cell ci of which has the same coverage size. The goals of our study are two-folded. First, we aim to reveal spatial regions, namely frequent regions, where an object frequently and periodically appears. For example, given a trajectory having 10 days movements, we are interested in discovering areas where the object appears more than 5 days at the same time. Speciﬁcally, given an integer P , called period, we consider decomposing T into  Pn  sub-trajectories and group points Gw having the same time oﬀset w of P (0 ≤ w < P ) in each sub-trajectory. We formally deﬁne the frequent region as follows: Deﬁnition 1. A frequent region is a minimum bounding rectangle that consists of a set of points in G, each point of which contains at least MinPts number of neighborhood points in a radius Eps. Second, building hidden Markov models to explain relationships between frequent regions and partitioned cells is another goal in this study. A discrete Markov process is a stochastic process based on the Markov assumption, under which the probability of a certain observation only depends on the observation that directly preceded it. It has a ﬁnite number of states that make transitions according to a set of probabilities associated with each state at discrete times. A hidden Markov process is a generalization of a discrete Markov process where a given state may have several existing transitions, all corresponding to the same observation symbol [12]. In other words, the stochastic process is hidden and can only be observed through another set of stochastic processes that produce the sequence of observations. There are many possible ways to model an object’s mobility using hidden Markov models. Our approach is to construct a trajectory pattern model where each state corresponds to a frequent region. Observations are cells that change the current state with some probability to a new state (a new current frequent region). Formally, Deﬁnition 2. A trajectory pattern model describes an object’s movement patterns based on hidden Markov process. It consists of a set of N frequent regions, each of which is associated with a set of M possible partitioned cells.
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Discovery of Trajectory Pattern Models



In this Section, we describe how to solve the two sub-problems of Section 3, which are discovery of frequent regions and building trajectory pattern models.
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Extracting Frequent Regions



For the detection of frequent regions from an object’s trajectories, we adopt a periodical pattern mining methods [6]. In these techniques, the whole trajectory is decomposed into  Pn  sub-trajectories. Next, all locations from  Pn  sub-trajectories which have the same time oﬀset w of P will be grouped into one group Gw . P is data-dependent and has no deﬁnite value. For example, P = ‘a day’ in a traﬃc control application since many vehicles have daily patterns, while animal’s annual migration behaviors can be discovered by P = ‘a year’. A The clustering method DBSCAN [13] is then applied to ﬁnd the dense clusters Rw in each Gw . Given two parameters Eps and MinPts, DBSCAN ﬁnds dense clusters, each point of which has to contain at least MinPts number of neighborhood points within a radius Eps. In spite of many advantages of DBSCAN, it can not be applicable to our study directly. Our key methods of this research is to describe correlations between frequent regions, and between partitioned cells and frequent regions. It implies the size of a frequent region can aﬀect explanation of the patterns considerably. Therefore, we decompose a cluster when it is ‘large’. As each dataset may have diﬀerent data distributions and map extents from others, a proper area size for cluster decompositions can not be easily detected. Due to this property, we use (Eps ∗ κ)2 to deﬁne a ‘large’ cluster, where κ is given by a user (named area limiter ). κ limits a cluster’s size merely with respect to Eps. For example, κ = 2 means that a cluster’s size must be smaller than the square’s area having double Eps length on a side. Thus, a user does not need to know about the data distributions. In our experiments, when 5 ≤ κ ≤ 10 regardless of data characteristics, the cluster decomposition showed more precise discovery results.
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Fig. 2. Cluster decomposition using standard deviation ellipse



When partitioning is needed on a cluster we apply standard deviation ellipse for the decomposition process. The standard deviation ellipse captures the directional bias in a point distribution using three components: major (longer) axis, minor (shorter) axis, and θ between the north and the y axis rotated clockwise. Figure 2 illustrates how a cluster is partitioned into two co-clusters based on the standard deviation ellipse. This method ﬁrst computes the minor axis of the cluster’s standard deviation ellipse. Next, it classiﬁes each point dividing the cluster
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into two co-clusters. This classiﬁcation is performed by checking whether each point is left (above) of the minor axis or right (bellow). The shapes of co-clusters decomposed tend to be sphere-like, hence, the center position of each co-cluster can represent its cluster eﬀectively. The partitioning method also distributes an almost equal number of points to each co-cluster. When the number of points in any co-cluster is smaller than M inP ts, we cease the cluster partitioning. The reason for this is that a cluster having less than M inP ts points contradicts the deﬁnition of a frequent region and becomes less useful. The whole process of cluster decomposition is described in the Algorithm 1: Algorithm 1. Cluster Decomposition Input: given cluster C, area limiter κ, radius Eps, minimum number of points M inP ts Output: a set of clusters Description: 1: if area of C ≥ (Eps × κ)2 then 2: get the minor axis minx of C’s standard deviation ellipse 3: for each point p in C do 4: if p is the left of minx then 5: add p to a co-cluster c1 6: else 7: add p to a co-cluster c2 8: if numP oints (c1) ≥ M inP ts and numP oints (c2) ≥ M inP ts then 9: return c1 and c2 10: return C



4.2



Building Trajectory Pattern Models



Let us recall the movements of objects in Figure 1. Assume an application needs to ﬁnd an object which has the most similar movements to o2 . Though o1 is obviously the closest answer, it is hard to be detected since there is only one common cell between o2 = GEB and o1 = DEA, which has the same number of common cell as between o2 and o4 . In our approach, trajectory pattern model, we illustrate real movements of an object as a sequence of frequent regions instead of a cell sequence. For example, o1 = r1 r2 ∗, o2 = r1 r2 ∗, o3 = r1 r3 ∗, and o4 = ∗r3 ∗ (‘∗’ for non-frequent regions). We then apply hidden Markov models to ﬁgure out relationships between a cell sequence (e.g., ABC) and a frequent region sequence (e.g., r1 r2 ∗). Under this approach, although an object’s movements are denoted as a cell sequence, the problem of ﬁnding most similar movements to o2 can be performed on the frequent region sequences, which are more precise. In order to construct a trajectory pattern model, we must deﬁne the elements of an HMM, which are (i) the number of states N , (ii) the number of observation symbols per state M , (iii) an initial state π, (iv) a set of state transition probabilities A, and (v) a set of observation symbol probabilities B. This HMM
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parameter set can be denoted as λ = (A, B, π). How to model this λ is critical to explain an object’s mobilities since there are many possible ways to model. Our approach is to construct λ where each state corresponds to a frequent region ri when a cell ci appears. Therefore, hidden states (frequent regions) are expressed by S = {ri , ri ri , · · · , ri }, 1



2



3



N



and the number of states N is the number of ri when ci is found. We also deﬁne an observation sequence O as O = {ci , ci ci , · · · , ci } 1



2 3



M



where M corresponds to the total number of partitioned cells. The state transition probabilities can be formed as a matrix A = {aij } where aij = P [rt+1 = Sj |rt = Si ], 1 ≤ i, j ≤ N, and rt denotes the actual state at time t in the sequence S. In the same manner, the observation transition probabilities B is expressed by following matrix bij = P [ct |rt = Si ], 1 ≤ i ≤ N, 1 ≤ j ≤ M with elements bij denoting the probability of observing symbol j ∈ [1, M ] that the system is in state i ∈ [1, N ]. The initial state is deﬁned as π = {πi } (1 ≤ i ≤ N ) which πi describes the distribution over the initial frequent region set. 20% 60%
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Fig. 3. An example of a trajectory pattern model



Figure 3 represents an example of a TPM modelling based on our scheme. Circles stand for frequent regions as hidden states and the grid does partitioned cells as observation symbols. In the example, the TPM parameters can be denoted as follows; hidden states S = {r1 , r2 , r3 , r4 }, thus the number of states N = 4, and
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observable symbols O = {c1 , c2 , c3 , c4 , c5 , c6 } (M = 6). Transition probabilities of states and observation symbol probabilities are illustrated as follows: ⎡ ⎤ ⎡ ⎤ 0 20 60 20 0 0 40 0 60 0 ⎢ 0 0 40 60 ⎥ ⎢ 0 0 100 0 0 0 ⎥ ⎥ ⎥ A = {aij } = ⎢ B = {bij } = ⎢ ⎣ 0 0 0 100 ⎦ , ⎣ 50 20 0 30 0 0 ⎦ 0 0 0 0 0 100 0 0 0 0 In order to compute A, we investigate whether each point pw of a subtrajectory is geometrically within any of ri for all pi . If so, we report the frequent region id otherwise a wild card mark ‘*’. Therefore, a sub-trajectory can be denoted by a state sequence as r1 r2 ∗ r4 . We then compute the probabilities of each state transition from the sequences. Likewise, elements of π are calculated by the same way. The computation of B is done by checking if pi belongs to both ri and ci or ci only. An excellent advantage of TPMs is that λ can adjust its parameters (A, B, π) to maximize P (O|λ) using an iterative procedure. It implies that the model can be trained more powerfully by compiled trajectories of an object as time goes on. Hence, it can reﬂect the trends of the object’s motions precisely.
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Experiments



The experiments in this study were designed for comparison of discovery accuracy and eﬀectiveness of data management between a space-partitioning method and our scheme. In order to evaluate them, we implemented a popular method of spatiotemporal data mining using observable Markov models (OMM), which was based on the space-partitioning scheme. We also did our approach, trajectory pattern models (TPM), using hidden Markov models. Both methods were implemented in the C++ language on a Windows XP operating system and run on a dual processor Intel Pentium4 3.0 Ghz system with a memory of 512MB. Due to the lack of accumulated real datasets, we generated three synthetic datasets having diﬀerent number of sub-trajectories and timestamps (Bike-small had 50 sub-trajectories and 50 timestamps, 200 and 200 for Bike-medium, and 500 and 500 for Bike-large). For the generation, we developed a data generator that produced similar trajectories to a given trajectory. We used a real trajectory as an input of the generator, which was measured by a GPS mounted bicycle over an eight hour period in a small town of Australia. The extent of each dataset was normalized to [0,10000] in both x and y axis. In the ﬁrst set of experiments, we studied how the space granularity aﬀected discovery accuracies of OMM and TPM. To measure them, we computed the distances between each actual point of the input trajectory for the dataset generation and the center point of a cell for OMM, which the actual point belonged to. We did the same process for obtaining TPM’s errors. Figure 4 demonstrates the changes of discovery accuracies along the number of partitioned cells. As expected, the errors of OMM were signiﬁcant when the number of cells were small since one cell had a too wide coverage to describe
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Fig. 4. Discovery accuracy changes along the number of partitioned cells



details of the object’s movements. On the contrary, our approach was slightly aﬀected by the space granularity. An interesting observation was that TPM’s errors decreased as the dataset size grew. The reason was because TPM had more trajectories in bigger datasets that can obtain stronger and more precise trajectory patterns. Another aspect about space-partitioning techniques to be considered is that a large number of cells needs more complicated management schemes so as to handle the partition eﬀectively. For example, the data distribution is skew, many cells are not related to objects’ movements but they are still needed to be managed. Therefore, though a large number of cells has lower errors, it involves a bigger number of partition cells, which causes overheads of systems. We also explored size changes of discovered trajectory patterns along different size of datasets. As shown in Figure 5, our method showed relatively small pattern size compared to OMM. In fact, TPM’s size was computed by the number of transition items and probabilities for each matrix of (A, B, π), however, the system did not need to store all the transition probability values. Recall the example of TPM in Section 4.2. Due to the time order of frequent regions, the matrix of transition probabilities are always ﬁlled with zero values for more than half of the matrix (left-bottom part), which are not physically stored in the system. On the contrary, discovered pattern sizes of OMM were very large especially when it had higher orders (i.e., A → B: 1st order, ABC → D: 3rd order, and ABCDE → F : 5th order). Some applications need to handle higher order transitions, thus, the size of higher order OMM is also important. Our approach can handle various length of sequences (i.e., higher order chains) without any extra storage consumption. This means our method can be applicable to many applications that have storage limits.
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Conclusion



In this paper, we addressed space-partitioning problems which were the spatial granularity problem and the answer loss problem. In fact, many spatiotemporal
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Fig. 5. Changes of trajectory pattern size along dataset size



mining methods are based on the space-partitioning scheme, thus, their pattern discoveries were not eﬀective. In order to overcome the problems, we ﬁrst revealed frequent regions where an object frequently visited by applying a data-centric approach. We then described the relationships between the partitioned cells and the frequent regions by using the trajectory pattern models based on hidden Markov process. Therefore, applications based on our scheme can still use spacepartitions but have more precise discovery results. As shown in the experiments, our approach outperformed previous studies, especially when data space had a large size. Acknowledgements. National ICT Australia is funded by the Australian Government’s Backing Australia’s Ability initiative, in part through the Australian Research Council.
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