









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













ARTICLE IN PRESS



JID: KNOSYS



[m5G;December 20, 2016;7:9]



Knowledge-Based Systems 0 0 0 (2016) 1–8



Contents lists available at ScienceDirect



Knowledge-Based Systems journal homepage: www.elsevier.com/locate/knosys



Mixed similarity learning for recommendation with implicit feedback Mengsi Liu, Weike Pan1, Miao Liu, Yaofeng Chen, Xiaogang Peng∗, Zhong Ming∗ College of Computer Science and Software Engineering, Shenzhen University, China



a r t i c l e



i n f o



Article history: Received 13 June 2016 Revised 8 December 2016 Accepted 9 December 2016 Available online xxx Keywords: Mixed similarity Implicit feedback Recommender systems



a b s t r a c t Implicit feedback such as users’ examination behaviors have been recognized as a very important source of information in most recommendation scenarios. For recommendation with implicit feedback, a good similarity measurement and a proper preference assumption are critical for the quality of personalization services. So far, the similarities used in the state-of-the-art recommendation methods include the predeﬁned similarity and the learned similarity; and the preference assumptions include the well-known pairwise assumption. In this paper, we exploit the complementarity of the predeﬁned similarity and the learned similarity via a novel mixed similarity model. Furthermore, we develop a novel recommendation algorithm, i.e., pairwise factored mixed similarity model (P-FMSM), based on the mixed similarity and pairwise preference assumption. Our P-FMSM is able to (i) capture the locality of the user-item interactions via the symmetric predeﬁned similarity, (ii) model the global correlations among items via the asymmetric learned similarity, and (iii) digest the uncertain implicit feedback via the pairwise preference assumption. Empirical studies on four public datasets show that our P-FMSM can recommend signiﬁcantly more accurate than several state-of-the-art methods. © 2016 Elsevier B.V. All rights reserved.



1. Introduction The task of recommendation with implicit feedback [6,27] aims to provide personalization services via learning users’ preferences from their examination behaviors. It has recently been recognized as a more important problem than the well studied numerical rating prediction problem in the Netﬂix $1 Million Prize [15] in most scenarios. It has also attracted attentions from industry practitioners because of the pervasiveness of the problem setting in enormous recommendation systems such as users’ browsing behaviors in e-commerce, watching patterns in video streaming sites, and check-in records in location-based mobile social networks, etc. For recommendation with implicit feedback, there are at least three categories of approaches. The ﬁrst one adopts some predeﬁned similarities such as Cosine similarity and Jaccard Index, based on which a neighborhood of items is constructed and a prediction can then be made [5]. The second one chooses to learn the similarity instead of using some predeﬁned similarities [14].
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The third one ﬁrst proposes a proper preference assumption and then designs a corresponding loss or objective function to be optimized for user behavior reasoning, among which the pairwise assumption [27] usually performs well regarding accuracy and eﬃciency. However, most recommendation methods focus on one speciﬁc aspect of those three categories of approaches such as a predeﬁned similarity, a learned similarity or some preference assumption. Each aspect has its own advantage, e.g., the ability to capture the local and global relations in the predeﬁned similarity and learned similarity, respectively. As far as we know, no published works aim to integrate those three aspects into one single algorithm in a principled way. In this paper, we take each aspect as a reusable component and compile them into one single algorithm as a uniﬁed whole. Specifically, we ﬁrst design a mixed similarity model that combines the predeﬁned similarity and learned similarity. And then, we embed the prediction rule based on the mixed similarity into a typical loss function of the well-known pairwise preference assumption. Finally, we obtain our algorithm called pairwise factored mixed similarity model (P-FMSM). We conduct extensive empirical studies with several closely related state-of-the-art methods on four public real-world datasets, and ﬁnd that our proposed solution, i.e., P-FMSM, performs signiﬁcantly better than those with one of the aforementioned three aspects or components. Furthermore, our mixed similarity



http://dx.doi.org/10.1016/j.knosys.2016.12.010 0950-7051/© 2016 Elsevier B.V. All rights reserved.
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few items with the highest preference scores. Note that the preference prediction rule in Eq. (2) is usually called item-oriented recommendation, parallel to the user-oriented recommendation based on a predeﬁned similarity between each two users.



User set, u ∈ U , |U | = n Item set, i, i , j ∈ I , |I | = m Users that examined i Items examined by u Nearest neighbors of item i Examination records Predeﬁned similarity between i and i Learned similarity between i and i Mixed similarity between i and i User-speciﬁc latent feature vector Item-speciﬁc latent feature vector Item bias Predicted preference Iteration number Tradeoff parameter



2.3. Recommendation with learned similarity The predeﬁned similarity is of good interpretability, easy defect tracking, and system operation and maintenance. However, the main drawback of the predeﬁned similarity is the lack of transitivity, i.e., two items will not be connected if there is no common user (Ui ∩ Ui = ∅). As a result, such an unconnected item i will not contribute to the preference prediction as it will not be included in the item set Ni in Eq. (2). In order to address this limitation, a learned similarity is proposed [14],



learning model is signiﬁcantly better than the corresponding unmixed similarity model in the same pairwise preference learning framework. These observations clearly show the effectiveness of the designed mixed similarity model and the developed recommendation algorithm. We organize the rest of the paper as follows. We ﬁrst give some background about the problem deﬁnition and some existing approaches for the studied problem in Section 2, and then describe our proposed solution in detail in Section 3. We conduct extensive empirical studies in Section 4, and discuss and summarize some closely related work in Section 5. Finally, we conclude our work in Section 6. 2. Background 2.1. Problem deﬁnition In the studied problem of recommendation with implicit feedback, we have n users, m items and some associated examination records in the form of (user, item) pairs denoted as R. Our goal is to learn users’ preferences from such pairs and provide a personalized recommendation list for each user. We put some heavily used notations and their explanations in Table 1. 2.2. Recommendation with predeﬁned similarity Most memory-based or neighborhood-based recommendation methods adopt some predeﬁned similarity measurement such as the well-known Cosine similarity between item i and item i ,



sii( p ) =



|U ∩ Ui | , i |Ui ||Ui |



(1)



where |Ui |, |Ui | and |Ui ∩ Ui | denote the number of users examined item i, item i , and both item i and item i , respectively. Once the similarity of each item pair has been calculated, we can obtain a set of most similar items to a target item i denoted as Ni . Finally, we can make a prediction for the preference of user u on item i as follows [5], ( p) rˆui =



[m5G;December 20, 2016;7:9]







i ∈Iu ∩Ni



sii( p ) ,



(2)



where Iu ∩ Ni denotes the intersected set of items that belong to the examined items by user u, i.e., Iu , and the nearest neighbors of item i, i.e., Ni . The prediction rule in Eq. (2) represents the overall similarity between the target item i and the most similar items examined by user u, i.e., Iu ∩ Ni . With the predicted preference on each (user, item) pair, we can rank the items and recommend a



sii( ) = Vi·WiT · ,



(3)



where the similarity between item i and item i is replaced by the inner product of two latent feature vectors, i.e., Vi· ∈ R1×d for item i and Wi · ∈ R1×d for item i . The inner product of two learned latent feature vectors is unlikely to be zero. Such non-zero similarity means that two items can be connected, which overcomes the aforementioned intransitivity limitation of the predeﬁned similarity. With the learned similarity sii( ) , a similar prediction rule can then be derived [14], ( ) rˆui = bi +







1







|Iu \{i}| i ∈Iu \{i}



sii( ) ,



(4)



where bi is the newly added item bias denoting the learned popularity of item i, |Iu \{i}| is the size of the item set Iu excluding the item i, and √ 1 is a certain normalization for comparabil|Iu \{i}|



ity among predictions from different users. For a ranking-oriented recommendation model, we usually do not include the user bias because it will not affect the ranking orders for a typical user. Note that a recommendation method with learned similarity is usually not a staged method as the item-oriented recommendation with steps of similarity calculation and neighborhood construction. Hence, we do not include the item set Ni in the prediction rule in Eq. (4), but use Iu \{i} instead for simplicity [14].



2.4. Recommendation with pairwise preference assumption For the studied problem of recommendation with implicit feedback, besides the prediction rule based on the predeﬁned or learned similarity, another important issue is the preference assumption. A proper preference assumption is usually proposed to digest the uncertain implicit feedback with different perspectives. There are typically three types of preference assumptions, including pointwise preference assumption, pairwise preference assumption and listwise preference assumption. Empirically, the pairwise preference assumption [27] usually performs more accurate than the pointwise assumption and more eﬃcient than the listwise assumption, which is thus a good balance between accuracy and efﬁciency. In pairwise preference learning [27], we usually assume that a user prefers an examined item to an unexamined one. Speciﬁcally, there are three different instantiations of this assumption, including (i) rˆui > rˆu j meaning relative preference of user u on item i and item j [27], (ii) rˆui − rˆu j = 1 meaning the preference difference is a positive constant [11,14,31], and (iii) an extension with user groups [24].
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Fig. 1. Illustration of mixed similarity learning for recommendation with implicit feedback.



3. Our solution 3.1. Mixed similarity model ( p)



The predeﬁned similarity sii is known to be good at capturing



local relations among items, while the learned similarity sii( ) can model global relations well because of the transitivity. We propose to combine the predeﬁned similarity and learned similarity in a principled way in order to make full use of both two. Speciﬁcally, (i) we ﬁrst use the predeﬁned similarity to augment the learned ( p) similarity, i.e., sii sii( ) , which is a typical way of integrating two different signals [19]; and (ii) we then further integrate the augmented similarity into the learned similarity because of its superiority in preference prediction in most cases, which will also be discussed in our empirical studies. Note that the enhanced similarity is expected to capture both the local and global relations among items. We illustrate the main idea of our mixed similarity learning in Fig. 1. Mathematically, we formalize our mixed similarity model via a linear combination as follows,



(1 − λs )sii( ) + λs sii( p ) sii( ) ,



(5)



where the tradeoff parameter λs ∈ [0, 1] is the weight on the aug( p) mented similarity sii sii( ) . When λs = 0, it reduces to the learned similarity only [14]; when λs = 1, it is similar to the augmented similarity using auxiliary content information [19]; and when 0 < λs < 1, we have a mixed similarity model, which usually performs the best in our empirical studies.



3.2. Factored mixed similarity model In order to overcome the limitation of intransitivity, we follow the seminal work [14] and use two latent feature vectors to represent each learned similarity, i.e., sii( ) = Vi·WiT · , and have a factored version of the mixed similarity, ) sii(m = ((1 − λs ) + λs sii( p ) )Vi·WiT · 



(6)



With the factored mixed similarity, we can estimate the preference of user u on item i in a similar way to that of [14], i.e.,  (m ) (m ) rˆui = bi + √ 1 for an examined item i ∈ Iu , and i ∈Iu \{i} sii |Iu \{i}|  (m ) ( m) 1 rˆu j = b j + √ for an unexamined item j ∈ Iu . We i ∈Iu s ji |I u |



( ) can see that the difference between the prediction rule of rˆui in



) FISM [14] as shown in Eq. (4) and ours is the mixed similarity sii(m  . Hence, we call our similarity model factored mixed similarity model (FMSM).



Fig. 2. The SGD algorithm for P-FMSM.



3.3. Pairwise factored mixed similarity model Furthermore, in order to develop a recommendation algorithm, we adopt the well-known pairwise preference assumption [27], and assume that the preference of an examined item i ∈ Iu is larger than that of an unexamined item j ∈ Iu , i.e., rˆui > rˆu j . For this reason, we call our algorithm pairwise factored mixed similarity model (P-FMSM). With such a pairwise preference assumption, we reach the objective function of our P-FMSM,



min 



 



u∈U i∈Iu j∈I \Iu



fui(mj ) ,



(7)



 (m ) (m ) where fui = − ln σ (rˆui ) + α2 Vi· 2 + α2 V j· 2 + α2 i ∈Iu ||Wi · ||2F + j j



α b 2 + α b 2 is a tentative objective function for the sampled i j 2 2 triple (u, i, j), and  = {Wi· , Vi· , bi , i = 1, 2, . . . , m} denotes the set of parameters to be learned. Note that although the objective function of P-FMSM as shown in Eq. (7) looks very similar to that of BPR [27], the prediction rule is totally different with the proposed factored mixed similarity model. The similarity measurement is actually a very fundamental issue as discussed before and is also our focus in this paper.



3.4. Learning the P-FMSM For learning the model parameters θ ∈  in Eq. (7), we use the popular stochastic gradient descent (SGD) algorithmic framework [27], which is described in Fig. 2. Note that the P-FMSM algorithm as shown in Fig. 2 refers to the step of “Learn Parameters” in the middle part of Fig. 1. Speciﬁcally, our algorithm contains two loops, where the outer loop is for the number of scans, and the inner loop is for one scan of the whole set of feedback. For each iteration of the inner loop, we ﬁrst randomly sample an examined (user, item) pair (u, i ) ∈ R and then sample an unexamined item j ∈ I \Iu , which is a typical sampling strategy in recom-
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mendation methods based on pairwise preference assumption [27]. Once a triple (u, i, j) is sampled, we can calculate the gradients, and use them to update the model parameters via θ ← θ − γ ∇θ with γ > 0 as the learning rate. The gradients of the model parameters,



∇θ =



∂ fui(mj ) ∂θ , are as follows,



∇ b j = −σ (−ˆrui(mj ) )(−1 ) + α b j , ∇V j· = −σ (−ˆrui(mj ) )(− 



1



(8)







|Iu | i ∈Iu



((1 − λs ) + λs sii( p ) )Wi · ) + αV j· , (9)



∇ bi = −σ (−ˆrui(mj ) ) + α bi , ∇Vi· = −σ (−ˆrui(mj ) ) 



(10) 



1



|Iu \{i}| i ∈Iu \{i}



Table 2 Statistics of the data used in the experiments, including numbers of users (|U |), items (|I |), implicit feedback (|R|) of training records (Tr.) and test records (Te.), and densities (|R|/|U |/|I |) of training records. Data set



|U |



|I |



|R| (Tr.)



|R| (Te.)



|R|/|U |/|I | (Tr.)



MovieLens100K MovieLens1M UserTag Netﬂix5K5K



943 6040 30 0 0 50 0 0



1682 3952 20 0 0 50 0 0



27, 688 287, 641 123, 218 77, 936



27, 687 287, 640 123, 218 77, 936



1.75% 1.21% 2.05% 0.31%



the recommendation list instead of their predicted scores [3]. We thus use two commonly adopted ranking-oriented evaluation metrics in recommendation and information retrieval [24], i.e., Prec@5 and NDCG@5 for precision and normalized discounted cumulative gain (NDCG) at location 5, respectively. Mathematically, Prec@5 and NDCG@5 are deﬁned as follows [26],







((1 − λs ) + λs sii( p ) )Wi · + αVi· ,



1 P re@5 = |U te |



(11)



 ∇Wi · = −σ (−ˆrui(mj ) )((1 − λs ) + λs sii( p ) ) 



 Vi·



|Iu \{i}|



−



+ αWi · , i ∈ Iu \{i},



∇Wi· = −σ (−ˆrui(mj ) )



−((1 − λs ) + λs sii( p ) )V j·







|Iu |



+ αWi· ,



NDCG@5 =



V j·







|Iu |







|U te | u∈U te



⎡ ⎣



p=1



1 min(5,|Iute |) p=1



⎤



u 5  2δ (Lu ( p)∈Ite ) − 1 ⎦, log( p + 1 )



1 p=1 log( p+1 )



where Lu (p) is the pth item for user u in the recommendation list, and δ (x) is an indicator function with value of 1 if x is true and 0 otherwise. Note that U te and Iute denote the set of test users and the set of examined items by user u in the test data, respectively.



(13)



4.3. Baselines and parameter settings In order to study the effectiveness of the developed algorithm with the designed mixed similarity model in the pairwise preference learning framework, we choose the state-of-the-art methods based on the predeﬁned similarity, the learned similarity or the pairwise preference assumption. Speciﬁcally, we include the following baselines:



4. Experimental results



•



4.1. Datasets



•



For direct comparative empirical studies, we use four public datasets2 , where the training and test records of each dataset are obtained via a random splitting of the converted implicit feedback [24]. Speciﬁcally, the ﬁrst dataset MovieLens100K contains 943 users, 1682 items, 27, 688 training records and 27, 687 test records; the second dataset MovieLens1M contains 6040 users, 3952 items, 287, 641 training records and 287, 640 test records; the third dataset UserTag contains 30 0 0 users, 20 0 0 items, 123, 218 training records and 123, 218 test records; and the fourth dataset Netﬂix5K5K contains 50 0 0 users, 50 0 0 items, 77, 936 training records and 77, 936 test records. Each dataset contains three copies of training records and test records. For the ﬁrst copy of each dataset, we construct a validation data for parameter tuning via sampling n (i.e., the number of users) records from the corresponding training records. We put the statistics of the ﬁrst copy of each dataset in Table 2.



•



•



•



•



•



4.2. Evaluation metrics For recommendation with implicit feedback, a user is usually only interested in a few top ranked items (say 5 for example) in https://sites.google.com/site/weikep/GBPRdata.zip.



u∈U



(12)



(m ) (m ) where rui = rˆui − rˆu(mj ) . j From the algorithm in Fig. 2, we can see that the time complexity of our P-FMSM is O(T |R|dρ ), and that of BPR is O(T |R|d ), where ρ denotes the average number of examined items by each user.



2



1







5  1 δ (Lu ( p) ∈ Iute ) , 5 te



•



ranking based on items’ popularity (PopRank) is a basic algorithm for recommendation with implicit feedback; item-oriented collaborative ﬁltering with Cosine similarity (ICF) [5] is a classical algorithm based on the predeﬁned similarity; ICF with an ampliﬁer on the similarity (ICF-A) [2] favors the items with higher similarity; factored item similarity model with AUC loss (FISMauc) and RMSE loss (FISMrmse) [14] are two seminal algorithms based on the learned similarity; hierarchical Poisson factorization (HPF) [8] is a recent Bayesian approach tailed for modeling implicit feedback in recommender systems; Bayesian personalized ranking (BPR) [27] is the ﬁrst work that introduces the pairwise preference assumption into the task of recommendation with implicit feedback, which performs among the best in most cases; adaptive K nearest neighbors based recommendation (AKNN) [27] generalizes the pairwise preference assumption to ICF with similarity learning. However, the learned similarity in A-KNN is not factorized, which thus has the same limitation of intransitivity. For fair comparison, we implement a factored version of adaptive KNN (FA-KNN); and Group preference based BPR (GBPR) [24] is an extended pairwise preference learning method considering user groups.



For ICF and ICF-A, we use Cosine similarity and |Ni | = 20 in neighborhood construction. For the ampliﬁer in ICF-A, we use 2.5
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M. Liu et al. / Knowledge-Based Systems 000 (2016) 1–8 Table 3 Recommendation performance of P-FMSM and other methods on MovieLens100K using Prec@5 and NDCG@5. The searched values of α , T and λs are also included for result reproducibility. Note that the results of GBPR are copied from [24]. The signiﬁcantly best results are marked in bold (p value < 0.01).



PopRank ICF ICF-A FISMauc (α = 0.01, T = 100) FISMrmse (α = 0.001, T = 100) HPF BPR (α = 0.1, T = 10 0 0) FA-KNN (α = 0.1, T = 10 0 0) GBPR P-FMSM (α = 0.001, T = 500, λs = 0.4)



Prec@5



NDCG@5



0.2724 ± 0.0094 0.3145 ± 0.0018 0.2820 ± 0.0048 0.3651 ± 0.0086 0.3987 ± 0.0085 0.3412 ± 0.0077 0.3627 ± 0.0079 0.3679 ± 0.0044 0.4051 ± 0.0038 0.4115 ± 0.0059



0.2915 ± 0.0072 0.3305 ± 0.0010 0.2943 ± 0.0091 0.3788 ± 0.0139 0.4153 ± 0.0092 0.3523 ± 0.0097 0.3779 ± 0.0079 0.3868 ± 0.0076 0.4201 ± 0.0031 0.4320 ± 0.0054



Table 4 Recommendation performance of P-FMSM and other methods on MovieLens1M using Prec@5 and NDCG@5. The searched values of α , T and λs are also included for result reproducibility. Note that the results of GBPR are copied from [24]. The signiﬁcantly best results are marked in bold (p value < 0.01).



PopRank ICF ICF-A FISMauc (α = 0.001, T = 100) FISMrmse (α = 0.001, T = 100) HPF BPR (α = 0.01, T = 10 0 0) FA-KNN (α = 0.01, T = 100) GBPR P-FMSM (α = 0.001, T = 500, λs = 0.4)



Prec@5



NDCG@5



0.2822 ± 0.0019 0.3831 ± 0.0021 0.3921 ± 0.0016 0.3502 ± 0.0069 0.4227 ± 0.0 0 06 0.4131 ± 0.0080 0.4195 ± 0.0013 0.3650 ± 0.0026 0.4494 ± 0.0020 0.4562 ± 0.0037



0.2935 ± 0.0010 0.3966 ± 0.0020 0.4066 ± 0.0022 0.3569 ± 0.0082 0.4366 ± 0.0011 0.4262 ± 0.0096 0.4307 ± 0.0 0 08 0.3808 ± 0.0017 0.4636 ± 0.0014 0.4731 ± 0.0038



as a typical value [2]. For factorization-based methods, i.e., FISMauc, FISMrmse, BPR, FA-KNN, GBPR and our P-FMSM, we use d = 20 latent features, and search the tradeoff parameter on regularization terms α ∈ {0.001, 0.01, 0.1} and iteration number T ∈ {10 0, 50 0, 10, 0 0 0} using NDCG@5. For the Bayesian method HPF, we use the public code3 and default parameter conﬁgurations, i.e., 20 for the latent dimension number, 10 for the iteration number multiple, 0.3 for the hyperparameter, and true for bias and hierarchy. The tradeoff parameter λs for the mixed similarity in PFMSM is also searched via NDCG@5 from {0.2, 0.4, 0.6, 0.8, 1}. The learning rate γ is ﬁxed as 0.01. The results of GBPR are copied from [24]. Note that the sampling strategy of BPR and P-FMSM in our empirical studies in this paper is shown in Fig. 2, which is more eﬃcient than that of BPR and GBPR in [24].



5



Table 5 Recommendation performance of P-FMSM and other methods on UserTag using Prec@5 and NDCG@5. The searched values of α , T and λs are also included for result reproducibility. Note that the results of GBPR are copied from [24]. The signiﬁcantly best results are marked in bold (p value < 0.01).



PopRank ICF ICF-A FISMauc (α = 0.1, T = 500) FISMrmse (α = 0.001, T = 100) HPF BPR (α = 0.1, T = 500) FA-KNN (α = 0.1, T = 10 0 0) GBPR P-FMSM (α = 0.001, T = 500, λs = 0.6)



Prec@5



NDCG@5



0.2647 ± 0.0012 0.2257 ± 0.0051 0.2480 ± 0.0028 0.2536 ± 0.0031 0.3006 ± 0.0046 0.2684 ± 0.0070 0.2849 ± 0.0036 0.2641 ± 0.0046 0.3011 ± 0.0 0 08 0.3129 ± 0.0026



0.2730 ± 0.0014 0.2306 ± 0.0045 0.2540 ± 0.0032 0.2619 ± 0.0037 0.3092 ± 0.0049 0.2756 ± 0.0074 0.2931 ± 0.0047 0.2720 ± 0.0036 0.3104 ± 0.0 0 09 0.3218 ± 0.0030



Table 6 Recommendation performance of P-FMSM and other methods on Netﬂix5K5K using Prec@5 and NDCG@5. The searched values of α , T and λs are also included for result reproducibility. Note that the results of GBPR are copied from [24]. The signiﬁcantly best results are marked in bold (p value < 0.01).



PopRank ICF ICF-A FISMauc (α = 0.01, T = 500) FISMrmse (α = 0.001, T = 100) HPF BPR (α = 0.01, T = 10 0 0) FA-KNN (α = 0.001, T = 100) GBPR P-FMSM (α = 0.001, T = 10 0 0, λs = 0.2)



Prec@5



NDCG@5



0.1728 ± 0.0012 0.2017 ± 0.0012 0.1653 ± 0.0032 0.1932 ± 0.0039 0.2217 ± 0.0043 0.1899 ± 0.0047 0.2207 ± 0.0051 0.2101 ± 0.0020 0.2411 ± 0.0027 0.2469 ± 0.0027



0.1794 ± 0.0 0 04 0.2186 ± 0.0 0 08 0.1804 ± 0.0041 0.2022 ± 0.0023 0.2413 ± 0.0063 0.2044 ± 0.0041 0.2374 ± 0.0055 0.2254 ± 0.0029 0.2611 ± 0.0025 0.2661 ± 0.0027



GBPR and our P-FMSM) perform well, which shows its effectiveness for the uncertain implicit feedback; (iv) and the very basic method PopRank usually performs worst as expected as it is a nonpersonalized solution and recommends the same set of most popular items to all users. 4.4.2. Effect of mixed similarity In this subsection, we study the effect of the mixed similarity in P-FMSM. For direct comparison, we ﬁx λs = 0 and obtain a reduced model P-FISM with the unmixed learned similarity only. We show the results in Fig. 3, and can see that P-FMSM is better PFISM across all the four datasets, which clearly shows the merit of the mixed similarity via exploiting the complementarity of the predeﬁned similarity and the learned similarity in the pairwise preference learning framework.



4.4. Experimental results 4.4.1. Overall results The main experimental results are shown in Tables 3–6. We can have the following observations: (i) our proposed P-FMSM performs signiﬁcantly better than all other methods in all cases (the p-value of the signiﬁcance test is smaller than 0.01)4 , which clearly shows the advantages of integrating the predeﬁned and learned similarities in the pairwise preference learning framework; (ii) the recommendation methods based on the learned similarity (e.g., FISMauc, FISMrmse, FA-KNN and our P-FMSM) usually perform better than that based on the predeﬁned similarity (i.e., ICF and ICF-A), which shows the helpfulness of similarity learning for a recommendation algorithm; (iii) the recommendation methods based on the pairwise preference assumption (e.g., BPR, FA-KNN, 3



https://github.com/premgopalan/hgaprec. We calculate the p-value of the statistical signiﬁcance test via the MATLAB function ttest2.m as shown at http://www.mathworks.com/help/stats/ttest2.html. 4



4.4.3. Effect of neighborhood size In this subsection, we study the effect of using different neighborhood sizes, i.e., K ∈ {20, 30, 40, 50}, of P-FMSM instead of using all the neighbors by default. For fair comparison, we also use the same numbers of neighbors in ICF. The recommendation performance on Prec@5 and NDCG@5 are shown in Figs. 4 and 5, respectively. We can have the following observations: (i) both P-FMSM and P-FMSM (with different K) give about 23% on MovieLens100K, 10% on MovieLens1M, 28% on UserTag, and 15% on Netﬂix5k5k of signiﬁcantly better results compared to ICF w.r.t. the corresponding values of the neighborhood sizes K ∈ {20, 30, 40, 50}, which shows the effectiveness of the developed algorithm; and (ii) the performance of P-FMSM and P-FMSM (with different K) are close, which shows that we can use a proper size of neighborhood instead of using all the neighbors to achieve low space complexity. It is an appealing property for real deployment by industry practitioners. The above experimental results show that our P-FMSM is signiﬁcantly more accurate than the state-of-the-art recommendation
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methods for the studied problem, which shows the effectiveness of mixed similarity learning model via integrating the predeﬁned similarity, learned similarity and pairwise preference learning in one single algorithm. One major potential limitation is its effectiveness in an extremely sparse case, because neither the predeﬁned similarity nor the learned similarity can guarantee to succeed in bridging two latently related items well. 5. Related work In the big data era, the information overload problem has become unavoidable for almost everyone. We are submerged into a world with various types of information from social updates to recent scientiﬁc and technology advancement. So far, we mainly have two approaches to address the information overload problem to some extent, including information retrieval [4] and intelligent recommendation [28]. The paradigm of information retrieval is from a user-issued query to a ranked list of documents w.r.t. a certain relevance metric, which needs proactive involvement of the user. On the contrary, an intelligent recommendation engine exploits users’ historical behavior and then generates a personalized ranked list of items (e.g., web pages [20], tags [1], travel sequences [13] and many others [18]) to a target user or a group of target users [34] without intensive user involvement. Technically, there are mainly two types of recommendation methods, including neighborhood-based recommendation and factrization-based recommendation, besides the very basic approach of recommendation based on items’ popularity (i.e., PopRank). We will discuss these two types of recommendation methods separately in the subsequent two subsections. Fig. 3. Recommendation performance of P-FISM (i.e., with learned similarity only when λs = 0) and P-FMSM. Note that the searched values of P-FISM are α = 0.01, T = 10 0 0 on MovieLens10 0K, α = 0.0 01, T = 50 0 on MovieLens1M, α = 0.0 01, T = 10 0 on UserTag, and α = 0.0 01, T = 50 0 on Netﬂix5K5K.



5.1. Neighborhood-based recommendation There are usually two types of users’ feedback in a typical recommendation system [12,28], including explicit feedback such as 5-star ratings and implicit feedback such as examination records.



Fig. 4. Recommendation performance of Prec@5 using ICF and P-FMSM with different values of K (i.e., different neighborhood sizes), and the default P-FMSM with all neighbors.
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Fig. 5. Recommendation performance of NDCG@5 using ICF and P-FMSM with different values of K (i.e., different neighborhood sizes), and the default P-FMSM with all the neighbors.



Table 7 Summary of some related works,. Neighborhood-based recommendation



Factorization-based recommendation



Explicit feedback



Predeﬁned similarity: e.g., [7]



Implicit feedback



Predeﬁned similarity: e.g., [2,5]



w/o similarity: e.g., [29,35] Learned similarity: e.g., [15] Mixed similarity: N/A w/o similarity: e.g., [8,10,22,24,27,30,36] Learned similarity: e.g., [14] Mixed similarity: e.g., P-FMSM



For either recommendation with explicit feedback or implicit feedback, neighborhood construction is always a very critical step [21], which requires some similarity measurement between two users or two items. For explicit feedback, the most well-known similarity measurement is probably the Pearson correlation coeﬃcient (PCC) [7,9] deﬁned on the co-rated items by two users or co-raters to two items. For implicit feedback, we have similarities such as Cosine similarity, Jaccard index and their extensions [5,33]. Note that the similarity between two users (or two items) such as Cosine similarity may be further ampliﬁed to favor users (or items) with high similarity [2]. 5.2. Factorization-based recommendation Factorization-based methods have been well recognized as the state-of-the-art methods in most recommendation problems. For explicit feedback, a typical factorization-based method will approximate each feedback, e.g., a numerical rating, with the inner product of two latent feature vectors [29] or with additional feature vectors of implicitly examined items [15]. There are also some factorization-based methods that optimize the ranking list of the derived relative ordering from explicit feedback directly [35]. For implicit feedback, a factorization-based method is usually associated with a preference assumption, including point-



wise preference assumption [10,14,22], pairwise preference assumption [14,24,27,36], and listwise preference assumption [30]. A speciﬁc preference assumption is usually associated with a loss to be minimized or an objective to be maximized, such as square loss [10,22] in pointwise assumption, Logistic loss [27], Hinge loss [36] and square loss of relative preference difference [14] in pairwise assumption, and the objective of mean reciprocal rank (MRR) [30] in listwise assumption. For the prediction rule in a typical loss or objective function, we usually have two choices, including the one with the inner product of two latent feature vectors [10,22,27,30,36] and the other using the prediction rule of neighborhood-based method [14]. Besides, a recent approach digests the implicit user feedback in the Bayesian framework [8] instead of the well-known matrix-factorization framework. Similarity between two items or two users is a very fundamental issue in recommendation. Our mixed similarity learning model goes one step beyond traditional unmixed similarity such as the predeﬁned similarity or the learned similarity only, and inherits the merits of both two. The designed mixed similarity learning model is also generic and can be applied to recommendation settings with heterogeneous feedback [25] and social connections [32]. We summarize some related works in Table 7, from which we can see that our proposed mixed similarity learning model is a novel solution for recommendation with implicit feedback.
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Implicit feedback such as users' examination behaviors have been recognized as a very important source of information in most recommendation scenarios. For recommendation with implicit feedback, a good similarity measurement and a proper preference assumption are critical for the quality of personaliza- tion services. 
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