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MOBILE BACKBONE NETWORK ROUTING WITH FLOW CONTROL AND DISTANCE AWARENESS (MBNR-FC/DA) Xiaolong Huang and Izhak Rubin Department of Electrical Engineering University of California, Los Angeles, CA, USA {todhuang, rubin}@ee.ucla.edu



ABSTRACT The Mobile Backbone Network (MBN) architecture has been introduced to support multimedia applications for mobile ad hoc wireless. Under the MBN architecture, backbone capable nodes are dynamically elected to construct a mobile backbone (Bnet). The MBN employs the socalled Mobile Backbone Network Routing with Flow Control (MBNR-FC) routing mechanism. The latter significantly reduces routing control overhead by selectively flooding route discovery messages solely across the Bnet. The MBNR-FC protocol also guides admitted traffic to traverse areas that are less congested. When the synthesized Bnet is unable to cover the whole network area, the use of backbone-only paths can limit the overall throughput capacity. In this paper, we present a so-called Mobile Backbone Network Routing with Flow Control and Distance Awareness (MBNR-FC/DA) scheme. Under the MBNR-FC/DA scheme, flows that travel a distance no longer than the distance threshold can employ nonbackbone routes. In this way, the capacity of communication links that are located away from the Bnet is utilized to upgrade the overall throughput capacity. We characterize the performance behavior of the MBNR-FC/DA scheme. We present an analytical procedure for the calculation of the effective distance threshold level under various levels of backbone coverage. We demonstrate the ability of the MBNR-FC/DA scheme to make effective use of the network-wide capacity resources, yielding outstanding delaythroughput performance.



To address these problems, several ad hoc routing protocols that are based on the use of hierarchical network architecture have been proposed. For example, under the CGSR (Cluster-head Gateway switching Routing) [2] and CBRP (Cluster-Based Routing Protocol) [3] schemes, mobile nodes are grouped into clusters. By employing ad hoc routing protocols such as DSDV and DSR, control messages are disseminated among cluster-head nodes and gateway nodes, so that routing control overhead can be reduced. Under the CEDAR (Core-Extraction Distributed Ad-hoc Routing) scheme [4], an approximate minimum dominating set is formed as a core network. Core network members first discover so-called core paths from their onehop neighbors to the intended destinations. For each core path, the core network member for the source computes a QoS feasible route to an intermediate node on the core path. From that intermediate node on the core path, a QoS feasible path is further computed towards the destination. By repeating this procedure, it may be possible to establish a QoS feasible route to the destination.



1. INTRODUCTION Ad hoc networking protocols are devised for mobile wireless networks that operate in an environment that lacks an existing networking infrastructure. Many currently commonly studied ad hoc networking mechanisms experience scalability problems, so that the available capacity per node diminishes as the number of nodes increases [1]. Furthermore, ad hoc network systems that are based on the flat architecture are often unable to capitalize heterogeneous network characteristics and lead to inefficient network operations.



Figure 1. An Example of Mobile Backbone Network



We have recently introduced the Mobile Backbone Network (MBN) architecture to support multimedia applications for ad hoc wireless networks [5], [6]. The MBN is composed of Regular Nodes (RNs) and Backbone Capable Nodes (BCNs). RNs are assumed to be equipped with lower capability radio modules and may possess limited storage and energy processing resources. BCNs can have more storage and processing resources, and may employ both lower capability and higher capability radio modules. We have introduced a distributed topology synthesis pro-
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tocol [7], [10] for the construction of the backbone. Under this algorithm, certain BCNs are dynamically elected to serve as Backbone Nodes (BNs). The latter form an interconnected backbone net (Bnet). The Bnet serves as an infrastructure for supporting the transport of multimedia streams and messaging flows across the network. Each BCN/RN is required to associate with a single BN. RNs and BCNs that have associated with a BN form an Access Network (Anet). Its structure is illustrated in Fig. 1. In [8], [9], we have presented a so-called Mobile Backbone Network Routing with Flow Control (MBNR-FC) mechanism for routing flows across the MBN. Under this protocol, route discovery packets are selectively flooded across the Bnet. Due to its use of restricted flooding of route request packets, this operation significantly reduces the routing control overhead, leading to a highly scalable network operation. A flow control mechanism is embedded in the route discovery process to guide admitted traffic flows to traverse less congested areas. The flow control mechanism prevents congested network nodes, as well as neighbors of congested nodes, from participating in the flooding of route discovery messages. Furthermore, it prevents an excessive rate of traffic flows from being injected into the network so that the Quality-of-Service of admitted flows could be maintained. In [8], [9], we studied the MBNR-FC schemes under the condition that there is a sufficient number of BCNs so that each node is within a single hop from a BN. We have shown the MBNR-FC routing schemes to significantly improve the throughput, delay and delay jitter performance of admitted flows under high traffic loading conditions. However, when the number of BCNs is not sufficient to form a Bnet that provides a global cover, certain nodes will have to access the Bnet by traversing a multi-hop path that consists of intermediate RNs. Clearly, when the Bnet does not provide wide network coverage, the use of backbone-only routes can limit the overall attained throughput capacity. To solve this problem, we present in this paper a routing mechanism identified as Mobile Backbone Network Routing with Flow Control and Distance Awareness (MBNRFC/DA). Under this mechanism, flows that travel along paths that are longer than a distance threshold are routed across the Bnet. In this manner, the routing control overhead of long distance flows is kept low. Flows that travel along paths that are no longer than the distance threshold are routed along global routes (non-backbone paths). In this way, links that are located away from the Bnet can be utilized, serving to upgrade the overall throughput capacity of the network. In this paper, comprehensive performance results for the hybrid MBNR-FC/DA scheme under various levels of



backbone coverage are presented. A computational procedure is presented for the calculation of the desirable distance threshold level. We present performance comparisons of several routing schemes. We demonstrate the ability of MBNR-FC/DA to make effective use of the global availability of network-wide capacity resources yielding outstanding delay-throughput performance. The remainder of this paper is structured as follows. In Section 2, the MBNR-FC protocol and its performance are studied. In Section 4, we present the MBNR-FC/DA scheme. In Section 5, the performance of the MBNRFC/DA scheme is studied. Conclusions are drawn in Section 6. 2. MOBILE BACKBONE NETWORK ROUTING WITH FLOW CONTROL PROCEDURES 2.1 Mobile Backbone Network Routing Consider a Mobile Backbone Network composed of BNs, BCNs, and RNs. By using the distributed topology synthesis algorithm presented in [7], [10], BCNs are elected to serve as BNs to provide one-hop access coverage for BCNs. If feasible, the Bnet is constructed to form a connected layout. Within each Anet, each BCN/RN registers itself with its associated BN, and is included in the latter's registration table as a client. Each client node and its associated BN record the hop length of the shortest path connecting each other. The length of such a path is discovered through the use of BN beacon packets. Each BN periodically transmits beacon packets across its Anet. The packets are relayed by all nodes that are 1 hop away from the BN to their neighboring nodes that are 2 hops away from the BN. Upon receiving beacon packets, an RN that is 2 hops away from the BN selects an RN that is 1-hop away from the BN to be its designated next node along the shortest path to the BN. In this manner, RN records in its routing table the next hop node it uses to reach its BN. Similarly, this process is followed sequentially by other RN members of the Anet. Definition 1 We define a backbone centered route discovery process as a route discovery process that operates as follows. When a source node starts a route discovery process, it floods a route request message within a scope of ns + 1 hops to reach the Bnet. The variable ns is to set to the hop count of the shortest path connecting the source node with its associated BN. If a route request message reaches the destination node before it reaches the Bnet, a route reply message will be immediately issued by the destination. If a route request message reaches the Bnet, the route request message will be flooded solely within the mobile backbone (Bnet). As the route request message is
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flooded within the Bnet, the associated BN of the destination node removes the route request message from the network. It then floods the route request message within a scope of nd + 1 hops to reach the destination. The variable



traffic congestion. The MBNR-FC scheme effectively prevents the overloading of the network, , which contributes small delay jitter under high offered traffic load.



nd represents the hop length of the path leading from the BN to the destination node. Upon receiving the route request message, a route reply message is initiated by the destination node and forwarded back to the source node. 2.2 Flow Control Mechanism A flow control mechanism is incorporated into MBNR-FC. Under the flow control mechanism, each BN monitors its own congestion status by recording its backlogged packet queue size denoted as N q . Each node is configured with a prescribed queue size threshold N t . A BN for which, at a given period of time, N q ≥ N t , is a congested BN. A con-



Figure 2. Aggregate Throughput vs. Offered Traffic Load



gested BN will not forward route request messages. The flow control mechanism also prevents neighbors of a congested BN from relaying route request packets, thus acting to reduce MAC layer induced performance deteriorations. We differentiate admitted flows from newly generated flows. A newly generated flow starts a new route discovery process, disregarding previously discovered routes. A route discovery process is terminated after a specified maximum number of unsuccessful attempts and the new flow is blocked. If the route discovery process is successfully completed, a non-congested route had been identified, so that the new generated flow is admitted into the network.



Figure 3. Average Packet End-to-End Delay Jitter vs. Offered Traffic Load



3. PERFORMANCE OF MBNR-FC UNDER COMPLETE BACKBONE COVERAGE In this section, the performance behavior of the MBNR-FC scheme is briefly presented under the condition that all network nodes are BCNs. In this case, each node is within 1-hop from the Bnet. In Fig. 2, we exhibit the behavior of the network throughput performance. When the offered traffic load is sufficiently high to drive the network into its throughput saturation region, the AODV scheme suffers severe throughput degradation, while the MBNR scheme yields distinctly higher throughput levels by reducing the scope of the route discovery process. The MBNR-FC scheme successfully prevents the throughput level from deteriorating under high offered loading rates by properly regulating the admission of flows. The behavior of the packet end-to-end delay jitter is shown in Fig. 3. When the network is overloaded, the delay jitter under the AODV protocol increases significantly due to the frequent occurrence of route discoveries induced by



4. MBNR-FC WITH DISTANCE AWARENESS 4.1 Distance Aware Routing Mechanism Denote pij as the shortest path between a BN ni and its client n j . Use li j to denote the length of pij . We define the radius Di as Di = max(li j ) , where Ω i denotes the set j∈Ω i



that consists all the client nodes {n j } residing in the Anet managed by BN ni . Definition 2 We define a global route discovery process (also identified as the distance aware global routing scheme, MBNR-FC/DA) for given source node i and destination node j , as a process that attempts to discover a route by using the following two phases: a) Short distance route discovery phase: employs a global flooding scheme, under which route requests packets are forwarded by all type of nodes, and is used for source-destination nodes that
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are at a distance no longer than the specified distance threshold d th . b) Long distance route discovery phase: triggered if no route is discovered during the short distance phase, and proceeds as the backbone centered route discovery process defined in Section 2. When the number of BCNs in the network is not sufficiently high, it may not be possible to form a Bnet to cover the whole network. Consequently certain nodes will access the Bnet by traversing a multi-hop path. Under a pure MBNR-FC routing operation, an RN is not permitted to discover a multi-hop non-backbone route to a destination node that is much further away from its associated BN. When the Bnet is small relative to the network span, the use of routes that are discovered only by the backbone centered route discovery process limits the overall throughput capacity of the network. To utilize the non-backbone network capacity, a portion of the traffic flows should be routed outside the Bnet. Allowing the distance aware global routing scheme can prevent short-distance traffic flows from being routed along longer paths across the Bnet. Furthermore, we node that the backbone centered route discovery process does not in a significant way reduce the routing control overhead incurred in the discovery of shorter routes. Under the MBNRFC/DA scheme, the flow control mechanism described in Section 2 is employed at every node, so that the congestion state of the non-backbone network is also regulated. 4.2 Selection of the Distance Threshold



tance threshold level, we attempt to route as much traffic as possible in the non-backbone network. We continue this process as long as the capacity of the non-backbone network is not occupied beyond a specified non-backbone utilization level. When the traffic loading is low, a larger distance threshold is configured to route more traffic flows across the non-backbone network, which benefits the delay performance experienced by packets that travel shorter routes. When the traffic loading is high, a smaller distance threshold is set. In the later case, more traffic is routed across the backbone network area, with a more restrictive flooding scope used for the flooding of route discovery messages. In the following, we present a mathematical procedure that we have developed for the calculation of the distance threshold based on this approach. We set the following.



R denotes the link data rate provided by the radio module



across the non-backbone network. δ denotes the effective utilization of the channel data rate of non-backbone links incorporating physical, MAC and link layer operational efficiencies. r denotes the effective communication interference radius range around a receiver in the non-backbone network. S n denotes the MAC layer spatial reuse factor in the non-backbone area. An denotes the non-backbone network geographical coverage area. F denotes the overall data traffic loading (i.e., the offered traffic rate). d denotes the average path length, considering the paths allocated to support admitted flows. d m denotes the maximum path length, when all established routes are considered. φ (d ) denotes the fraction of traffic flows that travel along



a path of length (number of hops) equal to d . n(d ) denotes the fraction of established d-hop paths that lie in the non-backbone network layout Gnb . D denotes the average Anet radius.



Assume the distance threshold to be set to d th . The transport capacity consumed in the non-backbone network layout Gnb by traffic flows that travel along paths that are no



Figure 4. Illustration of subgraphs Gb and Gnb



Consider the non-backbone layout represented by a graph Gnb = (Vnbn , Enb ) (Fig. 5.1) where Vnbn denotes the subset of non-backbone nodes that are also not neighbors of backbone nodes and Enb represents the set of non-backbone communications links. A link is selected to be a nonbackbone link if both its end-nodes are members of Vnbn . We introduce an effective procedure for the selection of the distance threshold by invoking the following principle. For flows whose path lengths are no longer than the dis-



longer than the distance d th is F



d th



∑ φ (d )n(d )d . The avd =1



erage distances that a backbone flow traverses within its source Anet and within its destination Anet are each equal to (D−1)/2. Note that the link from a BCN/RN to a BN is not considered a non-backbone segment link. Hence, the average distance that a backbone flow travels within the non-backbone network is D−1. Hence, the transport capacity consumed in the non-backbone network area by traffic flows that travel along paths that are longer than d th is
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F



utilization of the channel MAC resources to be of the order of 0.4-0.5.



dm



∑φ (d )(D − 1) . The available transport capacity in the



d = d th +1



non-backbone network area is δ × R × S n . Thus the distance threshold d th is selected as the maximum value d th that ensures that the transport capacity used to sustain shorter distance flows in the non-backbone region, when added to that used to support longer distance flows, does not exceed the effective transport capacity available for transport across the non-backbone sub-network. Hence: d th



F ∑ φ ( d ) n( d ) d + F d =1



dm



∑ φ (d )(D − 1) < δ × R × S



d = d th +1



n



To obtain an estimate for the distance threshold level, the spatial reuse factor is calculated by considering the network layout. For a network that is used to cover an operational region that is modeled as a rectangular area, we approximate the spatial reuse factor as S n = An /( 4r 2 ) . In the following sections, we demonstrate the performance effectiveness of this distance aware global routing scheme.



•



Source and destination nodes are set to remain stationary for the duration of their flows. Other nodes move in a Random Waypoint manner, at an average speed of 3m/s.



5.1 Performance under Adequate RN Processing Capabilities In this section, we show that the use of the hybrid MBNRFC/DA routing scheme is crucial to fully utilize the MBN network capacity resources when assuming RNs have sufficient resources to act as relay nodes. To study the network performance, 20 UDP traffic flows are deployed simultaneously and continuously over time. For each flow, packets are generated by the source node at random times, in accordance with a Poisson process. Each packet yields a 564 bytes MAC layer frame. The network is loaded at an overall rate that ranges from 450.12 Kbps to 1289.1 Kbps. The distribution of the traffic load is as follows:



5. PERFORMANCE OF MBNR-FC/DA UNDER INSUFFICIENT BACKBONE COVERAGE



•



Of the total flows, 40% of the traffic travels 14 hops, representing flows that traverse long distance.



In this section, the performance behavior of the MBNR-FC scheme is briefly presented under the condition that all network nodes are BCNs. In this case, each node is within 1-hop from the Bnet.



•



The rest of the flows travel along routes that are widely distributed over a distance span ranging from 3 hops to 11 hops, modeling flows that travel along relatively shorter paths.



In this section, we study the performance of the MBNRFC/DA scheme, when the number of BCNs and/or their geographical distribution is limited to that the synthesized Bnet is not able to offer sufficient coverage. To demonstrate the performance attributes of our hybrid routing scheme, we configure the system as follows: •



The system consists of 256 nodes that are uniformly deployed in an area of 2250 m × 2250 m, serving to emulate a large scale ad hoc network. The configurations that are investigated consist of the following layouts: A 2-hop Anet configuration, with the number of BCNs set to 120. A 3-hop Anet configuration, with the number of BCNs set to 80.



•



The node queue size threshold at RNs is set to 564 bytes. In this way, a maximum queue level that is equal to the size of a single UDP packet is prescribed. Packets arrive at an active source, in accordance with a Poisson process. We note that an average wait-size of 1 packet for a node whose queue size behavior is modeled as an M/M/1 queue is obtained when the relative loading of the node is equal to 0.67. Assuming a MAC layer utilization level of 0.67, we estimate the effective



Figure 5. Average Packet End-to-End Delay vs. Aggregate Throughput of MBNR-FC/DA under 2-hop Anet Configuration



In Fig. 5, we demonstrate the delay-throughput performance of the MBNR-FC/DA scheme under the 2-hop Anet configuration. Each curve represents the performance of a system configured under a prescribed distance threshold value. We observe that the MBNR-FC/DA schemes that employ distance threshold values between 7 and 9 hops yield the best delay-throughput performance behavior. The
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performance obtained when the distance threshold level is set to 9 hops demonstrates a significant throughput capacity gain and improved packet end-to-end delay behavior when compared to the performance attained under the pure MBNR-FC scheme (for which the distance threshold is equal to 0 hops). We note that as the distance threshold level is further increased to 11 hops, a relative degradation in the delay-throughput performance behavior is incurred. This is attributed to the higher intensity of route discovery packets that is experienced when longer routes are discovered by using the non-backbone route discovery process.



We set the values of the corresponding traffic parameter F as 694.15Kbps, 902.4 Kbps, and 1203.2 Kbps. We have used the computational procedure described in Section 4 to calculate the corresponding distance thresholds for the 3 loading levels. Under our simulation setup, our computational method suggests that flows that traverse distances ranging from 3 to 11 hops should be routed by using the non-backbone route discovery process, while flows that travel a distance of 14 hops should be routed across the backbone network. These calculations are confirmed by the simulation based performance results shown in Fig. 6.



To validate the analytical procedure presented in Section 4 for determining an effective value for the distance threshold, we set the corresponding values for the overall traffic loading parameter F to be 694.15 Kbps, 902.4 Kbps, and 1203.2 Kbps. We estimate the acceptable utilization levels of the channel data rate δ to be equal to 0.4 and 0.5. Under our simulation setup, our analytical method yields the distance threshold values shown in Table 1.



In Fig. 7, we show the aggregate throughput of flows that travel along paths that are shorter than the distance threshold. The overall traffic loading for the underlying scheme is 1002.7 Kbps. We observe that as the distance threshold is increased, the non-backbone network eventually becomes saturated. The distance threshold level preceding the point at which such a non-backbone network overloading starts to occur identifies the desired threshold value. It well matches our estimated value using the computation scheme noted above.



Table 1: Distance Thresholds as Computed by the Analytical Procedure under the 2-hop Anet Configuration F



δ = 0.4



δ = 0.5



694.15Kbps



dth = 11



dth = 11



902.4Kbps



dth = 9



dth = 10



1203.2Kbps



dth = 8



dth = 9



Figure 7. Aggregate Throughput of Non-Backbone Flows vs. Distance Threshold



5.2 Performance under Limited RN Processing Capabilities Figure 6. Average Packet End-to-End Delay vs. Aggregate Throughput of MBNR-FC/DA under 3-hop Anet Configuration



In Fig. 6, we show the delay-throughput performance of the MBNR-FC/DA scheme under the 3-hop Anet configuration. A selection of a distance threshold that lies between 9 and 11 hops yields the best delay-throughput performance. The non-hybrid scheme (for which the distance threshold is equal to 0 hops) exhibits significantly lower throughput capacity.



Consider the situation under which RNs are assumed to possess limited processing capabilities and limited energy resources. In this case, it is preferable to not use RNs for non-essential relay purposes. Consequently, we configure the MBNR-FC/DA scheme to operate in the same way as that used by the basic MBNR-FC scheme. In Fig. 5-6, we have also shown the delay-throughput performance of flows under the MBNR-FC/ADA scheme when the distance threshold value is set to be zero; i.e., when the global (non backbone centric) route discovery process is not invoked. Such an operation may have to be employed when it is desirable to reduce the fraction of time that RNs are
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used to relay messages, due to their limited processing and energy resources. 5.3 Performance Comparison of MBNR-FC/DA under Different Backbone Coverage Spans



tance threshold level based on system conditions. Our method serves as the basis of distance threshold selection scheme under which each backbone node is able to dynamically calculate desired distance threshold values for its client nodes. ACKNOWLEDGMENT This work was supported by Office of Naval Research (ONR) under Contract No. N00014-01-C-0016, as part of the AINS (Autonomous Intelligent Networked Systems) project, by the National Science Foundation (NSF) under Grant No. ANI-0087148, and by University of California/Conexant MICRO Grant No. 04-100.
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Figure 8. Delay-Throughput Performance Comparison under Different Backbone Coverage Levels



In Fig. 8, we show that the delay-throughput performance under the MBNR-FC/DA scheme does not change in a substantial manner under different levels of backbone coverage. Thus, the hybrid operation utilizes effectively the global network capacity resources. The results confirm the effectiveness of the above distance threshold computation procedure to adapt to the level of coverage achieved by the Bnet layout. To implement a QoS oriented AODV operation and thus improve the delay-throughput performance of a flat ad hoc network system, we incorporate our flow control mechanism into the AODV route discovery process. This new QoS-oriented AODV protocol is identified as AODV-FC. The MBNR-FC/DA scheme yields better delay-throughput performance behavior than that exhibited by the AODV-FC scheme. This is induced by the reduced flooding scope imposed on route discovery messages. 6. CONCLUSIONS We present a hybrid routing protocol and algorithm for Mobile Backbone Network based hierarchical ad hoc wireless networks. The routing protocol employs a distributed flow control mechanism to ensure the admitted flows experience prescribed QoS levels. The hybrid routing protocol consists of both backbone-centered and global route discovery processes. The global route discovery process is invoked to effectively utilize the network capacity resources. Using extensive cross-layer simulations, we show the MBNR-FC/DA scheme offers excellent delaythroughput performance under different levels of backbone coverage and traffic loading compared to other examined protocols. We present an analytical procedure and demonstrate its effectiveness in the calculation of the desired dis-
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