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Abstract The task of outlier detection is to identify data objects that are markedly different from or inconsistent with the normal set of data. Most existing solutions typically build a model using the normal data and identify outliers that do not fit the represented model very well. This paper presents a novel outlier detection approach to address data with imperfect labels and incorporate limited abnormal examples into learning. Our proposed approach works in two steps. In the first step, we generate a pseudo training dataset by computing likelihood values of each example based on its local behavior. In the second step, we incorporate the generated likelihood values and limited abnormal examples into SVDD-based learning framework to build a more accurate classifier for global outlier detection. By integrating local and global outlier detection, our proposed method explicitly handles data with imperfect labels and enhances the performance of outlier detection. Extensive experiments on real life datasets have demonstrated that our proposed approaches can achieve a better tradeoff between detection rate and false alarm rate as compared to state-of-the-art outlier detection approaches. Keywords — Outlier detection, data of uncertainty, clustering.



1. Introduction Outlier detection has attracted increasing attention in machine learning, data mining and and statistics literature. Outliers always refer to the data objects that are markedly different from or inconsistent with the normal existing data. A well-known definition of "outlier" is that "an observation which deviates so much from other observations as to arouse suspicions that it was generated by a different mechanism," which gives the general idea of an outlier and motivates many anomaly detection methods. Practically, outlier detection has been found in wide ranging applications from fraud detection for credit cards, insurance or health care, intrusion detection for cyber-security, fault detection in safety critical systems, to military surveillance. Many outlier detection methods have been proposed to detect outliers from existing normal data. In general, the previous work on outlier detection can be broadly classified into distribution (statistical)-based, clustering-based, density-based and model-based approaches, all of them with long history. In the modelM. Manigandan,
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based approaches, they typically use a predictive model to characterize the normal data and then detect outliers as deviations from the model. In this category, the support vector data description (SVDD) has been demonstrated to be capable of detecting outliers in various application domains. In SVDD, a hypersphere is constructed to enclose most of the normal example with minimum sphere. The learned hypersphere is then utilized as a classifier to separate a test data into normal examples or outliers.Though much progress has been done in support vector data description for outlier detection, most of the existing works on outlier detection always assume that input training data are perfectly labeled for building the outlier detection model or classifier. However, we may collect the data with imperfect labels due to noise or data of uncertainty. For examples, sensor networks typically generate a large amount of data subject to sampling errors or instrument imperfections. Thus, a normal example may behave like an outlier, even though the example itself may not be an outlier. These kind of uncertain data information might introduce labeling imperfections or errors into the training data, which further limits the accuracy of subsequent outlier detection. Therefore, it is necessary to develop outlier detection algorithms to handle imperfectly labeled data. In addition, another important observation is that, negative examples or outliers, although very few, do exist in many applications. For example, in the network intrusion domain, in addition to extensive data about the normal traffic conditions in the network, there also exist a small number of cyber attacks that can be collected to facilitate outlier detection. Although these outliers are not sufficient for constructing a binary classifier, they can be incorporated into the training process to refine the decision boundary around the normal data for outlier detection. In order to handle outlier detection with imperfect labels, we propose a novel approach to outlier detection by generalizing the support vector data description learning framework on imperfectly labeled training dataset. We associate each example in the training dataset not only with a class label but also likelihood values which denotes the degree of membership towards the positive and negative classes. We then incorporate the few labeled negative examples and the generated likelihood values into the learning phase of SVDD to build a more accurate classifier. Compared with the previous work on outlier detection, such as Artificial Immune System (AIS), most of them did not explicitly cope with the problem of both outlier detection with very few labeled negative examples and outlier detection on data with imperfect labels. Our proposed approaches first capture local data information by generating likelihood values for input examples, and then incorporate such information into support vector data description framework to build a more accurate outlier detection classifier.



2. Background and Related Work In the past, many outlier detection methods have been proposed [1]. Typically, these existing approaches can be divided into four categories: distribution based clustering-based, density-based and model-based approaches. Statistical approaches [3] assume that the data follows some standard or predetermined distributions, and this type of approach aims to find the outliers which deviate form such distributions. The methods in this category always assume the normal example follow a certain of data distribution. Nevertheless, we can not always have this kind of priori data distribution knowledge in practice, especially for high dimensional real data sets. For clustering-based approaches [4], they always conduct clustering-based techniques on the samples of data to characterize the local data behavior. In general, the subclusters contain significantly less data points than other clusters, are considered as outliers. For example, clustering techniques has been used to find anomaly in the intrusion detection domain. The clustering techniques iterative detect outliers to multi-dimensional data analysis in subspace. Since clustering based approaches are unsupervised without requiring any labeled training data, the performance of unsupervised outlier detection is limited. In addition, density-based approaches [5] has been proposed. One of the representatives of this type of approaches are local outlier factor (LOF) and variants. Based on the local density of each data instance, the LOF determines the degree of outlierness, which provides suspicious ranking scores for all samples. The most important property of the LOF is the ability to estimate local data structure via density estimation. The M. Manigandan,
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advantage of these approaches is that they do not need to make any assumption for the generative distribution of the data. However, these approaches incur a high computational complexity in the testing phase, since they have to calculate the distance between each test instance and all the other instances to compute nearest neighbors. Besides the above work, model-based outlier detection approaches have been proposed [2]. Among them, support vector data description (SVDD) has been demonstrated empirically to be capable of detecting outliers in various domains. SVDD conducts a small sphere around the normal data and utilizes the constructed sphere to detect an unknown sample as normal or outlier. The most attractive feature of SVDD is that it can transform the original data into a feature space via kernel function and effectively detect global outliers for high-dimensional data. However, its performance is sensitive to the noise involved in the input data. Depending on the availability of a training dataset, outlier detection techniques described above operate in two different modes: supervised and unsupervised modes. Among the four types of outlier detection approaches, distribution-based approaches and model-based approaches fall into the category of supervised outlier detection, which assumes the availability of a training dataset that has labeled instances for normal class (as well as anomaly class sometimes). In addition, several techniques [6] have been proposed that inject artificial anomalies into a normal dataset to obtain a labeled training data set. In addition, the work of Tax [7] presents a new method to detect outliers by utilizing the instability of the output of a classifier built on bootstrapped training data. Despite much progress on outlier detection, most of the previous work did not explicitly cope with the problem of outlier detection with very few labeled negative examples and data with imperfect label as well. Our proposed approaches capture local data information by generating the likelihood values of each input example towards the positive and negative classes respectively. Such information is then incorporated into the generalized support vector data description framework to enhance a global classifier for outlier detection. The work in the paper has difference from our previous work about outlier detection [8]. First, the work called uncertain-SVDD (U-SVDD) here, addresses the outlier detection only using normal data without taking the outlier/negative examples into account. Second, U-SVDD only calculates the degree of membership of an example towards the normal example and takes single membership into learning phase. However, the work in this paper addresses the problem of outlier detection with a the few labeled negative examples, and takes data with imperfect labels into account. Based on the problem, we put forward single likelihood model and bi-likelihood model to assign likelihood values to each examples based on their local behaviors. For single likelihood model, examples including positive and negative classes are assigned likelihood values denoting the degree of membership towards their own class labels. For bi-likelihood model, each example is not only with a class label but also bi-likelihood values which denote the degree of membership towards the positive and negative classes respectively.



3. Proposed System In this section, we provide a detailed description about our proposed approaches to outlier detection. Given a set of training data S which consists of l normal examples and a small amount of n outlier (or abnormal) examples, the objective is to build a classifier using both normal and abnormal training data and the classifier is there- after applied to classify unseen test data. However, subject to sampling errors or device imperfections, an normal example may behave like an outlier, even though the example itself may not be an outlier. Such error factors might result in an imperfectly labeled training data, which makes the subsequent outlier detection become grossly inaccurate. To deal with this problem, we put forward two likelihood models as follows. In Single likelihood model, we associate each input data with a likelihood value (xi, m(xi)), which indicates degree of membership of an example towards its own class label. In the Bi-likelihood model, each sample is associate with bi-likelihood values, denoted as (xi,mt(xi), mn(xi)), in which mt(xi) and mn(xi) indicate the degree of an input data xi belonging to the positive class and negative class respectively. The main difference of two models is that, single likelihood model only considers the degree of membership towards its own class label; while bi-likelihood model includes the degree of membership towards its own class and the opposite class. Such M. Manigandan,
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likelihood values information is thereafter incorporated into the construction of a global classifier for outlier detection. Above, for the two likelihood models, we put forward kernel k-means clustering-based and kernel LOF-based method to generate likelihood values. We then develop soft-SVDD and bi-soft-SVDD for the single likelihood model and bi-likelihood model respectively. Both developed methods include normal and abnormal data in the learning. However, soft-SVDD only incorporates single likelihood value of an example towards its own class label in the learning; while bi-soft-SVDD takes bi-likelihood values of an examples towards the positive and negative class labels in the training. The basic idea of our methods are to enclose normal examples inside the sphere and exclude the abnormal examples outside of the sphere and consider the likelihood values in the learning. Below, we present two developed approaches.



3.1 Constructing Soft-SVDD Classifiers For the single likelihood model, we put positive examples into set Sp, in which examples only have mt(xi), and put negative examples into set Sn, where examples are only associated with mn(xj). Since the membership functions mt(xi) and mn(xj) indicate the degree of the membership of data example xi toward normal class and negative class, the solution to soft-SVDD can be achieved by solving the following optimization problem: min F = R2 + C1 ∑ mt (xi) ξi + C2 mn (xj) ξj



(1)



Above, Parameters C1 and C2 control the tradeoff between the sphere volume and the errors. Parameters ξi are ξj are defined as a measure of error, as in SVDD. The terms mt(xi) ξi and mn(xj) ξj can be therefore considered as a measure of error with different weighing factors. Note that a smaller value of mt(xi) could reduce the effect of the parameter ξi in Equation (1), such that the corresponding data example xi becomes less significant in the training. By applying Karush-Kuhn-Tucker conditions, we then obtain the radius R of the decision hyperplane. Assume xu is one of the patterns lying on the surface of sphere, R can be calculated as follows: R2 = ||xu – o||2



(2)



To classify a test point x, we just calculate its distance to the centroid of the hypersphere. If this distance is less than or equal to R, i.e. ||x – o||2 ≤ R2



(3)



x is accepted as the normal data. Otherwise, it is detected as an outlier.



3.2 Constructing Bi-Soft-SVDD Classifiers For the bi-likelihood model, we derive the bi-soft-SVDD as follows. First of all, based on the generated likelihood values, we split the datasets into three parts Sp, Sb and Sn for the sake of derivation. For the samples in Sp, the likelihood value towards the positive class equals to 1, that is mt(xi) = 1 and mn(xi) = 0, which means the sample xi completely belongs to the positive class. For the samples in Sb; it has non-zero likelihood values towards the positive and negative classes at the same time, that is mt(xh) = 0 and mn(xh) = 0. For the samples in Sn, they completely belong to the negative class, that is mn(xj) = 1 and mt(xj) = 0. Since the likelihood values mt(xi) and mn(xi) indicate the degree of membership of data example xi towards the positive and negative class respectively, the solution to bi- soft-SVDD can be extended from problem (1) by solving the following optimization problem. min F = R2 + C1 ( ∑ ξi + ∑ mt (xh) ξh ) + C2 ( ∑ ξj + ∑ mn (xk) ξk )



(4)



Above, parameters C1, C2 control the tradeoff between the sphere volume and the errors, which is the same function as C in optimization (1). Parameters ξi, ξj, ξh and ξk are defined as measure of error, the same as ξi in (1). The terms mt(xh)ξh and mn(xk)ξk can be therefore considered as measure of error with different M. Manigandan,
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weighing factors. After obtaining the centroid and radius of the hyper-sphere, we have the decision boundary of classifier. To classify a test sample x, we calculate its distance to the centroid of the hypersphere. If the distance is less than or equals to R as in (3) , x is accepted as the normal data. Otherwise, it is classified as an outlier.



4. Experimental Evaluation 4.1 Experimental Setup and Datasets In this section, we conduct extensive experiments to investigate the performance of our proposed approach on real life datasets. For all reported results, the test platform is a Dual 2.4GHz Intel Core2 T9600 laptop with 4GB RAM. In our experiments, we used 10 real life datasets that have been used earlier by other researchers for outlier detection. These datasets include thyroid and Diabetes which are available from UCI datasets [9] and [10]. To perform outlier detection with very few abnormal data, we randomly selected 50% of positive data and a small number of abnormal data for training, such that 95 percent of the training data belong to the positive class and only 5 percent belong to the negative class. All the remaining data are used for testing.



4.2 Performance Comparison We first perform experiments to compare the classification accuracy of the four algorithms. For each dataset, we generate the training data by randomly selecting positive examples and negative examples at the ratio of 95% to 5%, and apply the supervised outlier detection algorithms to the training data and evaluate the performance on the remaining test data. To avoid sampling bias, we repeat the above process for 10 times, and report the average values for the 2 datasets. We then have four variants of our proposed approaches, which are called k-means clustering-based soft-SVDD (CS-SVDD), LOF-based soft-SVDD (LS-SVDD), k-means clustering-based bi-soft-SVDD (CBS-SVDD) and LOF-based bi-soft-SVDD (LBSSVDD) respectively. For comparison, another five state-of-the-art outlier detection algorithms are used as baselines. As we can see from the figure, our proposed methods, i.e., CS-SVDD, LS-SVDD, CBS-SVDD and LBS-SVDD can consistently outperform the other four baselines on all the two datasets. It is worth noting that LBS-SVDD and LS-SVDD can yield better accuracy than CBS-SVDD and CS-SVDD respectively on most of the datasets. As a result, the performance of bi-soft-SVDD and soft-SVDD can be better enhanced. In addition, we discover that LS-SVDD performs better than CBS-SVDD.



5. Conclusion In this paper, we propose new model-based approaches to outlier detection by introducing likelihood values to each input data into the SVDD training phase. Our proposed method first captures the local uncertainty by computing likelihood values for each example based on its local data behavior in the feature space, and then builds global classifiers for outlier detection by incorporating the negative examples and the likelihood values in the SVDD-based learning framework. We have proposed four variants of approaches to address the problem of data with imperfect label in outlier detection. Extensive experiments on two real life data sets have shown that our proposed approaches can achieve a better tradeoff between detection rate and false alarm rate for outlier detection in comparison to state-of-the-art outlier detection approaches.
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