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Model Construction in Planning Mark A. Peot ([email protected])



John S. Breese ([email protected])



Rockwell International Science Center Palo Alto Lab Palo Alto, CA We view planning as a search through a space of plan models. A plan model consists of a partial description of a course of action (a plan) and a set of decision models that support analysis of the plan. In this framework, model building is focussed on the development of techniques to support the incremental evaluation and construction of plans. There are special problems associated with planning that make model construction in this context much more difficult than it might be for other applications. Since many alternative structures must be generated and evaluated while planning, exhaustive search techniques for model construction are inappropriate. We seek to develop techniques for building sparse decision structures (models) that contain enough information to allow us to make search choices without swamping the evaluator with a lot of inessential trivia. Our research has been focussed on: • The design of probabilistic models for the representation of sequences of actions in time. • Developing operators and search strategies for incrementally building and modifying plans • Developing operators and search strategies for incrementally building and modifying models of plan behavior • Developing models for the cost and utility of the planning process itself. Plans A plan is a partial description of a course of action. This course of action is a partially ordered sequence of actions, conditional or otherwise. In classical planning, the assumption is made that this plan will be executed by some agent, although this does not have to be the case. A plan can create value for an agent through the insight that it generates. Planning Search There are two obvious strategies for the development of optimal plans using decision theory. The first is to use a simple forward inference procedure to exhaustively enumerate and evaluate every possible action sequence (fig. 1) and grade these using a utility function. We do this by examining every possible move for the first action, explore all of the consequences of that action and continue building our influence diagram forward to an arbitrary depth in time. Once we have elected to stop planning, we can hook this model into our utility function and, in principle, use rollback techniques to evaluate the optimal N time-step course of action. For all but the simplest domains, this technique has obvious deficiencies.
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Figure 1. An represents the alternative courses of action that may be executed at time n. Sn represents the state of the world before execution. Dynamic programming has also been proposed as a technique for the solving the stochastic planning problem by Einav [Einav 91] and many others. Dynamic programming holds limited appeal for us, however. While the algorithm is very effective at solving problems with special structure, it can be intractable for general problem solving. In particular, dynamic programming is intractable when a large number of parameters must be used to characterize the optimal subproblems that the algorithm caches at each stage of its operation. Good dynamic programming problems can be decomposed into subproblems that are characterized by a single or a very small number of essential parameters. Many NP-complete problems, such as the travelling salesman problem, cannot be solved efficiently using dynamic programming because either it is impossible to combine the solutions of subproblems or because of the exponential number of subproblems that must be explored while developing a solution [Sedgewick 90, Bradley 77]. Dynamic programming might be a good trick to use, though, if we can develop a planner that can identify parts of a planning problem that dynamic programming can solve.1 The approach we are advocating for plan construction and evaluation is non-exhaustive. We do not believe that it is possible to exhaustively search the space of all plan alternatives when a domain is sufficiently complex. Similarly, we believe that it is not rational to use any approach that is based on the full evaluation of the expected utility of each plan alternative. The objective of decision analysis is to generate clarity of action. If a simple dominance prover can be used to confidently make the choice between two alternatives, then there is no purpose in conducting a full utility evaluation. The objective of our approach is to choose between alternatives using exactly the right amount of decision analysis. Since sparse decision models are approximations to a more complete analysis, we run the risk of adopting a plan that might have been ruled out with increased computational effort. Addressing this tradeoff between computation and robustness is a central challenge in control of model building in planning. Recognize that there are alternative decision models for making different subsets of the same set of decisions. A decision analyst never considers the full spectrum of a decision maker's concerns in a single decision analysis.2 Although the decision maker may have a large number of decisions pending, a single decision model will confine its attention to only a small number of decisions and uncertainties. These models have the advantage of being 1 As an aside, we believe that it may be possible to modify dynamic programming so that it



can be applied to a wider range of problems by modifying the algorithm's search strategy. Instead of building the cache in a breadth-first manner, it should be possible to expand the cache selectively along trajectories which are likely to part of the optimal solution. A* is used to expand the fringe of the cache table. 2 Of course, this may be because it is easier to win a lot of little consulting contracts rather than one monolithic one...



simple, easy to explain, and cheap to evaluate. One objective of our model construction algorithm is to develop a variety of decision models, each considering a different (possibly
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Figure 2. Rather than developing a single large decision model, it may be rational to develop a selection of small ones that each consider a smaller number of decisions and uncertainties. overlapping) set of decisions and uncertainties (Fig. 2). While we sacrifice the optimality of the final generated plan, we probably are behaving in a much more rational (Type-2 rationality, including the costs of reasoning) manner. In this light, we are exploring an approach for incrementally elaborating a space of plan models. A plan model is a plan with a set of decision models that allow for the evaluation of some relatively small set of alternative plans. The objective of the planning engine is to balance the amount of effort spent on developing the plans with the amount of effort that is spent on developing an analysis of the consequences of those plans. If too little effort is spent on the planning process, good plan alternatives are less likely to be identified. If too little effort is spent on the evaluation process, we are likely to generate and possibly select a plan that is inferior to another alternative. The planning engine must try to balance the marginal gain in utility per unit effort on both the plan creation and evaluation processes. Plan Model Elaboration A central issue is the control of the construction process. Our current approach involves interleaving intent-based structuring of the plan model with importance-based evaluation of consequences. Intent-based inference focuses the problem solver on achieving specific objectives. Importance-based forward inference attempts to identify consistency problems and consequences of actions that have implications for the overall expected utility of the plan. For example, the intent-based inference process might examine the utility model to determine a set of attributes or objectives that tend to increase the plan's utility. Once an objective or objectives has been established, the planner reasons backward establishing new objectives, identifying uncertainties that condition future actions, and establishing links between future events and the events (including decisions) they are dependent on. This process generates a model schema where the number of alternative actions considered at each time step is severely limited (compared to the exhaustive search method). Forward inference selectively expands the consequences of actions in order to attempt to identify the important effects of an action. For example, assume that the intent-based reasoner has focussed on planning for a party. It might post a goal to visit the market to buy supplies. The forward inference procedure may discover that this part of the plan might be invalid



because the market could be closed. The forward inference procedure would then reinvoke the intent-based reasoner in order to establish a plan for this contingency. One of the major challenges when developing such a planner is to derive techniques for controlling the forward inference procedure. Obviously, the planner cannot reason about all of the consequences of an action nor can it describe contingency actions for every uncertain event. Since the planner cannot explore every consequence of a plan or situation, it should be able to focus its resources on the most important plans and on the consequences of these important plans that are the most probable and, hopefully, the most critical. There are many questions to answer. For example, should the planner reason in detail about the consequences of its actions? Should it do so all the time? There is an entire spectrum of possibilities. One might only evaluate the full consequences of a small number of plans. One of the keys to the speed of SIPE [Wilkins 88] is that it performs a complete evaluation of the feasibility of a plan very rarely and only for plans that pass a much simpler feasibility criterion3 . Another approach might be to check some of the consequences of a plan so that it might be fixed later. Most plans (or at least subplans) are used again and again. Information about important consequences can be gathered when the plan is executed. This information can be cached with the plan to guide later search. Finally, DT techniques can be used to bound the planning horizon by only searching points in the space of future alternatives that are sufficiently likely [Hanks 90] or by searching until it can prove that the reduction in the risk from further examination of consequences isn't worth the effort. Models of the consequences of actions are predictive in nature. Unless we are attempting to debug a plan failure, we never have observations concerning the future states of the world. Forward simulation techniques such as Logic Sampling [Henrion 90] or Likelihood Weighting [Shachter + Peot 90, 91][Fung + Chang, 90] offer many advantages for inference on this type of model. Forward simulation is a method for computing probabilities of the variables in a belief network using Monte Carlo integration. These algorithms generate random scenarios by instantiating the variables in a belief network in graph order. An estimate of any statistic can be obtained by using a weighted average of the value of the statistic for each scenario that is generated. Unlike other exact or inexact techniques for inference, forward simulation algorithms are completely insensitive to the degree of connectivity or determinacy (probabilities near zero or one) in the network. Furthermore, simulation algorithms can be used on problems with continuous variables and asymmetric structure. Best of all, the time it takes to evaluate a model using simulation increases only linearly with the number of nodes in the model. Forward simulation can also be used to control the forward inference process. Since forward simulation algorithms generate scenarios in graph order, there is no need to completely specify all of the 'legs' of the asymmetric portions of the model until the simulation algorithm requires them. For example, imagine that we are developing a plan that requires the agent to climb a flight of steps. There is a very small probability of failure associated with this action. A simulation algorithm would not need to need to have a model for the consequences of failure in this situation until a scenario is generated that requires that model. In this way, simulation naturally drives the model construction procedure toward the portions of the space of future possibilities that are the most likely. Development of Sparse Decision Models



3 SIPE postpones ordering actions or testing for clobberers until it has derived a plan with



no open conditions.



Planning involves a series of choices. The planner has to choose objectives, select actions to achieve objectives, decide when to introduce conditional actions, decide when to stop planning, etc. Because the planner is making so many choices, we would like to make these choices using the appropriate amount of decision making machinery. Instead of always using exact solution methods on complete models, we would like to use a spectrum of techniques ranging from the exact to the approximate in order to rank decision alternatives. One of the approaches we are considering is to develop a nondeterministic procedure for model construction that is similar to the procedures used for developing nonlinear plans [Chapman 87, McAllester and Rosenblitt, 91] . In particular, we believe that it is possible to express the consistency and completeness criterion for temporal models in terms of a nondeterministic testing procedure similar to the Chapman's Modal Truth Criterion. If such a testing procedure can be developed, then it should be possible to develop a model construction algorithm that incrementally builds consistent, possibly asymmetric, temporal models using a set of model construction operators. We have made some strides in drawing out parallels between nonlinear planning and model construction operations. In particular, we have been using the concept of unsafe links [Soderland and Weld, 91, McAllester, 91] for detecting possible dependencies between unsynchronized event streams. The same operations that are used to 'repair' nonlinear plans are applicable in restoring the consistency of a temporal model. We have been using promotion, demotion, and separation to produce consistent asymmetric influence diagrams from inconsistent ones. Other Model Construction Issues Implicit vs. explicit decision making. A traditional search algorithm makes decisions about action ordering and action selection implicitly. Plans that include bad selections tend to slide further and further into a queue of plans until no plan that contains the bad selection is ever considered again. A decision theorist might represent the choice between alternative selections explicitly and then attempt to evaluate their utilities or prove dominance of one over all others. Which approach is better? How can we combine the decision making flexibility of a queue-based search algorithm with the explicit representation of choice? [Hansson and Mayer 89] Consistency in decision making. Should every plan be evaluated in the context of the same uncertainty model? If so, how can this be represented? If not, how can consistency be guaranteed between plan models? One plan model might acquire a "higher" utility over another only because the latter considers an unfortunate event that has not been considered in the former. Asymmetry. Asymmetric decision models are needed in order to represent the effects of plans. For example, decisions that affect decision ordering are very difficult to encode in influence diagrams. There are no algorithms of which we are aware for the automated construction of asymmetric models. Incomplete Models: Can decisions be made with an incompletely specified influence diagram? In particular, can we bound the effect of approximating or omitting a node's conditioners or descendents on our decision making? Can we estimate the risk associated with decision making on an incomplete influence diagram? Explicit Meta-level Control: The approach discussed in this note is motivated by the desire to incorporate notions of utility and uncertainty into a planner in a reasonably



efficient manner. We have not as yet considered mechanisms for explicit meta-level control of the construction process. Information regarding the computational costs and informational benefits of various model building operators would be needed for such a mechanism. Representation of Action under Uncertainty: Planners based on a STRIPS-like formalism characterize actions in terms of preconditions and post-conditions (adds and deletes). The interpretation of these operators are that the post-conditions are guaranteed to be true if the action is executed in a world where preconditions are true. Describing the effects of action under uncertainty is much more demanding and requires specification of such things as 1) the likelihood of postconditions holding when preconditions hold, 2) the effect of actions if preconditions do not hold, 3) information available to the agent during execution, 4) "frame" axioms under uncertainty. Such action descriptions will form the core of a planning model construction knowledge base. See [Wellman90] for additional discussion. References Bradley, Stephen P., Arnoldo C. Hax, and Thomas L. Magnanti. Applied Mathematical Programming, Addison-Wesley, Reading, MA 1977. Einav, David and Michael Fehling. Potential Hierarchical Decomposition, In Proceedings of the Seventh Conference on Uncertainty in Artificial Intelligence, Anaheim, CA 1991. Fung, R. and K. C. Chang. Weighing and integrating evidence for stochastic simulation in bayesian networks, In: Uncertainty in Artificial Intelligence 5, North-Holland, Amsterdam, 1990. Hanks, Steve. Practical Temporal Projection, In Proceedings Eighth National Conference on Artificial Intelligence, Boston, MA, 1990. Hansson, Othar and Andrew Mayer. Probabilistic Heuristic Estimates, In Proceedings of the Second Workshop on AI & Statistics, Fort Lauderdale, 1989. Henrion, M. Propagating uncertainty in bayesian networks by probabilistic logic sampling, In: Uncertainty in Artificial Intelligence 2, North-Holland, Amsterdam, 1988. McAllester, David and David Rosenblitt. Systematic Nonlinear Planning, In Proceedings Ninth National Conference on Artificial Intelligence, Anaheim, CA 1991. Sedgewick, Robert. Algorithms, Addison-Wesley, Reading, MA, 1984. Shachter, R. and M. Peot. Simulation approaches to general probabilistic inference on belief networks, In: Uncertainty in Artificial Intelligence 5, North-Holland, 1990. Shachter, R. and M. Peot. Evidential reasoning using likelihood weighting, submitted to Artificial Intelligence, 1991. Wellman, Michael P. The STRIPS Assumption for Planning Under Uncertainty, In Proceedings Eighth National Conference on Artificial Intelligence, Boston, MA, 1990. Wilkins, David E. Practical Planning, Morgan Kaufmann, San Mateo, CA, 1988.



























[image: The Planning Solution in a Textbook Model of ... - Semantic Scholar]
The Planning Solution in a Textbook Model of ... - Semantic Scholar












[image: Model Interoperability in Building Information ... - Semantic Scholar]
Model Interoperability in Building Information ... - Semantic Scholar












[image: Formal Compiler Construction in a Logical ... - Semantic Scholar]
Formal Compiler Construction in a Logical ... - Semantic Scholar












[image: Formal Compiler Construction in a Logical ... - Semantic Scholar]
Formal Compiler Construction in a Logical ... - Semantic Scholar












[image: Model Combination for Machine Translation - Semantic Scholar]
Model Combination for Machine Translation - Semantic Scholar












[image: A demographic model for Palaeolithic ... - Semantic Scholar]
A demographic model for Palaeolithic ... - Semantic Scholar












[image: Model-based Detection of Routing Events in ... - Semantic Scholar]
Model-based Detection of Routing Events in ... - Semantic Scholar












[image: ACTIVE MODEL SELECTION FOR GRAPH ... - Semantic Scholar]
ACTIVE MODEL SELECTION FOR GRAPH ... - Semantic Scholar












[image: Model of dissipative dielectric elastomers - Semantic Scholar]
Model of dissipative dielectric elastomers - Semantic Scholar












[image: Graph Theory Techniques in Model-Based Testing - Semantic Scholar]
Graph Theory Techniques in Model-Based Testing - Semantic Scholar












[image: evolutionary games in wright's island model: kin ... - Semantic Scholar]
evolutionary games in wright's island model: kin ... - Semantic Scholar












[image: No-Bubble Condition: Model-Free Tests in ... - Semantic Scholar]
No-Bubble Condition: Model-Free Tests in ... - Semantic Scholar












[image: Postponing Threats in Partial-Order Planning - Semantic Scholar]
Postponing Threats in Partial-Order Planning - Semantic Scholar












[image: Postponing Threats in Partial-Order Planning - Semantic Scholar]
Postponing Threats in Partial-Order Planning - Semantic Scholar












[image: Postponing Threats in Partial-Order Planning - Semantic Scholar]
Postponing Threats in Partial-Order Planning - Semantic Scholar












[image: No-Bubble Condition: Model-Free Tests in ... - Semantic Scholar]
No-Bubble Condition: Model-Free Tests in ... - Semantic Scholar












[image: in chickpea - Semantic Scholar]
in chickpea - Semantic Scholar












[image: in chickpea - Semantic Scholar]
in chickpea - Semantic Scholar












[image: Networks in Finance - Semantic Scholar]
Networks in Finance - Semantic Scholar












[image: Discretion in Hiring - Semantic Scholar]
Discretion in Hiring - Semantic Scholar












[image: Construction By Configuration: a new challenge for ... - Semantic Scholar]
Construction By Configuration: a new challenge for ... - Semantic Scholar












[image: Distinctiveness in chromosomal behaviour in ... - Semantic Scholar]
Distinctiveness in chromosomal behaviour in ... - Semantic Scholar












[image: Distinctiveness in chromosomal behaviour in ... - Semantic Scholar]
Distinctiveness in chromosomal behaviour in ... - Semantic Scholar












[image: Allocation Of Indivisible Goods: A General Model ... - Semantic Scholar]
Allocation Of Indivisible Goods: A General Model ... - Semantic Scholar















Model Construction in Planning - Semantic Scholar






For all but the simplest domains, this technique has obvious deficiencies. ... programming might be a good trick to use, though, if we can develop a planner that can identify parts of a ... It might post a goal to visit the market to buy supplies. 






 Download PDF 



















 30KB Sizes
 1 Downloads
 337 Views








 Report























Recommend Documents







[image: alt]





The Planning Solution in a Textbook Model of ... - Semantic Scholar 

Feb 23, 2004 - This note uses recursive methods to provide a simple characterization of the planner's solution of the continuous time and discrete time version of the simplest Pissarides (2000) model. I show that the solutions are virtually identical














[image: alt]





Model Interoperability in Building Information ... - Semantic Scholar 

Abstract The exchange of design models in the de- sign and construction .... that schema, a mapping (StepXML [9]) for XML file representation of .... databases of emissions data. .... what constitutes good modelling practice. The success.














[image: alt]





Formal Compiler Construction in a Logical ... - Semantic Scholar 

literate programming), and the complete source code is available online ..... class of atoms into two parts: those that may raise an exception, and those that do not, and ...... PLAN Notices, pages 199â€“208, Atlanta, Georgia, June 1988. ACM.














[image: alt]





Formal Compiler Construction in a Logical ... - Semantic Scholar 

Research Initiative (MURI) program administered by the Office of Naval Research. (ONR) under ... address the problem of compiler verification in this paper; our main ...... Science Technical Report 32, AT&T Bell Laboratories, July 1975. Lee89 ...














[image: alt]





Model Combination for Machine Translation - Semantic Scholar 

ing component models, enabling us to com- bine systems with heterogenous structure. Un- like most system combination techniques, we reuse the search space ...














[image: alt]





A demographic model for Palaeolithic ... - Semantic Scholar 

Dec 25, 2008 - A tradition may be defined as a particular behaviour (e.g., tool ...... Stamer, C., Prugnolle, F., van der Merwe, S.W., Yamaoka, Y., Graham, D.Y., ...














[image: alt]





Model-based Detection of Routing Events in ... - Semantic Scholar 

Jun 11, 2004 - To deal with alternative routing, creation of items, flow bifurcations and convergences are allowed. Given the set of ... the tracking of nuclear material and radioactive sources. Assuring item ... factor in achieving public acceptance














[image: alt]





ACTIVE MODEL SELECTION FOR GRAPH ... - Semantic Scholar 

Experimental results on four real-world datasets are provided to demonstrate the ... data mining, one often faces a lack of sufficient labeled data, since labeling often requires ..... This work is supported by the project (60675009) of the National.














[image: alt]





Model of dissipative dielectric elastomers - Semantic Scholar 

Feb 3, 2012 - View online: http://dx.doi.org/10.1063/1.3680878. View Table of Contents: ... As a result of their fast response time and high energy density, dielectric ... transducer is an electromechanical system with two degrees of freedom.














[image: alt]





Graph Theory Techniques in Model-Based Testing - Semantic Scholar 

Traditional software testing consists of the tester studying the software system .... In the case of a digraph, an Euler tour must also take account of the direction.














[image: alt]





evolutionary games in wright's island model: kin ... - Semantic Scholar 

of social evolution in terms of relatedness and inclusive fitness to obtain a general and .... Each adult plays the matrix-form game described by. (1) with its (N âˆ’ 1) ...














[image: alt]





No-Bubble Condition: Model-Free Tests in ... - Semantic Scholar 

Business, and the Fama-Miller Center and the Initiative on Global Markets at the University of. Chicago Booth School ..... ing which the tenant can exclude all other people from the property, including ...... listing and sale, measured in days, for t














[image: alt]





Postponing Threats in Partial-Order Planning - Semantic Scholar 

Oct 11, 1994 - Department of Engineering Economic Systems ... Palo Alto, California 94301 ..... International Conference on AI Planning Systems, College.














[image: alt]





Postponing Threats in Partial-Order Planning - Semantic Scholar 

Oct 11, 1994 - Definition 1: The Start operator for a problem is defined as the operator having no ... Figure 1: Operator graph for simple machine shop problem.














[image: alt]





Postponing Threats in Partial-Order Planning - Semantic Scholar 

Oct 11, 1994 - Stanford, California 94305 ... 444 High St. Palo Alto, California 94301 ..... 05-01, Dept. of Computer Science, University of Washing- ton. Collins, G., and Pryor, ... International Conference on AI Planning Systems, College.














[image: alt]





No-Bubble Condition: Model-Free Tests in ... - Semantic Scholar 

erhead Center for International Affairs, the NYU Stern Center for the Global Economy and. Business, and the ... strating that classic rational bubbles can occur in economies with combinations of overlapping generations ..... tration in the north of E














[image: alt]





in chickpea - Semantic Scholar 

Email :[email protected] exploitation of ... 1990) are simple and fast and have been employed widely for ... template DNA (10 ng/ l). Touchdown PCR.














[image: alt]





in chickpea - Semantic Scholar 

(USDA-ARS ,Washington state university,. Pullman ... products from Ã—California,USA,Sequi-GenGT) .... Table 1. List of polymorphic microsatellite markers. S.No.














[image: alt]





Networks in Finance - Semantic Scholar 

Mar 10, 2008 - two questions arise: how resilient financial networks are to ... which the various patterns of connections can be described and analyzed in a meaningful ... literature in finance that uses network theory and suggests a number of areas 














[image: alt]





Discretion in Hiring - Semantic Scholar 

In its marketing materials, our data firm emphasizes the ability of its job test to reduce ...... of Intermediaries in Online Hiring, mimeo London School of Economics.














[image: alt]





Construction By Configuration: a new challenge for ... - Semantic Scholar 

A system for supporting the development of a vegetation atlas. â€¢ A system for tracking samples used in destructive testing. â€¢ A system to manage information for a ...














[image: alt]





Distinctiveness in chromosomal behaviour in ... - Semantic Scholar 

Marathwada Agricultural University,. Parbhani ... Uni, bi and multivalent were 33.33%, 54.21 % and. 2.23 % respectively. Average ... Stain tech, 44 (3) : 117-122.














[image: alt]





Distinctiveness in chromosomal behaviour in ... - Semantic Scholar 

Cytological studies in interspecific hybrid derivatives of cotton viz., IS-244/4/1 and IS-181/7/1 obtained in BC1F8 generation of trispecies cross ... Chromosome association of 5.19 I + 8.33 II +1.14III + 1.09IV and 6.0 I+ 7.7 II +0.7III + 1.25IV was














[image: alt]





Allocation Of Indivisible Goods: A General Model ... - Semantic Scholar 

I.2.4 [Computing Methodologies]: Artificial Intelligenceâ€” ... INTRODUCTION. Allocation of ... neglected, and in artificial intelligence, where research has focused ...


























×
Report Model Construction in Planning - Semantic Scholar





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















