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Model Representation of Local Air Quality Characteristics STEPHEN F. MUELLER Tennessee Valley Authority, Muscle Shoals, Alabama (Manuscript received 2 April 2008, in final form 3 October 2008) ABSTRACT Daily (24 h) and hourly air quality data at several sites are used to examine the performance of the fifthgeneration Pennsylvania State University–NCAR Mesoscale Model (MM5)–Community Multiscale Air Quality Model (CMAQ) system over a 3-month period in 2003. A coarse (36 km) model grid was expected to provide relatively poor performance for ozone and comparatively better performance for fine particles, especially the more regional sulfate and carbonaceous aerosols. However, results were different from this expectation. Modeling showed significant skill for ozone at several locations but very little skill for particulate species. Modeling did poorly identifying surface wind directions associated with the highest and lowest pollutant exposures at most sites, although results varied widely by location. Model skill appeared to be better for ozone when spatial–temporal (S–T) patterns were examined, due in part to the ability of the model to reproduce much of the temporal variance associated with the diurnal photochemical cycle. At some sites the modeling even performed well in replicating the directional variability of hourly ozone despite relatively low spatial resolution. MM5–CMAQ spatial (directional) representation of 24-h-average particulate data was not good in most cases, but model skill improved somewhat when hourly data were examined. Modeling exhibited skill for sulfate at only one of nine sites using 24-h data averaged by daily resultant wind direction, at two of six sites when hourly data were averaged by direction, and at four of six sites when the combined spatial and temporal variance of sulfate was examined. Results were generally poorer for total carbon aerosol mass and total mass of particulate matter with diameter of less than 2.5 mm (PM2.5). The primary result of this study is that an S–T analysis of pollutant patterns reveals model performance insights that cannot be realized by only examining model error statistics as is typically done for regulatory applications. Use of this S–T analysis technique is recommended for better understanding model performance during longer simulation periods, especially when using grids of finer spatial resolution for applications supporting local air quality management studies. Of course, using this approach will require measuring semicontinuous fine particle data at more sites and for longer periods.



1. Introduction Air quality models are used extensively for environmental planning and determining compliance with air quality regulations. Model performance is typically evaluated against observations. As described by regulatory guidance issued by the U.S. Environmental Protection Agency (EPA), various error metrics are considered valuable for determining the ability of a model to capture accurately the important links between emissions and levels of air pollutants (U.S. EPA 2007). All of these errors are computed by comparing simulated and observed pollutant values. Observations usu-
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ally represent hourly or slightly longer periods, as in the case of gaseous pollutants such as ozone, or daily periods, as is often the case for fine particle (particulate matter with diameter of less than 2.5 mm , or PM2.5) levels. Examples of recent ozone and/or PM2.5 model performance evaluations are provided by Morris et al. (2005), Eder and Yu (2006), Appel et al. (2007), and Bailey et al. (2007). Each of these relies on a common set of model performance statistics for individual air pollutant parameters. The means of stratifying these statistics is often very sophisticated, sorting computed error metrics by season, region or monitoring site, or monitoring network. One of the most innovative approaches to examining model performance is described by Appel et al. (2007), who examined ozone error by synoptic meteorological classification. Their results
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indicate significant differences in modeled ozone summarized at the regional level across five different sea level pressure configurations. However, their diagnosis did not focus on model behavior at individual sites, such as would be done in preparation for an analysis of potential state implementation plans for areas not meeting air quality standards. In fact, none of the recently published analyses of operational model performance evaluations engaged in multiparameter performance metrics that challenged a model’s ability to jointly describe air quality and meteorological variables. An informal survey by the author of persons engaged in air quality modeling yielded responses indicating that, in practice, effort is seldom if ever made to examine how well a model jointly represents important characteristics of the local atmosphere (T. Tesche, private-sector modeling consultant, 2008, personal communication; B. Timin, government-sector EPA staff, 2008, personal communication). This kind of effort is typically considered to be beyond the scope of work for most modeling analyses that tend to rely on univariate statistical measures of model performance as described, for example, in Sistla et al. (2001) or as outlined in recently updated guidance issued by the U.S. EPA (2007). This paper supports the idea that, for modeling done to test local air management strategies, more is needed to understand model performance than simply calculating the standard suite of model error statistics. Any model testing that analyzes the joint behavior of two or more variables at specific locations is referred to here as a local air quality characterization or, simply, a ‘‘local AQC.’’ The value of a local AQC is that it examines the combined behavior of two or more parameters in a way that does not mask the relationship between variables that occurs when individual model performance statistics are computed for multiple monitoring sites. Model error statistics for 8-h-average ozone mixing ratios or 24-h-average PM2.5 concentrations do not provide information on how well a model replicates the mix of pollutants and meteorological conditions that determine local pollutant exposures at a given location. This paper examines the concept of local AQC and the ability of a model to simulate the local mix of observed conditions. In the ideal case, a thorough AQC would include data on winds, temperature, moisture, and other boundary layer parameters, in addition to a full complement of air quality variables. However, such a complete dataset is seldom available, especially for use in a modeling study like those performed for regulatory decision making. Therefore, the focus here is on comparing observed and simulated relationships between wind direction and pollutant concentration. This
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is a fundamental relationship in air quality analyses, and it illustrates how local AQC can yield more information than is obtainable by looking at separate model performance statistics for air pollutant concentrations and wind direction. The next section describes the models used to simulate local air quality and the data used to evaluate the simulations. Section 3 describes the various measures of air quality climate that were examined for this study. The results of this study are summarized in section 4, followed by a section on conclusions.



2. Analysis method a. Models Here two models were used that are routinely applied together as a system for air quality analysis. Meteorological conditions were simulated using the fifth-generation Pennsylvania State University–National Center for Atmospheric Research Mesoscale Model (MM5; Grell et al. 1995). Atmospheric chemistry was simulated using version 4.6 of the Community Multiscale Air Quality Model (CMAQ), which is a photochemical and aerosol model (Byun and Ching 1999). CMAQ was configured with the Carbon Bond IV chemical mechanism. CMAQ simulated inorganic aerosol growth using the ‘‘ISORROPIA’’ model (Nenes et al. 1998). Emissions inputs to CMAQ were prepared using the Models-3/ Sparse Matrix Operational Kernel Emissions (SMOKE), version 2.2, processing system (U.S. EPA 2005). Reported hourly emissions data from large point sources for May–August 2003 were acquired from a U.S. EPA Web site (http://camddataandmaps.epa.gov/gdm/). Emissions for smaller point sources and area sources were assumed to be the same as the 2002 base ‘‘G2’’ emissions sets processed by the Visibility Improvement State and Tribal Association of the Southeast (VISTAS) Regional Planning Organization (http://vistas-sesarm.org). This approach introduces some error into model results because of the introduction of 2002 emissions of certain sporadic sources (such as wildfires) into a simulation of 2003 conditions. Such error most likely affected results for elemental (or black) carbon and organic aerosols, because wildfires and controlled burning on agricultural lands are major sources of carbonaceous particles. The resulting uncertainty could not be avoided without undertaking a huge effort to develop day-specific emissions—an effort that was beyond the scope of this project. Modeling was done using a computational grid that was composed of 36 km 3 36 km grid cells and covered the continental United States. This was the same grid
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MUELLER TABLE 1. Ozone and aerosol monitoring sites that collected data used in this study.



Site



Location (type)



Network or data source



Data



BHM CTR GFP JST OAK OLF PNS YRK GSM CCI CLT



Birmingham, AL (urban) Centreville, AL (rural) Gulfport, MS (urban) Atlanta, GA (urban) Oak Grove, MS (rural) Outside Pensacola, FL (rural) Pensacola, FL (urban) Yorkville, GA (rural) Great Smoky Mountains, TN (rural) Cook County (Chicago), IL (urban) Charlotte, NC (urban)



SEARCH SEARCH SEARCH SEARCH SEARCH SEARCH SEARCH SEARCH VISTAS/TVA AIRS/AQS AIRS/AQS



Hourly ozone; 24-h and hourly aerosol* Hourly ozone; 24-h and hourly aerosol* Hourly ozone; 24-h and hourly aerosol* Hourly ozone; 24-h and hourly aerosol* Hourly ozone; 24-h and hourly aerosol* Hourly ozone; 24-h and hourly aerosol* Hourly ozone; 24-h and hourly aerosol* Hourly ozone; 24-h and hourly aerosol* Hourly ozone; 24-h and hourly aerosol** Hourly sulfate Hourly ozone



* Aerosol data include sulfate, nitrate, ammonium, organic carbon, elemental carbon, and total PM2.5 mass. Daily filter samples used the thermal optical reflectance (TOR) combustion method for determining carbon content, and semicontinuous (hourly) data tended to be about 40% lower than data based on TOR. ** Aerosol data include sulfate, nitrate, organic carbon, elemental carbon, and total PM2.5 mass. Ammonium data were available for 24-h samples only.



used by VISTAS for its regional haze modeling and was selected for compatibility with VISTAS emissions. Note that modeling for PM2.5 attainment demonstrations is likely to be performed at higher spatial resolution using grid cells of 12 km or smaller on a side. The preliminary nature of this investigation was such that high-resolution modeling was not justified. However, the methods used here would be equally applicable to modeling done at higher resolution.



b. Observations Data availability and the general characteristics of observed pollutants determined the time period examined for this study. The original motivation for this work was to focus on the ability of CMAQ to replicate the large variability observed in aerosols that influence atmospheric visibility. Thus, the available aerosol data were of primary importance in selecting the period examined. Table 1 lists the monitoring sites used in this analysis. Not all sites measured all targeted pollutant species. Many more ozone monitoring sites exist, but they were not included so as to keep the number of sites investigated manageable. Continuous (hourly) data on PM2.5 and its constituents were available from the Great Smoky Mountains (GSM) research station located at the western end of the Great Smoky Mountains National Park in eastern Tennessee. GSM monitoring was supported by the VISTAS Regional Planning Organization (online at http://vistas-sesarm.org) and began in the spring of 2003. Other data used in this study included 24-h speciated PM2.5 concentration data from the Interagency Monitoring of Protected Visual Environments (IMPROVE) network (Malm et al. 1994), daily and continuous speciated PM2.5 concentration data from the Southeastern



Aerosol Research and Characterization Study (SEARCH) network (Hansen et al. 2003; Edgerton et al. 2006), and continuous aerosol data reported on the EPA Aerometric Information Retrieval System Air Quality Subsystem (AIRS/AQS) (online at http://www.epa.gov/ttn/ airs/airsaqs/index.htm). Ozone data were added to the evaluation database because of their widespread availability, the importance of photochemistry in secondary aerosol formation, and the importance of ozone as a copollutant. Data from numerous monitoring stations are available for 2003, but of greatest interest were those stations that included data on continuous speciated and total PM2.5 mass concentrations, ozone, and wind measurements. Semicontinuous PM2.5 data collected by both the SEARCH (Edgerton et al. 2006) and VISTAS (2003) networks measured hourly aerosol concentrations. Semicontinuous data were collected using Rupprecht and Patashnick (R&P)—most recently sold by Thermo Fisher—5400C, 8400N, and 8400S carbon, nitrate, and sulfate instruments, respectively. Black (light absorbing) carbon was measured using an aethelometer. Organic carbon (OC) was determined as the difference between the total aerosol carbon measurement from the R&P 5400C and the black carbon (BC) measurement. At GSM, 24-h speciated and total PM2.5 concentrations were obtained using the IMPROVE filter technique (Malm et al. 1994). Similar filter measurement methods were followed by SEARCH at Birmingham, Alabama (BHM), Centreville, Alabama (CTR), Atlanta, Georgia (JST), and Yorkville, Georgia (YRK), and both networks applied blank corrections to reported concentrations. A consistent difference of about 40% exists between the filter-based and hourly data, but they are moderately correlated (r2 5 0.6) and OC patterns at each
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TABLE 2. Summary of measured ozone and fine particle levels at monitoring sites included in this study. Hourly ozone (ppm) Site



Mean



Max



BHM



0.030



0.116



CTR



0.033



0.099



GFP



0.030



0.104



GSM



0.050



0.106



JST



0.029



0.131



OAK



0.031



0.089



OLF



0.031



0.101



PNS



0.028



0.110



YRK



0.039



0.097



CCI CLT



0.022



0.090



PM averaging period* (h) 1 24 1 24 1 24 1 24 1 24 1 24 1 24 1 24 1 24 1



PM2.5 (mg m23)



Sulfate (mg m23)



Nitrate (mg m23)



EC (mg m23)



OC (mg m23)



Mean



Max



Mean



Max



Mean



Max



Mean



Max



Mean



Max



15.4 17.4 13.2 12.9



36.1 42.1 75.0 33.0



5.69 4.98 4.18 4.27



30.7 12.5 18.0 13.6



0.51 0.46 0.17 0.14



5.75 1.23 0.89 0.28



2.12 1.89 0.41 0.44



25.2 6.75 8.89 1.07



4.69 9.60 2.79 6.62



39.6 24.4 20.4 14.8



10.7 16.5 14.4 18.1 17.2



29.3 54.2 37.3 83.6 39.9



3.30 6.52 6.24 6.27 5.95



12.4 28.7 17.9 38.4 16.4



0.20 0.21 0.18 0.36 0.38



0.39 2.05 0.46 3.34 1.45



0.46 0.30 0.41 1.40 1.31



1.03 1.26 0.89 13.6 3.06



4.54 2.45 4.50 3.99 10.4



14.7 6.62 10.8 35.6 24.9



10.9



27.6



3.79



0.16



0.29



0.47



1.15



5.89



17.7



10.6



32.3



3.62



12.8



0.23



0.54



0.57



1.43



4.76



14.0



11.3 16.9 14.0



35.6 104.3 42.5



3.52 6.19 5.16 3.31



14.3 47.4 14.3 31.0



0.24 0.41 0.34



0.80 6.81 1.27



0.51 0.72 0.66



1.57 5.74 1.49



4.24 3.25 7.91



21.0 11.7 19.5



9.96



* Data from different measurement methods were used to determine the 1- and 24-h statistics so that complete overlap of all sampled hours did not occur.



site should be unaffected by sampling method. A tapered element oscillating microbalance (TEOM) with a 308C heated inlet was operated by both the National Park Service and SEARCH to acquire hourly PM2.5 mass concentrations. In essence, data collected by SEARCH and at the VISTAS GSM site are equivalent. A summary of ozone, PM2.5, and related measurements (Table 2) indicates that the highest average particulate levels are found in urban areas (BHM, JST). The highest average ozone levels occur either at the high-elevation site (GSM) or outside but in close proximity to urban areas (CTR, YRK). Because of elevation and topography, the GSM site (815 m MSL) is mostly above the near-surface physical and chemical interactions in the lower boundary layer and is better exposed to pollutants in the free troposphere, making it the closest thing to a regional background site among this collection of monitoring locations. Time series plots of hourly ozone, sulfate, and total PM2.5 from GSM (Fig. 1) revealed that the period of May–August 2003 was interesting because of interspersed periods of clean and polluted air masses. Although it is not possible to fully characterize local air quality with only 3 months of data, this analysis may motivate the air pollution community to think about what AQC means and how to test air models for their ability to replicate important features of the local air quality landscape. Groups such as VISTAS are already



relying on models to guide them on how best to identify sources that significantly affect visibility (regional haze) at a target site. Wind roses and associated air pollutant concentrations come into play in these analyses of ‘‘areas of influence’’ as states examine ways to get additional visibility improvements beyond those already expected from current regulatory actions.



3. Describing local air quality conditions a. Airflow Local airflow plays an important role in determining which sources have critical impacts during high atmospheric pollutant loadings and what emission controls may be most beneficial. Coupling observations of the distribution of local wind direction with data describing air quality variability by direction is one way to test a model’s potential for accurately simulating important source–receptor relationships. Winds were measured at most monitoring sites studied here. In the two cases in which wind was not measured at the site, data from the nearest National Weather Service (NWS) station were used. The only sites to use NWS wind data were in Chicago, Illinois, (CCI) and Charlotte, North Carolina (CLT). Wind data are assumed to represent airflow near the surface but provide only an incomplete picture of the boundary layer flows affecting air quality variations near
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FIG. 1. Time series of observed hourly (top) ozone mixing ratio, (middle) PM2.5 mass concentration, and (bottom) sulfate concentration at GSM. The horizontal axis is labeled with three-digit numbers representing the month (first digit) and date (digits 2–3). All dates are in 2003.



a monitoring site. Data representing winds at greater heights are not routinely available. Thus, implied linkages between surface pollutant concentrations and observed wind directions are most robust for daytime hours when winds are better mixed through the boundary layer than at night when greater stratification is expected. Note that no evidence was found that the type of site (whether urban or rural) affected the ability of MM5 to simulate airflow at the monitoring sites.



b. Pollutants The most critical data for describing local AQC are hourly gaseous pollutant and aerosol concentrations. However, collection of hourly aerosol data was not wide-



spread in 2003. This leaves most sites with only 24-h aerosol concentrations. Of those sites, most only collect total PM2.5 mass and do not routinely measure aerosol chemical composition. Even sites that collect 24-h total PM2.5 mass normally do not operate continuously but instead collect data intermittently, with measurements usually made only every third day. This drawback greatly limits the potential for AQC, but data availability should increase as particulate measurement technologies mature. Most aerosol monitoring sites that existed in 2003 had only continuous PM2.5 mass (mostly from TEOM devices; Chuersuwan et al. 2000). These instruments measure the buildup of aerosol mass on a microbalance and suffer from some measurement biases (Cyrys et al. 2001) but do a reasonably good job of identifying shortterm variations in fine particle mass. Use of other instrumentation to measure speciated aerosols—especially sulfate, nitrate, and organic and elemental carbon mass— is increasing. Data quality for semicontinuous measurements is highest for sulfate and lowest for organic carbonaceous particles. This may also generally be true for filter-based measurements; Tanner and Parkhurst (2000) describe the problem with temperature-dependent semivolatile OC aerosols that can affect mass detected by filter measurement techniques. Nitrate particles are sensitive to temperature, and they exhibit a strong seasonal dependence. Black carbon [sometimes called ‘‘elemental’’ carbon (EC)] particles are operationally defined as being different from OC particles because of differences in their light-attenuating properties. The distinction between EC and BC is important in understanding how they are measured, but air quality models cannot currently really distinguish between the two (EC will be used in the remainder of the paper). Other chemical constituents (e.g., sea salt, crustal oxides) also populate aerosols smaller than 2.5 mm but no continuous measurement methods are currently available for largescale deployment.



4. Model performance statistics Model performance for sites that measured hourly ozone and speciated fine aerosol levels as well as filterbased 24-h aerosol concentrations is summarized here using three metrics. Results are described in more detail later. Model bias « is defined as 1 (cm  co ), N where cm and co represent modeled and observed pollutant concentrations or mixing ratios with sample size N. Relative bias «R is defined as «5



å
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«R 5



1 N



å (cm co co)



for all co greater than 0. The coefficient of determination (CoD), or r2, is computed from least squares linear regressions between dependent variable V and independent variable x. Values of r2 without a qualifier represent sets of paired values {V, x} 5 {cm, co}. The ‘‘sector mean’’ r2 values represent sets of {V, x} 5 {cm , co }, where overbars denote site averages of the respective variables over each of eight wind direction sectors centered on the major compass directions (north, northeast, east, etc.); ‘‘S–T aligned’’ r2 values represent sets of {V, x} 5 {hcmi, hcoi}, where hi denotes the combined spatial (S) and temporal (T) averages of a variable contained therein (S–T block averaging is described later).



5. Results In the interest of brevity and focus, much of this section is limited to examining only a subset of sites for each pollutant examined. Model performance for individual pollutants dictated which sites were examined in detail. This approach allows a comparison across urban and rural sites for which the model exhibited large skill variations. It also provides the opportunity to demonstrate the benefits of including meteorological (i.e., wind) information as part of an air quality model evaluation. Unless otherwise noted, skill was attributed to MM5–CMAQ when model results were statistically associated with observed variance with a minimum computed significance level p of 0.90 when comparing sector-averaged concentrations (with 7 degrees of freedom) and 0.95 when comparing the spatial–temporal patterns having 35 degrees of freedom.



a. Wind characteristics The quantity of air pollutant observations during May–August 2003 was not large enough to support an analysis that used the traditional 16 wind direction sectors. Data instead were sorted into eight 458 direction sectors (north, northeast, east, etc.). A comparison of hourly model and observed surface (;10 m) wind sector frequencies for each site revealed that modeled frequencies more closely resembled observed values for higher wind speeds. MM5 performed poorly for winds of ,2 m s21 with little if any correlation found. For winds of .2 m s21, the model sector frequencies across all sites agreed for a significant fraction of the time with those observed, with a linear least squares regression of r2 5 0.39. More important, when a regression was done forcing the fit through the origin, the
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slope was 0.86, indicating little bias in the frequencies and implying model skill in identifying the most and least frequent wind direction sectors. The model performed better at some sites (Fig. 2, lhs) than others (Fig. 2, rhs). Most cases of poor performance are like the Pensacola, Florida, site (PNS), where the model selection of the least and most frequent directions was typically biased (rotated) by one sector. MM5 exhibited skill in reproducing sector frequencies at 6 of the 11 sites (Table 3). MM5 simulated unrealistic diurnal wind speed patterns, but this is consistent with what has been found elsewhere (Zhang and Zheng 2004). A deficiency in the boundary layer turbulence parameterization results in inaccurate simulations of vertical momentum transport under convective conditions. However, the model tended to correctly identify directions associated with below- and above-average wind speed. Figure 3 illustrates sites at the extreme of model performance. The model did an excellent job replicating the direction-driven wind speed behavior at sites like Oak Grove, Mississippi (OAK), and YRK while missing the mark at GSM and CLT. For both wind speed and direction, a model’s ability to capture the near-surface wind characteristics of a site is most dependent on its ability to identify local surface physical features that influence airflow. A lowspatial-resolution simulation, like the one done for this analysis, is more likely to have problems replicating winds accurately in complex terrain (e.g., GSM) and urban environments (e.g., BHM, CCI, CLT, and JST), although as stated earlier no clear urban signature was found when comparing rural and urban winds. Overall, MM5 underestimated surface wind speeds at the monitoring sites by about 25%. MM5 results exhibited significant skill computing sector-averaged wind speed for 5 of the 11 sites.



b. Ozone It is informative to contrast ozone model performance with that for fine particles because photochemical modeling is more mature than that for aerosols. First, note that the MM5–CMAQ system exhibited significant skill for sector-averaged hourly ozone at four sites (Table 3), three of which were rural. However, MM5–CMAQ consistently underestimated higher ozone (i.e., .0.06 ppm) at each site even though mean model biases were slightly positive for most locations (Table 2). Underestimating the higher mixing ratios is likely due in large part to the relatively low spatial resolution of the grid. However, comparative details between sites and between pollutant species are more important for this analysis than are actual values. Model skill for ozone at urban site BHM is encouraging, but the other three sites at which the modeling
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FIG. 2. Surface wind roses for selected sites, illustrating differences between observations (solid lines) and modeled values (dashed lines) when wind speeds are .2 m s21. Data cover the study period of May–August 2003.



TABLE 3. Summary of model skill evaluation. Significant skill (90% confidence) in MM5–CMAQ modeling systema Sector-averaged 24-h pollutant levels



Wind Site BHM CCI CLT CTR GFP GSM JST OAK OLF PNS YRK a b c



Direction frequency



Sector-avg speed



PM2.5 sulfate



PM2.5 TCc



PM2.5 mass



ND ND



ND ND



ND ND



X



X



X X



X X X



X X



X



X



Sector-averaged hourly pollutant levels Ozone X ND



S–T averaged hourly pollutant levelsb



PM2.5 sulfate



PM2.5 TCc



PM2.5 mass



X ND



ND ND



ND ND



ND X



ND



ND X



ND ND ND



ND ND ND



ND ND ND X



X X X X X



X X X



X



X



ND denotes no test done because of lack of data, and X denotes significant skill found. S–T averages of hourly pollutant levels consigned to time–direction blocks as described in the text. Total carbon TC 5 OC 1 EC.



Ozone X ND X X X X X X X X X



PM2.5 sulfate



PM2.5 TCc



X



X ND ND X ND



ND X ND X ND ND ND X



ND ND ND
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FIG. 3. Distribution of observed (solid lines) and modeled (dashed lines) relative wind speed (sector speed/overall average speed) by direction for selected air quality monitoring sites. Data cover the study period of May–August 2003. Note that the minimum axis value (at plot center) is 0.4.



skill was high were all of a rural nature. MM5–CMAQ exhibited skill in simulating wind direction at three of the four ozone ‘‘quality’’ sites, and modeling skill for speed was found at three of these four sites. Although model skill in simulating wind variability does not guarantee skill in ozone modeling, lack of skill with winds appears to make it unlikely that the model will skillfully predict the ozone variability with direction.



c. Fine particles 1) DAILY PM2.5 AND COMPONENTS Most particulate data during this 2003 period were 24-h averages of aerosol mass concentrations. Most monitoring sites collected samples on an intermittent schedule— every third day for the SEARCH and IMPROVE networks. Model concentrations (Tables 4 and 5) averaged high for sulfate and low for nitrate, organic aerosols, and EC. MM5–CMAQ was only 8% high for PM2.5



because the high bias for sulfate tended to be offset by low biases for other species. CMAQ simulated only about one-half of the levels of ammonium that were measured. This bias—coupled with the overestimate of sulfate—contributed to the extreme underestimates of nitrate. The apparent good performance for PM2.5 is an example of computational biases for individual components offsetting each other in a way that masks problems in the fine particle modeling system. Nitrate aerosol is ignored in the remainder of this paper because of consistently low model skill. Site exposures to aerosols—and the ability of the model to accurately link sources with those exposures— can be examined by comparing modeled and observed 24-h-average aerosol concentrations plotted by daily resultant wind vector direction. Figure 4 illustrates this for BHM using sector-averaged concentrations normalized (to remove the effect of model bias) by the overall mean concentration. MM5–CMAQ showed some
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MUELLER TABLE 4. Model bias and CoD by pollutant and averaging time. a



Statistical metric Bias («)



Ozone 2 ppb



Relative bias («R)



0.05



CoD (r2)b



0.35



Sector mean CoD (rs2 )c



0.17



S–T aligned CoD (rA2 )d



0.32



Sulfate



Organic C 23



1 h: 2.3 mg m 24 h: 1.9 mg m23 1 h: 0.99 24 h: 0.50 1 h: 0.27 24 h: 0.46 1 h: 0.37 24 h: 0.26 1 h: 0.34



23



1 h: 0.7 mg m 24 h: 21.3 mg m23 1 h: 0.39 24 h: 20.15 1 h: 0.31 24 h: 0.52 1 h: 0.28 24 h: 0.48 1 h: 0.33



Total C



PM2.5 23



1 h: 20.1 mg m 24 h: 21.4 mg m23 1 h: 0.21 24 h:20.16 1 h: 0.39 24 h: 0.53 1 h: 0.21 24 h: 0.47 1 h: 0.24



1 h: 2.3 mg m23 24 h: 1.0 mg m23 1 h: 0.80 24 h: 0.11 1 h: 0.29 24 h: 0.51 1 h: 0.35 24 h: 0.49 1 h: 0.30



a



Data from all sites combined. For all values paired in space and time but unmatched by wind direction: cm 5 (co). c For all values averaged by wind direction sector: cm 5 f (co ). d For all values averaged by S–T block: hcmi 5 f(hcoi). b



skill in reproducing the spatial patterns associated with sulfate, ammonium, and organic aerosols. As a consequence, modeling also exhibited skill in simulating patterns of PM2.5 because ammonium sulfate/bisulfate and organic aerosols compose well over one-half of the total PM2.5 mass. Comparing concentrations averaged by direction is the first step in introducing the role of local AQC into model evaluation. Table 3 summarizes sites at which MM5–CMAQ exhibited significant skill simulating daily sector-averaged sulfate aerosol mass concentrations. The lone site at which 24-h sulfate was handled well was OAK in south rural Mississippi. This instance of good model performance is probably an anomaly caused by the small amount of data available rather than any real model skill. Hourly wind direction variability and a lack of large sulfur dioxide (SO2)/sulfate sources nearby make OAK an unlikely candidate for being a location where model performance is high. Skill with 24-h total carbon (TC) at JST may be another example of anomalous good performance. However, skill in identifying 24-h PM2.5 variation by wind direction for Gulfport, Mississippi (GFP), OAK, outside Pensacola (OLF), and PNS is more likely to be real. This is because all four sites are in relatively close proximity to each other (south Mississippi and the western Florida Panhandle near Pensacola). Some of the PM2.5 variation may be controlled by whether airflow comes off the Gulf of Mexico and by wind directions most favorable for summertime convective precipitation. However, in most cases, 24-h average data are probably not well suited for testing model capabilities.



2) HOURLY PM2.5 AND COMPONENTS



VERSUS



WIND DIRECTION



There is potentially a large difference between a model’s ability to simulate daily (24 h) and hourly aerosol



concentrations. Factors influencing this difference include the temporal and spatial accuracy of emission rates, the spatial resolution of the model grid, the simulated occurrence of meteorological conditions affecting secondary aerosol formation, and the local complexity of terrain and surface features that influence aerosol transport and dispersion. Hourly data offer a unique opportunity to examine in depth the model treatment of aerosols. From the perspective of understanding local air quality it is important for a model to be capable of accurately identifying the spatial and temporal relationships that most influence pollutant levels at a site. These relationships are not clearly defined when only daily average concentrations are available. Model skill in replicating directional variations in hourly pollutant levels (Table 3) was found to be high at four sites for ozone, two sites for sulfate, and two sites for PM2.5 mass. There is no evidence of this skill for total carbon, which should not be surprising given the ubiquitous nature of the aerosol species. If data from the GSM site are any guide, much of the TC in the eastern United States either originates from biogenic emissions or is produced from prescribed or wild fires (Tanner et al. 2004). In urban areas, the fraction of fossil carbon (from the combustion of fossil fuels) is TABLE 5. Model vs observed mean 24-h aerosol concentrations across all sites. Species



Obs (mg m23)



Model (mg m23)



Sulfate Nitrate Ammonium Organic carbon* Elemental carbon PM2.5



4.8 0.29 1.6 4.1 0.8 13.3



6.3 0.02 1.0 3.1 0.3 14.3



* Organic carbon must be multiplied by some factor, typically in the range of 1.6–2.0, to approximate total organic aerosol mass.
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FIG. 4. Normalized mean observed (solid lines) and modeled (dashed lines) 24-h aerosol concentration (mg m23) by daily resultant wind vector direction for BHM. Normalization is done by dividing each direction-averaged value by the overall average.



higher than in rural areas, but even there the source of primary/secondary carbonaceous aerosols is primarily vehicle traffic (Ke et al. 2007). The widespread, semihomogeneous nature of both natural and fossil sources of TC makes it more challenging for MM5–CMAQ to identify specific directions as being more or less favorable for TC exposure.



3) HOURLY OZONE, PM2.5, AND COMPONENTS: SPACE–TIME AVERAGING A useful diagram for comparing observed and modeled spatial–temporal air quality variations is one that combines both dimensions along its two axes. Figure 5 illustrates the concept for ozone at sites BHM, CTR, JST, and YRK. These plots may be prepared using all data plotted separately as unique points with contours applied to the resulting two-dimensional ozone field. However, the resulting plot is very noisy. Also, limited quantities of data for some portions of the S–T plot result in holes that must be ‘‘filled’’ by either a human or an automated imputation algorithm (using a longer time period would eliminate much of this problem).



This problem was minimized by first assigning ozone values to various sections or blocks of the S–T plot and then averaging all the values within a block. For all plots shown here, the averaging sections were defined by dividing each day into six equal 4-h blocks of local time centered on midnight, 0400, 0800, and so on. Likewise, wind direction was divided into six equal 608 blocks of wind direction centered on 08/3608, 608, 1208, and so on. This created 36 spatial–temporal blocks of data per plot. Contours of block-averaged ozone mixing ratios were then computed using the block averages plotted at the appropriate coordinates of each diagram. This method results in spatial and temporal smoothing that eliminates some of the data noise while retaining the most dominant features in the temporal and spatial fields. All subsequent S–T plots were created using this approach. Note that the S–T aligned r2 values shown in Table 4 refer to regressions of V versus x, with these variables representing the block averages just described. Hence, these regressions represent the covariation of model and observed pollutant species in a way that includes the effects of both space (with wind direction as the
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FIG. 5. Mean ozone mixing ratio (contour ranges in parts per billion) as a function of time of day and wind direction for four sites with significant pattern correlations. Averaging was done for all values within 4-h time and 608 direction blocks.



surrogate) and time. For example, a set of data at one location may have perfect agreement between model and observed temporal behavior (i.e., agreement on the timing of minima and maxima) but may disagree considerably with respect to directional variations. In this case, and assuming that the time- and space-dependent variances are equal, the computed association between all 36 block-averaged elements of the observed data and their corresponding modeled data will produce 0.5 , r2 , 1. Observed ozone S–T plots in Fig. 5 indicate, as expected, that ozone tends to reach a maximum value during the afternoon regardless of wind direction. Model plots show similar behavior with the exception of CTR where the temporal variations were so small that they could not be seen because of the contour scale selected. One fact for all sites is that CMAQ underestimated the ozone diurnal range. At urban BHM, an observed afternoon ozone minimum associated with southerly winds was replicated by MM5–CMAQ with only a small shift in direction to the southeast. Observed afternoon peaks associated with winds from 608 and 3008 were also found in the model results but were not as evident because of contour limitations. Model performance at BHM was excellent as seen in S–T space because the model did exceptionally well simulating local wind direction. Model behavior at the other urban site, JST, seemed nearly as good as that at BHM from a temporal perspective but the model incorrectly placed the afternoon



ozone maxima at 1808 and 3608 rather than near 908 and 3008. This occurred despite the fact that the model more accurately portrayed wind directions at JST than at BHM. As stated previously, success in determining wind fields does not guarantee success in simulating the spatial patterns of a pollutant. The ‘‘misalignment’’ of ozone maxima at JST could be associated with the low spatial resolution of the 36-km grid, and therefore it is not necessarily an indication of a poor model. At rural CTR, the modeled afternoon maximum not identifiable in the plot was located between 08 and 608, aligning well with the observed maximum. The secondary maximum observed at 3008 was not identified by the model. Again, low model spatial resolution could have contributed to this situation, and MM5–CMAQ did not do all that well at CTR in mimicking observed directions. The rural location of CTR puts it distant from major sources of ozone precursors, and therefore small errors in computed pollutant transport can make a large difference in the S–T ozone plot. At rural YRK (where MM5 performed best overall for simulating the combined wind features of direction and speed), the MM5–CMAQ afternoon ozone maximum centered at 1600 local time and 608 matched very closely with the observed maximum. The broad afternoon ozone minimum for airflow from 1808 to 3008 was a bit overdone in comparison with the narrower minimum feature in the observed S–T plot, but low model spatial resolution could again be the culprit.
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FIG. 6. Space–time plots of average observed and modeled sulfate concentration (mg m23) fields at sites with significant (CTR and YRK) and insignificant (BHM and GSM) pattern correlations.



CMAQ performance for ozone varied considerably across the different sites. Although the model showed significant skill at computing sector-averaged hourly ozone at only four sites, when measured by r2 (CoD) in S–T space, CMAQ did a better job at reproducing the combined spatial and temporal variability in hourly ozone. Because CMAQ performs well in reproducing the diurnal photochemical behavior of the atmosphere, ozone CoD values were significant, with p . 0.99 for all but the high-elevation GSM site. The latter site has little diurnal variation in ozone, and hence S–T averaging produced an S–T pattern that was significant at only p 5 0.95. Figure 6 contains S–T plots that compare model results and observations for sulfate aerosol at CTR and YRK where S–T patterns were significantly correlated at the p 5 0.99 confidence level, versus BHM (p only 0.90) and GSM (not significant). Sulfate aerosol is the product of reactions involving gaseous SO2 and photochemical oxidants in either the gas or aqueous phases. Therefore, a slight diurnal sulfate pattern is possible. All four sites in Fig. 6 show evidence of diurnal patterns in the observations for at least a subset of wind directions. CTR has a sulfate maximum at night and a noon minimum with winds from 3008. YRK has a sulfate maximum in the afternoon with winds from the north through southeast directions, and the maximum shifts to later in the day with winds from 2408 to 3008. Site BHM



also has a sulfate maximum with 608–1208 winds, a clear overnight minimum with winds blowing from the south, and an overnight maximum when winds blow from northwest through north. At CTR, MM5–CMAQ replicated the sulfate minimum associated with winds from 1208 to 2408 but missed the timing of sulfate peaks and valleys. Its modelobserved CoD, though weak (0.17), was significant at p 5 0.95, mostly because of the directional alignment of the model results with observations and not because of any temporal skill. High sulfate at night associated with a specific wind direction is probably caused by a nearby, near-ground source because elevated plumes are not likely to influence surface particle concentrations in the presence of a stable boundary layer. Meanwhile, the modeling produced a bogus afternoon peak in sulfate associated with northerly winds. This appears to be the influence of an elevated, distant source whose emissions were simulated to form a photochemically driven peak that was not regularly observed. A bias in underestimating plume diffusion (and, thus, overestimating plume peak concentrations downwind) may be an important factor here. Modeling produced an afternoon peak in sulfate for all wind directions at YRK. Afternoon peaks were often observed at this site, but not for all directions. The peak was nearly nonexistent for southerly winds, and northerly winds produced a peak earlier in the day. In
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FIG. 7. Space–time plots of average observed and modeled TC concentration (mg m23) fields at sites with significant (BHM and CTR) and insignificant (JST and YRK) pattern correlations.



addition, modeled peaks were much too high for this site for most airflow directions, and the model did not produce the observed sulfate morning minimum for south through southwest airflow. These problems may be caused by the modeled atmosphere being too reactive for sulfate formation (assuming no bias in nearby SO2 emissions), or by MM5–CMAQ underestimating local aerosol removal mechanisms at the surface. Some of this could also be caused by low model spatial resolution, especially if the sources of SO2/sulfate are nearby. Despite the obvious problems, the modeled S–T sulfate pattern was significantly associated with observations. Poor model performance as illustrated for BHM and GSM was driven by the inability to simulate both the timing of sulfate and its directional behavior. The timing of maxima and minima was displaced in both time and space for BHM. Temporal displacement was the primary problem for GSM, where a strong sulfate peak was modeled to occur but where observations indicated a minimum actually occurred. Such problems are probably caused by poor resolution of nearby sources and, at GSM, the inability of the model grid to handle the topographically driven airflows that characterize the ridge-top location. Modeled TC S–T patterns significantly (p 5 0.99) mimicked observations for only BHM and CTR. Figure 7 illustrates their TC patterns and includes S–T plots for



JST and YRK to contrast relatively good performance with poor performance. An observed daytime minimum in TC at BHM was mirrored in the model results, but directional variations were not replicated. At CTR an extremely smooth observed S–T pattern (the range in TC was less than 2 mg m23 across all S–T averaging blocks) was modeled to be more variegated, with nighttime peaks in TC. Such peaks were also simulated for BHM, but, at that site, observations supported the phenomenon. It appears that local sources of TC enhance aerosol levels in the stable boundary layer near BHM in a way that does not occur at nearby CTR. Spatial resolution would appear not to be a contributing factor influencing this poor model performance because low resolution tends to produce overly smooth patterns. MM5–CMAQ did not produce anything resembling observed S–T patterns at either urban JST or rural YRK. However, consistent with results for urban BHM and rural CTR, modeling tended to enhance TC levels in the nocturnal boundary layer relative to daytime levels. Data from YRK suggest that this may occur for some but not all wind directions, but no evidence for this pattern was found in the JST data. Errors in the temporal allocation of primary organic particulate emissions (i.e., positively biased nighttime emissions) should be examined as a possible source of the disparity. Comparisons between observed and modeled S–T patterns of PM2.5 mass revealed that MM5–CMAQ had
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FIG. 8. Space–time plots of average observed and modeled PM2.5 mass concentration (mg m23) fields at sites with borderline significant (CTR; p 5 0.94) and insignificant (GSM) pattern correlations.



some limited skill (p 5 0.94) only at CTR. Figure 8 illustrates the S–T patterns for CTR and GSM. Note that the observed CTR pattern has two main features: 1) a PM2.5 maximum for winds blowing from 3008 with a minimum for winds blowing from 1208 through 1808, and 2) no clear evidence of a systematic diurnal variation. By contrast, the modeling produced a pattern showing 1) the maximum direction rotated clockwise to 08–608 and the minimum directions expanded to include airflow between 1208 and 2408, and 2) a definite diurnal pattern favoring higher levels at night. With PM2.5 mass dominated by sulfate and TC, the modeled PM2.5 pattern reflects the biases found (and previously described) for those two particle types. At GSM, the observed PM2.5 pattern has a maximum for northerly airflow and a minimum for winds blowing roughly from the east through southwest. In addition, the maximum associ-



ated with northerly flow has a midday maximum, whereas airflows associated with the lowest concentrations tend to have a midday minimum concentration. Most of the variation in the PM2.5 pattern is due to variation in sulfate because both observed and modeled TC patterns (not shown) are extremely smooth for this site. As previously mentioned, complex topography at GSM likely influences the S–T patterns in a way that cannot be replicated using 36-km model grid cells. Model performance metrics are compared across all sites in Table 4 for ozone and PM2.5. Relative bias for ozone was very good when compared with that for PM2.5 and its components. Model performance for 24-h aerosol values was much better than that for hourly values. It is clear that it is more challenging for the model to correctly replicate hourly variations in these values than 24-h averages. As measured by CoD, CMAQ
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MUELLER TABLE 6. Correlated variance fraction of block averages of hourly pollutant concentrations. Degree of association: urban sites



Degree of association: nonurban sites



Pollutant



BHM



JST



CLT*



CTR



YRK



GSM



Ozone PM2.5 Sulfate Total Carbon



0.89 0.05 0.01 0.06



0.45 0.19 0.04 0.10



0.55 N/A N/A N/A



0.53 0.24 0.25 0.43



0.50 0.37 0.09 0.13



0.25 0.12 0.42 0.16



* N/A 5 not available. Data were not collected for this site.



did a better job at reproducing the combined spatial and interdaily variability in 24-h PM2.5, sulfate, organic carbon, and total carbon aerosol than in hourly ozone. Using error statistics, CMAQ performed better for ozone than for aerosols as long as the same temporal scale was used, but the longer 24-h averaging time for some aerosol data provides an advantage as measured using CoD. Recent improvements in reducing model bias for specific aerosol species have done little to move models like CMAQ closer to the skill level associated with ozone. This is made clear in Table 6, which summarizes results of a least squares comparison between observed and modeled ozone and PM2.5 S–T fields (as defined and computed previously). At most sites, CMAQ shows skill in replicating the S–T ozone patterns but no skill is evident for PM2.5. This is remarkable considering that a gridcell size of 36 km is considered to be much too coarse for ozone modeling but is not as large a liability for particulate modeling. This is because the predominant particle species are more regional in nature and their emissions sources are less inhomogeneous than sources that contribute to ozone formation. Skill is low in simulating S–T patterns for sulfate and TC (Table 6)—the primary constituents of PM2.5—and the lack of skill for PM2.5 is not surprising. Somewhat unexpected was the difference in model skill as shown in Table 6 for S–T patterns of sulfate, TC, and PM2.5 versus the corresponding skill in reproducing these same aerosol concentrations paired hourly but not averaged by wind direction (Table 4). Averaging by direction should eliminate one major source of uncertainty by forcing model results to align more closely with observed airflow and the pollutant transport implied for each given direction. In the case of sulfate, where source locations and emission rates are known very accurately, this approach produced slightly improved performance at GSM. Likewise, modeled TC levels only showed more skill in the direction-aligned dataset for one site (CTR). Wind direction is only one of many meteorological factors that influence pollutant concentrations. Other important factors such as cloud cover, mixing layer depth,



and precipitation may have equal or greater influence on aerosol concentrations. One possible reason for the decline in CMAQ skill when results are ‘‘direction aligned’’ is that the process of forcing alignment results in a mismatch in other meteorological variables. If those other variables are of equal or greater importance in determining aerosol levels then the apparent overall skill could decrease relative to what it was prior to realignment. Any meteorological factor that is tightly bound to time of day (e.g., temperature) remains mostly unmodified and is not a likely factor in the apparent skill decline because time is not realigned when the S–T plots are prepared. Ozone—which is more strongly tied to temperature than to other meteorological variables— showed improvement at most sites from direction alignment, with sites BHM, CTR, JST, and YRK experiencing model r2 increases of, on average, 48%.



6. Summary and conclusions The association between MM5–CMAQ simulation results and observations varied considerably depending on pollutant, averaging time, location, and method of comparison. Modeling captured about 35% of the overall variance in hourly ozone when simulated on a relatively coarse (36 km) grid. This dropped to only 17% when ozone was averaged by wind direction sector. The model’s coarse spatial resolution and the limitations of using surface wind directions are most likely to blame for this reduced skill. However, by jointly including temporal and spatial variations (as was the case for the S–T comparisons) the model results again matched nearly one-third of the observed hourly ozone variance. This result implies that modeled temporal variance for ozone should decrease relative to spatial variance as grid cell size decreases and spatial resolution improves. Results for aerosols are more difficult to interpret. Direction-averaged variances in 24-h OC, TC, and PM2.5 were all more strongly associated (;50%) with modeled variances than were hourly ozone or aerosol concentrations. Daily resultant wind direction vectors
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probably do a reasonably good job identifying types of large-scale (so-called synoptic) meteorological patterns. Many aerosols (especially sulfate) are more regional in nature, and the large-scale patterns likely play a major role in determining local particle levels. Going to hourly scale for aerosols introduces smaller-scale variations that the modeling was unable to resolve, and this produced much lower model skill. The modeling also had less skill reproducing the variance in aerosols when the time factor was included as part of the S–T analysis. Although photochemical processes do influence sulfate and organic particle formation, their influence is far less than that for ozone. This is reflected in the lower OC, TC, and PM2.5 CoD values associated with aerosol S–T comparisons versus those for 24-h averaged concentrations. The most important time-dependent process affecting aerosols is probably the diurnal evolution of the boundary layer and the associated level of vertical mixing that brings some species (especially sulfate) down from the reservoir aloft and mixes species upward that are formed or emitted near the surface (especially OC and EC). Given the unresolved issues with boundary layer modeling mentioned previously, it is not surprising that model skill does not change appreciably when a time factor is included. Analyzing the skill of an air quality model to reproduce variations in pollutant levels requires more knowledge than is provided by error metrics, especially if the goal is to use the model to evaluate the potential benefits of source-specific emission changes at a given location. Coupling meteorological parameters, time, and observed/simulated pollutant concentrations provides a diagnostic tool for gaining insight into model behavior and the relative importance of averaging times and, when possible, spatial modeling scales (i.e., grid resolution). However, much information cannot be obtained unless hourly data are collected. This is generally not the case for particles except at a few sites at which research-grade measurements provide the necessary database for model testing. An expansion of the number of sites at which semicontinuous, speciated PM2.5 data are measured is strongly encouraged. Acknowledgments. The author is grateful to Qi Mao, Mary E. Jacobs, and Katurah L. Humes for their important contributions to the modeling, analyses, and database manipulations needed to complete this work. The author is also indebted to two anonymous reviewers who provided very useful comments that greatly improved the final product. This study was supported through research funds from the U.S. Department of Energy National Energy Technology Laboratory and the Tennessee Valley Authority (TVA).
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humanities are changing this, with imaging and visualizing technologies increasingly coming to the ... information visualization are all very different in their nature, and in the analytical and interpretive .... The best example of this is a thermom
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REPRESENTATION OF GRAPHS USING INTUITIONISTIC ... 

Nov 17, 2016 - gN â—¦ fN : V1 â†’ V3 such that (gN â—¦ fN )(u) = ge(fe(u)) for all u âˆˆ V1. As fN : V1 â†’ V2 is an isomorphism from G1 onto G2, such that fe(v) = vâ€².
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Basically, this means the hero has the potential for great deeds. â�– The magnitude of these actions are well above and beyond what the commoner does. â�– While most epic heroes are good, not all are. Trait 3: Great Warrior. â�– Before the hero of an
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Introduction. The parallel-coupled microstrip line was extensively characterized in the past and has been gaining a wide application in the bandpass filter design ...
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