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MODIFIED KOHONEN LEARNING NETWORK AND APPLICATION IN CHINESE CHARACTER RECOGNITION +RQJ&DRDQG$OH[&.RW School of Electrical and Electronics Engineering Nanyang Technological Univ., Singapore [email protected] ABSTRACT Normal multilayer neural network is rarely used to solve pattern match problem of large scale without grouping classes and creating sub-networks. In this paper, a modified single-layer Kohonen learning network structure based on generalized learning vector quantization (GLVQ) theory is proposed. By cascading two of the proposed learning networks in handwritten Chinese character recognition, training, pre-classification and final recognition processes are easily integrated. Experiments conducted with off-line handwritten samples show the efficiency of the network.



In this paper, an adaptive handwritten Chinese character recognition system using modified Kohonen learning networks (MKLN) is presented to consistently tackle the pattern recognition problem of large scale. Section 2 describes a Gabor feature extraction technique. Section 3 elaborates on structure and functionality of the proposed network. Section 4 illustrates a cascaded MKLN network with 2 sub-networks used for pre-classification and recognition respectively. Section 5 shows some of the experiments conducted and the corresponding results. 2. GABOR FEATURE EXTRACTION



1. INTRODUCTION Handwritten Chinese character recognition is a typical pattern recognition problem of large scale (PLPLS) due to large number of character classes and many similar character patterns. The Chinese dictionary Zhong Hua Zi Hai published in 1994 contains over 86,000 characters and the number of Characters is still increasing. However, to design a decent recognition system for simplified Chinese characters, only the most frequently used 3,755 characters in GB2382-10 1st set needs to be included. The GB2382-10 1st set are reportedly to cover 99.9% occurrences of Chinese character in China’s mainland. In recent years, numerous pattern matching approaches using high-dimensional statistical features have achieved reasonably stable result in off-line Chinese character recognition. However, among these approaches, multilayer neural network (NN) has been rarely applied. This is due to the capacity limit of a normal multilayer neural network. A few existing papers using NN [1] has to divide Chinese characters into smaller subsets prior to NN training. However, doing this poses another issue, i.e. some robust standards must be defined to pre-group Chinese characters and the standard must be robust for the pre-classification. Solving this issue may be cumbersome if complicated algorithm and many extra features are used, otherwise, the pre-classification could hardly be robust. ___________________________________________ 0-7803-8560-8/04/$20.00©2004IEEE
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Figure 1: (a) Histogram study of stroke width (b) Average stroke width estimation model In recent study [2], 4-orientational Gabor feature has been proved superior to the DEF feature in Chinese character recognition. In this paper, to obtain Gabor features, we adopt a standard form of Gabor filter expression as follows [4]:
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where R1 = xcosșk + ysinșk and R2 = -xcosșk + ysinșk . M and Rk are the wavelength and orientation of sinusoidal 2-D plane wave, respectively. T is the standard deviation which controls the size of the Gaussian envelops.



Prior to Kohonen training, the training samples of each character are clustered into Q mutually exclusive clusters with k-means clustering algorithm, where Q is the number of clusters to be created for each character. By doing so, totally J=QuC clusters are created. After clustering process is complete, each cluster is then assigned a unique cluster identity j (j=1, 2,} J) and all training samples contained in the jth cluster are labeled with j. As shown in Figure 3, the Kohonen layer consists of J processing node, each receiving an input quasi-feature vector of N dimensions. Each processing node in the network corresponds to a character prototype built with a cluster of samples. To save the convergence time, each prototype w j is initialized as the corresponding cluster center with the following formula: 1 wj = Sj



Figure 2: Gabor filtered output image To design a good Gabor filter for Chinese character recognition, we have to choose proper values for M and T . Reference [4] has shown that Gabor filter is the most sensitive to lines of the width O 2 and orientations T k r S 2 . As we know, normalized Chinese character usually has rather uniform stroke line-width. Figure 1 (a) shows histogram the width of the stroke cross-sections from 7,510 normalized samples of 64u64 pixels. A second statistical study is to estimate the stroke width W based on the model in Figure 1(b), where A is measured by counting total number of pixels in the normalized image and L is obtained by counting the number of pixels in the single-pixel skeleton of the normalized character. The estimated average stroke width is 5.6 pixels, hence we set M =11.2 and similar to [4] we set T =5.6 to have optimized filter response. 3. A MODIFIED KOHONEN LEARNING NETWORK To consistently perform training, pre-classification and recognition, here we propose a modified Kohonen learning network (MKLN), which includes multiple prototypes of all C available characters. Kohonen network is originally used as unsupervised competitive learning for data clustering. Here, we make use of its network architecture and modify the output layer of the network to make it a supervised learning network. The remaining part of this section elaborates on how it works.
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where xij is the ith feature vector of cluster Sj is size of the jth cluster.
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Figure 3: Architecture of a modified Kohonen learning network After the initialization of network, the fine tuning is achieved iteratively in the following steps:



Step 1: Initialize the epoch number t = 1 . Step 2: Randomize the order of all training quasi feature vectors. Step 3: Set 7 g = 1 where g is the cluster label of input quasi-feature vector q and set 7 j = 0 , where j v g . Step 4: Set 7 i = 1 , 7 g = 0 and g = i , if di < d g , where two clusters g and i are from the same character class. Step 5: Initialize vector of training flags z and an intermediate vector W using
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Step 7: Find the node whose input distance d m is the Pth smallest among all nodes, where m denotes the node’s cluster identity; Step 8: Use d m as a threshold to obtain vector y at the output layer of the MKLN using £1, if d j b d m ¦ yj =¦ (5) ¤ ¦ ¦ ¥ 0, otherwise Step 9: Set the vector W according to its distance ranking, e.g. U j is set to ‘1’ if d j is smallest among all and y j = 1 , U j is set to ‘2’ if d j is second smallest and y j = 1 . Step 10: Obtain the vector z using ¦£[ j  y j , if d g > d m zj =¦ ¤ ¦ ¦ ¥ 0, otherwise Step 11: Update w j if z j v 0 : w j (t ) = w j (t 1) + B j (q  w j (t 1)) z j



back to step 3. Otherwise increment t by 1 and go back to step 2.



(6)



From steps (4)–(10), the output z j of a node can only possibly be one of these numbers: -1, 0, 1. When zj = 0, w new = w old j j , node j is not updated. When z j z 0 , node j is either moved towards q or away



from q . The major advantage of the above network is its flexibility and stability. Because all the nodes are essentially independent, insignificant nodes are easily removed without affecting the rest of the network. By properly selecting the number P and N, the network can be used for either pre-classification or recognition. 4. CASCADED MKLN NETWORK



To speed up the recognition in PRPLS application, it is usually desirable to pre-select a number of candidates with a small portion of extracted features prior to final recognition. Because the nodes are easily added or deleted from the proposed MKLN during runtime, multiple MKLN networks can be cascaded to perform system training or recognition.
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where B j is the tuning strength in >0,1@ . To ensure convergence of the learning, the adaptation rate B j is evaluated in compliance with the GLVQ algorithm [3, 5] as follows: £¦ B0 v j Dj ¦¦ , if j v g 2 ¦¦ U t ( D j + Dm ) ¦¦ Bj =¤ (8) ¦¦ B v Dj 0 l ¦¦ , otherwise ¦¦ t D + D 2 ( l j) ¦¥ where B0 is a constant and D j , v j , q are derived using Dj = d j + q



2



, j = 1,! , J



£ Dg  D j ¦ ¦¦ ¦¦ D + D , if j v g g j μ j = ¦¤ ¦¦ Dg  Dl ¦¦ , otherwise ¦¦ Dg + Dl ¥ 1 H j (t ) = μ t 1+ e j



(9)



v j = H j (t )×(1 H j (t ))
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Step 12: If there is still unused training vectors left, feed the next vector qc into the network and go ___________________________________________ 0-7803-8560-8/04/$20.00©2004IEEE



Figure 4: Cascaded MKLN network In our implementation, two MKLN networks are cascaded together, one for pre-selection of candidates, the other for final recognition. The cascaded MKLN network is illustrated in Figure 4, where MKLNP is used for pre-classification, in which Pp and N p are empirical constants for the pre-classification MKLNP and w iP is a sub-vector of w i ; MKLNR is for final recognition, in which PR 1 and N R N  N P . The vector z P is used to control the tuning of pre-classification representatives w iP when a pre-classification error occurs. If no pre-classification error occurs, the vector y P is used to select the corresponding nodes in the recognition MKLNR and the pre-classification distance vector d P is exported to MKLNR network as well. When pre-classification



139 error happens, the distance vectors d P and z P in the pre-classification MKLN can be used to train the pre-classification prototypes w iP , i 1, 2,! , J , which are the sub-vectors of w i , i



1, 2,! , J 



;



when final recognition error happens, the overall Euclidean distance vector d d P  d R and z R are used to train the character prototypes w i , i 1, 2,! , J . Both final recognition and pre-classification requires training to be more accurate. However, training for pre-classification is frequently neglected. The cascaded MKLN network automatically and consistently takes care of both training. The network structure can be extended to solve all PRPLS problems.



5. EXPERIMENTAL RESULTS AND DISCUSSIONS



database contains 81 bitmap samples per character. To efficiently represent character pattern, we extract 256 Gabor features together with 16 cross-count features to form a raw 272-dimensional feature vector. To make the features more discriminant and to reduce the dimensionality, Linear Discriminant Analysis (LDA) has been applied to transform each raw feature vector to a new feature vector q of 128 dimensions, which is referred as quasi feature vector. The cascaded MKLN network in Fig. 4 was used for the overall system training. In the experiment, we set D 0 0.8 and 71 randomly selected samples per character class are used as training samples and the remaining 10 samples per character are used for testing purposes. As shown in Fig. 5, the MKLN training has improved both pre-classification and recognition accuracies significantly. For training samples, the error rate drops by 84.4% for pre-classification from 0.064% to 0.01% and by 97.7% for recognition from 4.35% to 0.1% within 10 epochs of training. For testing samples, both the pre-classification and recognition accuracies improve at the beginning but start dropping after 4 or 5 epochs. This is probably because some badly written training samples or wrongly labeled samples start dominating the system tuning after a few epochs. To prevent this from happening, we need to identify the bad samples manually and quarantine them during the training. Overall, the results obtained prove the effectiveness of proposed learning network.
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