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Abstract Using futures data for the period 1988-2008, this paper finds evidence that uncertainty associated with negative monetary policy shocks, when the Fed decreases the target rate by more than expected by market participants, decreases the future prices of some energy and metals commodities whereas uncertainty associated with positive monetary policy shocks exerts differential impacts across commodity groups and business cycle states. These results can be interpreted as a response to unanticipated signals by the monetary authority regarding future aggregate demand and inflation. Our analysis also shows that, consistent with the response of commodity price changes, excessive speculative activity decreases as a result of uncertainty associated with negative monetary policy shocks. The results from estimating an asset pricing model suggest that monetary policy uncertainty is not a priced risk factor in the cross-section of commodity price changes which is consistent with the heterogeneous response to monetary policy uncertainty across commodities and commodity groups.
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1. Introduction The surge in commodity prices in the mid-2000s has led to a renewed interest among policymakers, investors and academics in identifying the factors that drive commodity prices. While the inflationary consequences of commodity price increases and the adverse effect of oil price shocks on economic activity are widely studied by academics1 and articulated by policymakers (Bernanke, 2008), the factors driving commodity price fluctuations proved to be more difficult to uncover. However, understanding the behavior of commodity prices is of key importance to designing economic policies that limit their impact on real economic activity and inflation. Factors that have been identified to drive the dynamics of spot commodity prices include convenience yields (Gibson and Schwartz, 1990; Schwartz and Smith, 2000; Gospodinov and Ng, 2013), exchange rates (Chen, Rogoff and Rossi, 2010) and interest rates (Frankel, 2008; Schwartz, 1997). The role of expansionary monetary policy in driving commodity price fluctuations has also recently been a subject of intense scrutiny. For instance, former Federal Reserve (Fed) Chairman Bernanke (2011) states that “while supply and demand fundamentals surely account for most of the recent movements in commodity prices, some observers have attributed a significant portion of the run-up in prices to Federal Reserve policies, over and above the effects of those policies on U.S. economic growth.” The former Fed Chairman’s remarks came amid widespread suggestions by pundits and the financial press2 that the 2000s commodity boom has been due, at least in part, to the loose monetary policy adopted by the Fed. Most notably, Hamilton (2009)
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Despite the widely held view that commodity price increases pass-through to inflation, Gospodinov and Ng (2013) were the first to provide evidence of a robust empirical relation between commodity prices and inflation. 2



See, for example, “Fed fuels commodity price spike”, CNN money, November 30, 2011 and “Fed distances itself from high oil price”, Financial Times, April 15, 2011.
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argues that low short-term interest rates contribute to rising spot commodity prices by encouraging speculative trading activity and that changes in Federal funds futures are associated with changes in commodity prices.3 In this paper, we explore the effect of monetary policy uncertainty on individual commodity prices as well as on commodity price indexes across time and in the cross-section. Using monthly commodity and interest rate futures data, we define monetary policy uncertainty as the square of the unexpected component of Federal funds target rate changes and explore asymmetries in the response of commodity prices to monetary policy uncertainty (MPU) and the state of the business cycle. In view of the increasing financialization of commodities (Gorton and Rouwenhorst, 2006; Tang and Xiong, 2012; Cheng and Xiong, 2014), we argue and provide empirical evidence that MPU is an important determinant of commodity risk premiums. Using data on the positions of traders for individual commodities, we also uncover a novel empirical relation between excessive speculative activity, measured using Working’s (1960) T index, and MPU. Despite the voluminous literature on the effect of monetary policy changes on commodity prices (Basistha and Kurov; 2015; Frankel, 2008) and other financial variables such as interest rates (Kuttner, 2001), exchange rates (Fatum and Scholnick, 2008) and stock returns (Bernanke and Kuttner, 2005), the response of commodity prices to MPU has not been thoroughly investigated in the literature. This is unfortunate given the important role that uncertainty shocks play in determining real activity (Bloom, 2009; Bekaert and Hoerova, 2014; Jurado, Ludvigson
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More specifically, Hamilton (2009) remarks: “The sooner U.S. employment recovers, the sooner the Fed will start raising interest rates, and the sooner the game of putting borrowed cash into commodities would be up. For example, the implied fed funds rate on the September 2010 futures contract went from 0.5% on Thursday to 0.6% on Friday, consistent with the claim that interest rates have been an important factor in recent commodity price movements.”
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and Ng, 2015), the equity risk premium (Anderson, Ghysels, Juergens, 2009; Zhou, 2009) and bond risk premiums (Buraschi, Carnelli and Whelan, 2013).4 With the substantial heterogeneity across individual commodities, commodity groups, and asset classes, it would be interesting to determine whether MPU is an important determinant of commodity price changes. For example, commodity prices tend to be much more volatile than interest rates, exchange rates and stock prices with a wide range of volatility levels also within the commodity class.5 How much MPU contributes to these vastly different volatilities would be undoubtedly of both academic as well as practical relevance for policy makers and investors. Our results suggest that uncertainty associated with negative (i.e. expansionary) monetary policy shocks, when the Fed decreases the target rate by more than expected by market participants, decreases the future prices of some energy and metals commodities whereas uncertainty associated with positive (i.e. contractionary) monetary policy shocks exerts differential impacts across commodity groups and business cycle states. These results can be interpreted, in the spirit of the theoretical model developed in Sockin and Xiong (2015), as a response to unanticipated signals by the monetary authority regarding expected aggregate 4



We should note, at the outset, that various definitions of economic uncertainty are employed in existing research. Bloom (2009) uses the Chicago Board Option Exchange (CBOE)’s S&P 500 option-implied volatility index (VIX) to measure economic uncertainty. Bekaert and Hoerova (2014) refine Bloom’s (2009) approach by decomposing the VIX into uncertainty, proxied for using stock market volatility, and a variance risk premium. Jurado, Ludvigson and Ng (2015) define time-varying economic uncertainty as the common component extracted from a large panel of unexpected changes in macroeconomic variables. Anderson, Ghysels, Juergens (2009) measure uncertainty as the degree of disagreement among professional forecasters while Buraschi, Carnelli and Whelan (2013) combine a Taylor rule estimate of the Federal funds rate with survey forecasts to measure MPU. Baker, Bloom and Davis (2013) devise an economic policy uncertainty index which comprises measures of uncertainty relating to fiscal, monetary and regulatory actions. Given that our interest centers specifically on examining the effect of MPU on commodity prices, we opt not to employ the existing measures of economic uncertainty. We discuss the reasons we opt not to use the uncertainty measures discussed before as well as the advantages of our measure of MPU in greater detail in Section 2.3. 5



For 2006, the annualized volatilities of 10-year US Treasury note, Euro/Dollar exchange rate, S&P 500 returns, crude oil, wheat, copper and natural gas were 3.8%, 7.2%, 9.7%, 26.4%, 29.5%, 38.5% and 62.2%, respectively (Burghardt, 2008).
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demand or inflation. We also provide novel empirical evidence of a strong relation between MPU and excessive speculative activity and show that the adjustment in the excessive speculative activity is consistent with the observed commodity price reaction to MPU. Our findings also relate to a growing and interesting strand of recent research (Bakshi, Gao and Rossi, 2016; Daskalaki, Kostakis and Skiadopoulos, 2014; Marshall, Nguyen and Visaltanachoti, 2012; Yang, 2013; Skiadopoulos, 2013; Szymanowska, de Roon, Nijam and van den Goorbergh, 2014) which thoroughly examines the existence of common factors in the crosssection of commodity futures returns. A number of conclusions can be distilled from this line of research. First, commodity futures markets appear to be segmented from other asset classes such as equities and fixed income (Skiadopoulos, 2013). Second, significant heterogeneities also exist within commodity classes making it difficult to identify common risk factors in the cross-section of commodities. In fact, Daskalaki, Kostakis and Skiadopoulos (2014) employ a vast array of asset pricing models to examine the existence of common risk factors in the cross-section of commodity futures. The authors’ findings highlight the difficulty in identifying such common factors and point to an important element of heterogeneity in the response of commodity futures returns to risk factors. Nonetheless, the search for common factors in the cross-section of commodity futures is not entirely futile given that Yang (2013), Szymanowska, de Roon, Nijam and van den Goorbergh (2014), Bakshi, Gao and Rossi (2016) and Marshall, Nguyen and Visaltanachoti (2012) provide empirical evidence that commodity-specific risk factors, and in particular the basis factor, appear to be priced in the cross-section. More specifically, using commodity portfolios as test assets, Yang (2013) identifies a priced basis factor by sorting commodities into high-basis and low-basis portfolios. In a similar vein, Szymanowska, de Roon, Nijam and van den Goorbergh (2014) 5



construct commodity-specific factor-mimicking commodity portfolios by sorting on the basis, momentum, hedging pressure and liquidity (among other variables) and show that the highminus-low basis risk factor successfully explains the cross-section of commodity futures spot premiums. Similarly, Bakshi, Gao and Rossi (2016) provide empirical evidence that an average commodity factor, a carry factor and a momentum factor are priced in the cross-section of commodity futures. In a related study, Daskalaki, Kostakis and Skiadopoulos (2014) uncover weaker evidence of commodity-specific risk factors being priced in the cross-section when individual commodity futures returns are employed as test assets. In order to provide a more detailed explanation of the observed heterogeneity in the response of commodity prices to MPU, we thoroughly examine whether MPU is a priced risk factor in the cross-section of commodity futures. More specifically, we estimate an asset pricing model which incorporates the basis, momentum and hedging pressure factors and investigate whether MPU is priced in the cross-section of commodity futures once these commodity-specific risk factors are accounted for. Our findings suggest that MPU is not a priced risk factor in the cross-section and we argue that the heterogeneous response of commodity price changes to MPU, observed across and within commodity groups, is consistent with our asset pricing results. The rest of the paper is organized as follows. Section 2 presents a no-arbitrage model of commodity price determination which provides the theoretical foundation for our empirical specifications and describes the construction of the surprise component of Federal Funds target rate changes, our proxy for MPU as well as the measure of excessive speculative activity. Section 3 reports the empirical results on the effect of MPU on commodity prices in the time series and cross-section as well as excessive speculative activity’s response to MPU. Section 4 concludes. 6



2. Model and Data 2.1. A no-arbitrage model of commodity price determination In this section, we follow Gospodinov and Ng (2013) and provide a concise description of the no-arbitrage model that relates commodity prices to MPU. The theory of normal backwardation, first advanced by Keynes (1930), posits that investors who are long a futures contract earn a risk premium to compensate for the risk of fluctuations in the spot prices. Let S jt and F jt(n ) denote the spot and futures price of commodity j for delivery at time



t  n. In the presence of a time-varying risk premium, the futures basis can be expressed as:



F jt( n)  S jt  Et [S jt n ]  S jt   jt( n) ,



(1)



where  jt( n )  Et [S jt n ]  F jt( n ) denotes a time-varying risk premium. Equation (1) shows that the futures basis consists of a component related to expected spot price changes Et [ S jt  n ]  S jt as well as a risk premium component  jt(n ) . Let y (jtn)  (S jt  F jt( n ) ) / S jt ,  (jtn )   jt( n ) / S jt and Et [( n) s jt  ]  ( Et [S jt  ]  S jt ) / S jt . Then, dividing equation (1) by S jt yields:



Et [( n ) s jt  ]   (jtn)  y (jtn) .



(2)



Equation (2) demonstrates that expected commodity spot price changes directly relate to the risk premium and the futures basis. In the empirical counterpart of equation (2), we parameterize the risk premium in terms of observables as



 (jtn)     .MPU t   ' zt where MPUt is our



monetary policy uncertainty measure and zt is a vector of other conditioning variables, such as open interest growth, hedging pressure and inflation.
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MPUt is included in the time-varying risk premium component in light of the empirical evidence suggesting that monetary policy shocks affect commodity prices (Basistha and Kurov, 2013; Frankel, 2008, Rosa, 2014). Substituting for the risk premium in equation (2) yields:



Et [( n ) s jt  ]     .MPU t   ' zt  y (jtn )



(3)



We also include, in the empirical counterpart to equation (3), a recession dummy variable to account for the variation in the risk premium over the business cycle.6



2.2. Commodity price data Our data consist of monthly futures prices for a cross-section of twenty commodities from the metals, energy, foodstuffs, grains and oilseeds, industrials and livestock and meats groups over the period December 1988 to December 2008. Table A.1 of Appendix A provides information about each of the commodities used in the analysis.7 The Standard and Poor’s-Goldman Sachs (S&P-GSCI) and the Reuters/Jefferies CRB (RJ-CRB) commodity price indexes are employed as broad measures of spot commodity prices. The S&P-GSCI index is chosen as a “tradable” benchmark for passive commodity investing.8 The starting and ending date of our sample are dictated by the availability of Federal funds futures and target rate data (further discussed in Section 2.3) used in computing the monetary
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Cochrane (2005) offers an extensive treatment of variations in asset risk premiums across the business cycle.
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Table A.1 provides information regarding the commodity ticker, the commodity description, the futures exchange as well as the contract months. 8



Stoll and Whaley (2010) note that the Goldman Sachs index comprises commodities whose futures markets are deep and liquid thus making the index “tradable”. Erb and Harvey (2006) discuss the Reuters/Jefferies CRB index as another popular measure of aggregate commodity prices. We therefore employ these two indexes in our analysis. A third commonly used “tradable” commodity price index is the Dow Jones-UBS index. We do not employ the Dow Jones-UBS (DJ-USB) index due to limited data availability. Erb and Harvey (2006) note that, as of May 2004, the S&P-GSCI index accounts for 86% of combined total open interest of the three indexes while the Reuters/Jefferies CRB index accounts for 4% of total open interest.
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policy shocks and our MPU proxy.9 With the onset of the financial crisis, the Fed decreased the target rate towards the zero lower bound and started adopting unconventional/unorthodox monetary policy actions (such as the Large Scale Asset Purchases also known as Quantitative Easing). Given the marked differences between conventional and unconventional monetary policy actions and their potentially distinct effects on asset prices, we do not extend our sample beyond 2008. We follow Fama and French (1987, 1988) and Gospodinov and Ng (2013) by approximating the spot prices using the nearest (i.e. front or first) futures contract. Fama and French (1987, 1988) elect to use the nearest futures price in lieu of the spot price as a result of the absence of accurate spot price quotes. The futures price is, in turn, considered to be the next-to-nearest futures price. Commodity prices for the nearest and next-to-nearest futures are obtained from the Commodity Research Bureau (CRB) at the daily frequency. Following existing research (Bessembinder, 1992; Bessembinder and Chan, 1992; Gorton and Rouwenhorst, 2006; Gorton, Hayahsi and Rouwenhorst, 2012, Daskalaki, Kostakis and Skiadopoulos, 2014; Fuertes, Miffre, Fernandez-Perez, 2015 among others), we adopt a roll-over strategy when constructing a continuous futures price series. More specifically, we roll over from the nearest to the next-to-nearest futures contract on the first day of the expiration month. This rollover strategy mimics a mechanical trading rule in which an investor closes her position in the nearest contract on the last day of the month preceding contract expiration and opens a position in the next-to-nearest contract. Using the prior roll-over strategy carries two advantages. First, it allows us to avoid the high volatility as the contract expiration nears (Bessembinder,
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Federal funds futures started trading on the Chicago Board of Trade (CBOT) in October 1988. The Federal funds target rate series was discontinued in mid-December 2008 and replaced by upper and lower bound target rate series.
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Coughenour, Seguin and Monroe Smoller, 1996). Second, the commodity price changes would measure the returns which accrue to an investor from holding the futures contract. Monthly commodity price changes are constructed as the difference between the spot prices at the beginning and the end of the month t: s jt 



S (jtl )  S (jtf ) S (jtf )



,



(4)



where S (jtf ) and S (ljt ) denotes the nearest futures price at the beginning and the end of the month, respectively. In line with the no-arbitrage model in Section 2.1, we compute the futures basis as:10 y jt 



S (jtl )  F jt( l ) S (jtl )



.



(5)



The descriptive statistics for the commodity price changes and the futures basis are presented in Panel A of Table 1. [Insert Table 1 here] The summary statistics show that for twelve of the commodities included in our cross-section, commodity price changes are, on average, positive. In particular, the descriptive statistics suggest that commodity investors holding long futures positions in the metals, energy and livestock and meats earned a positive risk premium over the sample period considered. In contrast, the industrial commodities group (lumber and cotton) exhibits, on average, negative price changes. Table 1 also shows that commodity price changes exhibit little first-order autocorrelation.
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Note that all the futures contracts we employ in our empirical analysis are next-to-nearest futures contracts. That is, in reference to Section 2.1, the maturity of the futures contract is n = 1. In what follows, we therefore suppress, for notational convenience, the dependence of the basis on the maturity period n.
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2.3. Monetary policy surprise and monetary policy uncertainty We employ Federal funds futures, officially known as thirty-day interest rate futures, to gauge the surprise component of Fed funds target rate changes and to measure MPU. Federal funds futures are interest rate futures contracts that settle on the average of the month’s overnight Federal funds rate. The contract is cash-settled daily (i.e., marked-to-market) and the initial contract size is five million dollars. Due to daily cash settlement and collateral requirements, default risk in Federal funds futures is negligible. Federal funds futures started trading on the Chicago Board of Trade (CBOT) in October 1988 where contracts with deliveries ranging from the current month to several months ahead exist.11 We follow Bernanke and Kuttner (2005) and define the target rate surprise as the difference between the average funds rate target for month t and the one-month-ahead futures rate on the last day on month t-1: itu 



1 D it ,d  Ft (11), D ,  D d 1



(6)



where it ,d denotes the Federal funds target rate on day d of month t, Ft (11), D is the Federal funds futures rate from the last day of month t-1 and D denotes the number of days in month t. The time series dynamics of the monetary policy surprise is displayed in Figure 1. [Insert Figure 1 here] Figure 1 shows that monetary policy shocks exhibit greater volatility during recessions. In contrast to the 1988-1995 period which is characterized by elevated volatility in the monetary policy surprises, an improvement in the futures-based forecast accuracy of Fed actions occurs
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While contracts up to twelve months ahead exist, the liquidity typically drops sharply beyond the first six contracts. The one-month-ahead Federal funds futures contract we employ in this paper is highly liquid.
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over the 2002-2006 period.12 This improvement in Fed funds futures forecast accuracy of monetary policy actions translates into a decrease in the volatility over the 2002-2006 period. However, the volatility of the monetary policy surprises increases again with the onset of the subprime mortgage crisis. MPU is measured as the square of the monetary surprise in equation (6). Our definition of MPU is a natural gauge of dispersion in market-based expectations of monetary policy and is consistent with a number of studies which directly relate interest rate volatility to uncertainty regarding the monetary policy stance (Bauer, 2012; Chang and Feunou, 2014, Swanson, 2006).13 In order to compare our MPU measure to other measures of interest rate uncertainty, we also compute the realized volatility of Eurodollar futures. The time series dynamics of our MPU measure as well as the realized volatility of Eurodollar futures are displayed in Figure 2. [Insert Figure 2 here] We view Figure 2 as illustrative of the fact that our measure of MPU, computed from Federal funds futures data, is more representative of market participants’ uncertainty regarding the monetary policy stance for several reasons. First, our MPU measure accurately reflects the increased transparency in the Fed’s communication since 1994 (and especially after 2002). That is, our MPU measure, which is close to zero in the period 2002 to 2006, is consistent with the decrease in market participants’ uncertainty regarding interest rates as well as their increasing ability to forecast the Federal funds rate as argued in Swanson (2006) and Lange, Sack and
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Swanson (2006) relates the decrease in volatility witnessed over the 2002-2006 period to increased Fed transparency. 13



Another MPU measure can be recovered from the prices of options on Federal funds futures. For further details on this approach, see Carlson, Craig and Melick (2005) and Emmons, Lakdawala and Neely (2006). Options on Federal funds futures began trading on the Chicago Board of Trade in March 2003. Using options prices to gauge MPU would therefore significantly limit our sample size.
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Whitesell (2003). In contrast, Eurodollar futures exhibited episodes of high volatility between 2002 and 2006 which might not be directly attributable to MPU. We should note, at the outset, that other definitions of economic uncertainty are employed in existing research. Unfortunately, none of these measures is suitable for measuring MPU per se. First, the Chicago Board Option Exchange (CBOE)’s S&P 500 option-implied volatility index (VIX), used by Bloom (2009) to measure economic uncertainty, is a good proxy for equity (or financial) market uncertainty as well as a market fear gauge (Whaley, 2000, 2009). However, the VIX does not explicitly measure monetary policy uncertainty. Bekaert and Hoerova’s (2014) refinement of the VIX is also an excellent measure of equity market uncertainty but does not explicitly measure market participants’ uncertainty regarding the monetary policy stance. Similarly, the time-varying uncertainty measures of Jurado, Ludvigson and Ng (2015) and Baker, Bloom and Davis (2013) are measures of economic uncertainty and do not directly measure uncertainty relating to monetary policy actions. The measures of uncertainty proposed by Anderson, Ghysels, Juergens (2009) and Buraschi, Carnelli and Whelan (2013), which exploit the cross-sectional dispersion in survey responses, yield a measure of MPU that is available only at the quarterly frequency. Given that we employ monthly data, we require a measure of MPU at a higher frequency. In sum, we believe that our MPU measure is the only one that identifies and isolates the monetary policy surprises explicitly. The uncertainty measures discussed above entangle other effects that are unrelated to monetary policy. In our empirical analysis, we define MPU associated with positive Federal funds rate surprises as:



 



2



MPUPt  itu D( itu  0) ,



while MPU associated with negative monetary policy shocks is given by: 13



(7)
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MPUN t  itu D( itu  0).



(8)



The constructed monthly Federal funds rate surprise and MPU measures are regularly spaced and form typical time series to which time series methods can be applied.



2.4. Excessive Speculative Activity The Commodity Futures Trading Commission (CFTC) requires traders with a position exceeding specific regulatory limits to report the details of their activities on a weekly basis. 14 Namely, the CFTC classifies traders into commercial and non-commercial users of futures contracts. Previous contributions to the literature (Bessembinder, 1992; de Roon, Nijman and Veld, 2000; Szymanowska, de Roon, Nijman and van den Goorbergh, 2014) consider commercial users of futures contracts to be traders or institutions using the futures contracts for hedging purposes. Traders or institutions falling into the non-commercial group are typically considered to be speculators (Schwarz, 2012). We note, in this context, that a number of studies (Ederington and Lee, 2002; Schwarz, 2012) acknowledge and discuss some difficulties that relate to classifying (non)commercial users of futures contracts as (speculators) hedgers.15 Working (1960) postulates that futures markets’ main function is to provide traders with an avenue to meet their hedging needs. That is, in Working’s (1960) view, the role of speculators is to provide sufficient liquidity to the market (i.e. assume the other side of trade) to allow hedgers 14



These positions are referred to as reportable positions in COT reports. The CFTC notes that 70 to 90 percent of total open interest is accounted for by reportable positions in any given market. Weekly positions of traders data are available starting 1992 while semi-monthly data are available starting 1986. 15



Most notably, Ederington and Lee (2002) argue that some traders who are classified by the CFTC as commercial users in the heating oil futures market do in fact engage in speculative activities. Classifying non-commercial users of futures contracts as speculators has received a broader consensus in the literature. A more detailed classification of traders is available in the disaggregated commitment of traders (DCOT) reports. The DCOT data is available starting only in 2006, however. Using these data would, unfortunately, significantly limit our sample size.
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to fulfill their trading needs. If the short and long positions of hedgers net out, speculators are not needed in futures markets. Starting from this premise, Working (1960) proposes an index of excessive speculative activity which provides the amount by which speculators’ positions exceed the minimum necessary to meet hedging demand. Following existing studies (Buyuksahin and Harris, 2011; Buyuksahin and Robe, 2014; Sanders, Irwin and Merrin, 2010), we compute Working’s (1960) T index for commodity j as: 1  SS jt /( HL jt  HS jt ) T jt   1  SL jt /( HL jt  HS jt )



if .HS jt  HL jt , if .HL jt  HS jt



(9)



where SS denotes the number of short positions of speculators (non-commercial traders), SL denotes the number of long positions held by speculators and HL and HS denote, respectively, the number of long and short positions of hedgers (commercial traders). Sanders, Irwin and Merrin (2010) note that a Working’s (1960) T index of one, the lowest value the index can attain, indicates the number of long speculation positions and the number of short hedging positions exactly offset each other. In practice, it is very unlikely for the number of long speculative and short hedging positions to be equal and the Working (1960) T index measures the amount of speculative activity over and above what is needed to meet hedging demand.16 The summary statistics for the excess speculative activity for the cross-section of commodities that we consider in our analysis are reported in Table 1. The descriptive statistics demonstrate that all the commodity futures contracts considered exhibit some excessive speculative activity as measured by Working’s (1960) T index. The lumber futures contract
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As noted in Sanders, Irwin and Merrin (2010), a Working’s (1960) T index of 1.10, for example, indicates that speculative activity is ten percent higher than needed to satisfy hedging demand. Sanders, Irwin and Merrin (2010) provide an excellent discussion of Working’s (1960) T index.
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exhibits the largest excessive speculative activity of 46% while the heating oil futures display the smallest excessive speculative activity of 4%. It is interesting to note that the excessive speculative activity appears to be more pronounced in the livestock and meats and industrials groups than in the energy and metals groups. In contrast to commodity price changes which exhibit little persistence, the first-order autocorrelation of Working’s (1960)’s T index shows relatively high persistence with values ranging from 0.45 (for platinum) to 0.88 (for crude oil).



2.5. Recession Dummy Variable In order to account for variation in commodity risk premiums across the business cycle, we interact, in our empirical specifications, MPUP and MPUN with a recession dummy variable. Given that we employ predictive regressions in our empirical analysis, it is important to ensure that our predictors are available within investors’ information sets at time t. Therefore, the construction of our recession dummy variable warrants some discussion at this stage. In the U.S., the National Bureau of Economic Research (NBER) dates the business cycle. However, the NBER-dated business cycle peaks and troughs are announced with a significant time lag. As a result, a recession dummy variable based on the NBER dating scheme assumes that investors have more information than available to them in real time. In order to circumvent this problem, we follow Basistha and Kurov (2008) by relying on a combination of the three-month moving average of the Chicago Fed National Activity Index (CFNAI3M) and the NBER announcement dates to determine business cycle peaks and troughs in real time. According to the Federal Reserve Bank of Chicago (2013), a drop in the CFNAI3M below -0.7 indicates an “increase in the likelihood that a recession has begun”. In contrast, an 16



increase in the CFNAI3M above the +0.2 threshold indicates an increase in the likelihood that a recession has ended. As noted in Basistha and Kurov (2008), the CFNAI3M dropped below the -0.7 threshold on September 1990 and exceeded +0.2 in in January 1993. However, an NBER announcement dated December 22, 1992 indicated that the recession ended in March 1991. Similarly, the CFNAI3M dropped below -0.7 in January 2001 and surpassed the +0.2 threshold in November 2003. The NBER announcement, dated July 17, 2003, indicated November 2001 as a trough in the business cycle. Finally, the CFNAI3M decreased below the -0.7 threshold in February 2008 and did not surpass the +0.2 throughout the remainder of our sample. The NBER recession announcement occurred outside of our sample period (on September 20, 2010). Based on the prior discussion, we construct a recession dummy variable that takes the value one between (i) September 1990 and December 1992, (ii) January 2001 and July 2007 and (iii) February 2008 and December 2008 and zero otherwise. By relying on a combination of the three-month moving average of the Chicago Fed National Activity Index (CFNAI3M) and the NBER announcement dates to determine business cycle peaks and troughs, our estimated predictive regressions only incorporate data available in investors’ information sets at time t. In other words, our recession dummy variable is based on information that investors can acquire in real time.



3. Econometric approach and results 3.1. The response of commodity price changes to MPU Commodity prices are expected to respond differently to MPUP and MPUN. Consider first uncertainty associated with negative monetary policy shocks. MPUN signals attempts by the Fed 17



to stimulate the economy. Uncertainty associated with positive monetary policy shocks suggests, in contrast, expectations of higher output and inflation. Therefore, accounting for asymmetries with respect to the sign of MPU allows us to more closely inspect the response of commodity price changes to MPU and would be in line with recent contributions to the literature (Chulia, Martens and van Dijk, 2010). We also account, in our empirical specification, for variation in the commodity risk premiums across the business cycle (Fama and French, 1988; Cochrane, 2005) and for a number of observable risk premium proxies: s jt 1     r  MPUPt .DtR   e MPUPt .(1  DtR )   r  MPUN t .DtR   e MPUN t .(1  DtR )   ' zt   jt 1 ,



(10)



where DR is our recession dummy variable described above and z t is a vector containing the following commodity-specific and macroeconomic risk factors: The equally-weighted commodity market return, hedging pressure, growth in dollar open interest, inflation, commodity-specific illiquidity and the commodity market time series momentum factor of Moskowitz, Ooi and Pedersen (2012).17 A few remarks regarding our empirical specification are warranted. Equation (10) is a predictive regression in which MPUP, MPUN and the risk premium proxies are predetermined since they are measured at time t. The predictive regression setting of equation (10) therefore
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Prior research suggests that commodity-specific variables contain predictive power and proxy for the latent risk premium. Hong and Yogo (2012) find that open interest growth is highly correlated with macroeconomic activity and contains information about future economic conditions that are not embedded in past commodity prices. Other studies find that hedging pressure possesses predictive power for commodity futures returns (e.g., Bessembinder, 1992; de Roon, Nijman and Veld, 2000; Szymanowska, de Roon, Nijman and van den Goorbergh, 2014). Commodity-specific illiquidity is computed following Marshall, Nguyen and Visaltanachoti (2012, 2013) who adapt Amihud’s (2002) stock illiquidity measure to commodities.
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alleviates endogeneity concerns.18 It is important to note, however, that our empirical approach, which uses predictive regressions, is very different from a typical “event study” approach in which only the surprise component of MPU would be expected to affect commodity price changes. Our findings should be interpreted bearing in mind that the coefficients in equation (10) measure the effects of MPUP and MPUN on future commodity price changes. The coefficient



 r  gives the response of commodity price changes to MPUP during recessions while  e measures the response of commodity price changes to MPUP during expansions. Similarly, the coefficients  r  and  e  provide, respectively, the response of commodity price changes to MPUN during recessions and expansions. The results from estimating equation (10) for our cross-section of twenty commodities are reported in Table 2. [Insert Table 2 here] A number of interesting observations emerge from the results in Table 2. First, the coefficients associated with MPUP tend to be larger than those of the MPUN for all the commodities. When the null hypothesis H 0(1) :  r    r  is tested using a t-test, we reject the null at the 1% level for the metals commodities, corn, soybeans, wheat and feeder and live cattle. H 0(1) is also rejected at the 5% level for heating oil and lumber and at the 10% level for crude oil and cocoa. The null hypothesis H 0( 2) :  e   e is rejected at the 1% level for the energy commodities, sugar, oats and feeder cattle and at 5% level for the metals commodities. H 0( 2 ) is also rejected at the 10%
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We acknowledge that future monetary policy actions may respond to commodity price changes. Our regressors may not be strictly exogenous but this does not undermine our empirical approach or affect our results.
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level for cocoa. Turning to spot commodity price changes, H 0( 2 ) is rejected for the both spot commodity price indexes while H 0(1) is rejected for the S&P-GSCI index. Second, some commodity prices appear to exhibit a (business cycle) state dependent response to MPU. At first glance, the response of commodity prices to MPUP and MPUN appears to be larger and more significant during recessions than during expansions. This latter finding is consistent with existing empirical evidence of a business cycle state dependent response to macroeconomic and monetary policy news in commodity (Hess, Huang, Niessen, 2008) and other asset markets. When we test for asymmetries in the response of commodity prices to MPUP and MPUN across the business cycle, the null hypothesis H 0(3) :  r    e is rejected, at the 1% level, for the energy commodities, cocoa, sugar, soybeans, wheat, feeder and live cattle as well as the S&P-GSCI index. In contrast, the null H 0( 4 ) :  r    e is rejected at the 1% level only for cotton, feeder and live cattle. 19 Third, our results suggest an important element of heterogeneity in the response to MPUP across commodities and commodity groups. While the energy commodities respond negatively to MPUP during recessions, the metals commodities’ (with the exception of copper) response is positive (during both recessions and expansions). In contrast, the two commodity groups’ response to a MPUN shock is uniformly negative. The S&P-GSCI commodity price index inherits the response of the energy commodities to MPUP and MPUN while the Reuters/Jefferies CRB index’s response to MPU shocks is smaller in magnitude and less significant.20 Given the Reuters/Jefferies CRB’s index more equal
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H 0( 3) is also rejected at the 5% level for corn while H 0( 4 ) is rejected at the 5% (10%) level for oats and lean hogs



(heating oil). 20



Stoll and Whaley (2010) note the S&P-GSCI index is heavily weighted in favor of commodities in the energy group as these account for nearly 70% of the index. The similarity in the responses of the S&P-GSCI index and the
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weighting of the different commodities, the smaller response is likely attributable to the confounding of the heterogeneous (and at times opposite) responses of several commodities and commodity groups to MPU. Some remarks regarding the presence of asymmetries in the response of commodity prices to MPU are in order. The observed heterogeneity in the responses of individual commodities and across (or within) commodity groups is expected a priori. We argue that such a differential response of commodity price changes to MPUP and MPUN is partly due to the different characteristics and potential uses of the individual commodities considered. For instance, when considering the metals group, gold is an investment commodity whereas copper has significant industrial uses. The responses of these commodities are therefore expected to be, at the outset, different. In addition, our asset pricing results, presented in Section 3.3, indicate that MPU is not a common (i.e. priced) risk factor in the cross-section of commodities. Viewed in this light, the heterogeneity in the time series response to MPU across commodities and commodity groups is not surprising. With the increasing financialization of commodities (Tang and Xiong, 2012; Cheng and Xiong, 2014), investors can easily change their portfolio allocation between equities, fixed income securities and commodities. Given that the sign of the MPU shock contains information regarding expected future economic activity, the observed heterogeneities in the response of individual commodities may result from portfolio reallocation by investors.



energy commodities to MPU shocks is therefore not surprising. Erb and Harvey (2006) discuss the composition of the Reuters/Jefferies CRB index and note that, prior to June 20, 2005 the index is constructed by geometric equal weighting. The different construction of the indexes and the equal weights assigned to all commodities in the Reuters/Jefferies CRB index is a potential explanation of the differential response to MPUP and MPUN, reported in Table 2, of the S&P-GSCI and Reuters/Jefferies CRB indexes. The S&P-GSCI index can be viewed as being more “financialized” than the Reuters/Jefferies CRB index and therefore more responsive to MPU.
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MPUP constitutes negative news to stocks whose cash flows (dividends) are valued at a higher than expected discount rate. In light of the negative news to stocks stemming from MPUP, investors seek other investments and turn to the relative safety of the precious metals. The increased demand leads to an increase in the price of the metals commodities. In addition, MPUP signals the Fed’s expectations of future increases in inflation. To the extent that precious metals act as hedges against inflation, the increase in the price of the precious metals can also result from increased demand by investors to hedge against (expected) higher inflation.21 The response of crude and heating oil price to MPUP mimics that of the metals commodities during expansions, while MPUP constitutes negative information to energy market participants during recessions. In contrast, MPUN signals an attempt by the monetary authority to stimulate future economic activity and can be viewed as negative news to commodity market participants. The negative expected future economic outlook translates into a decrease in metals and energy commodity prices given the forward-looking nature of commodity markets. Barsky and Kilian (2002, 2004) argue that monetary policy affects commodity prices indirectly through its effect on expectations of future inflation and output growth. For example, it is plausible that the Fed increases the target rate more than market participants expect due to expectations of higher inflation. Given that we control for inflation explicitly as an observable
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More specifically, a number of prior studies provide evidence of a negative relation between monetary policy surprises and stock returns (see, for example, Bernanke and Kuttner, 2005). Chulia, Martens and van Dijk (2010) show that the decrease in stock returns following positive surprises is, on average, larger than for negative surprises. The increase in gold, platinum and silver prices following MPUP would be consistent with investors/speculators reallocating their portfolios from equities to the precious metals. In fact, examining the response of equitycommodity correlations to MPU would be an interesting avenue for future research.
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risk factor in equation (10), the response of commodity price changes to MPU cannot be attributed to its indirect effect on inflation.



3.2. Excessive speculative activity and MPU MPU can exert an effect on commodity prices by enticing traders to shift in or out of commodity futures contracts. In order to investigate this hypothesis, we relate excessive speculative activity, measured using Working (1960)’s T index to MPUN and MPUP. Equation (10) is re-estimated (with the risk factors omitted as additional regressors) with Working’s (1960) T index used as a dependent variable in lieu of the change in commodity prices: T jt 1     r  MPUPt .DtR   e MPUPt .(1  DtR )   r  MPUN t .DtR   e MPUN t .(1  DtR )  v jt 1 ,



(11)



The results from estimating equation (11) are reported in Table 3. [Insert Table 3 here] In line with commodity price changes’ response to MPU, our results show that excessive speculative activity’s response to MPUP during expansions exhibits heterogeneity. While the excessive speculative activity of the metals commodities and oats responds negatively to MPUP, the response of crude oil, orange juice, corn, wheat, feeder (live) cattle and cotton’s excessive speculative activity is positive. The response of excessive speculative activity to MPUP during expansions and MPUN during recessions and expansions is more uniform as most commodities’ Working’s T are negatively associated with MPU. As argued earlier, MPUN can be viewed as negative news to commodity traders as it signals the Fed’s attempts to stimulate the economy. The negative news stemming from MPUN induces speculators to decrease their long positions. The resulting decrease in excessive speculative 23



activity is consistent with the decrease in commodity prices following a MPUN shock reported in Table 2. Sockin and Xiong (2015) develop a theoretical model which incorporates informational feedback effects from commodity spot and futures prices to commodity demand. More specifically, Sockin and Xiong’s (2015) model posits that commodity market trading serves to aggregate information on latent global economic strength.22 Following a MPUN shock, which signals expectations of lower future economic output, speculators, who are positive feedback (or momentum) traders (Rouwenhorst and Tang, 2012; Schwarz, 2012), decrease their trading activity. In line with the dissimilar commodity price responses to MPUP, excessive speculative activity responds differently to a MPUP shock across individual commodities and states of the business cycle. These different responses can occur under a “differences of opinion” equilibrium (see, for example, Singleton, 2014) in which speculators disagree in their interpretation of common information.



3.3. MPU and the cross-section of commodity prices: Asset pricing tests As noted earlier, a sizeable literature examines the existence of common risk factors in the crosssection of commodity futures. The heterogeneous responses of individual commodities and commodity groups to MPU which we uncover in the time series might stem from the fact that MPU is not a priced risk factor in the cross-section.
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The authors find a unique equilibrium in which the commodity prices are a function of latent global economic strength.
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To examine this hypothesis, we follow existing contributions to the literature by estimating an asset pricing model using our cross-section of twenty commodities. In light of the success of the basis (Bakshi, Gao and Rossi, 2016; Bhardwaj, Gorton and Rouwenhorst, 2015; Szymanowska, de Roon, Nijman and van den Goorbergh, 2014, Yang, 2013) and momentum (Bakshi, Gao and Rossi, 2016) factors in pricing the cross-section of commodity futures returns, we include these two commodity-specific factors in our asset pricing model. A hedging pressure factor is also included in our model in view of its success as a forecasting variable in the time series (de Roon, Nijam and Veld, 2000) and cross-section (de Roon, Nijman and van den Goorbergh, 2014) of commodity futures returns as well as its use in existing studies (Daskalaki, Kostakis and Skiadopoulos, 2014). In line with Daskalaki, Kostakis and Skiadopoulos (2014), we also include the equally-weighted commodity market price change, computed by equally weighting the price changes of the twenty commodities in our cross-section, as a risk factor. Our asset pricing approach closely follows Daskalaki, Kostakis and Skiadopoulos (2014)’s important contribution in two important respects. First, we employ individual commodity price changes as test assets. Second, we utilize two versions of the commodity-specific risk factors by constructing the zero-cost long-short factor mimicking portfolios using five and twenty commodities. More specifically, we construct High-Minus-Low (HML) factor mimicking portfolios by sorting commodities based on the basis, momentum and hedging pressure factors.23 Let HMLB, HMLHP and HMLM denote, respectively, the HML basis, hedging pressure and momentum risk factors. Let s M denote the change in the price of equally-weighted portfolio.
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The construction of the factor-mimicking portfolios is detailed in Appendix B.
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To examine whether MPU is a priced risk factor in the cross-section, we next estimate an asset pricing model. Following Daskalaki, Kostakis and Skiadopoulos (2014), the beta formulation of a K-factor asset pricing is given by:



E ( s j )   'j  for j = 1,2,…,N.



(12)



where s j denotes the price changes on commodity j’s nearby contract. Our asset pricing models are estimated using a two-pass Generalized Least Squares (GLS) approach. In the first pass, we estimate the betas from a time-series regression of individual commodity price changes on the market return, the HMLB, HMLM , HMLB and MPU factors: s jt 1  a j   jM stM1   jHP HMLHPt 1   jB HMLBt 1   jMOM HMLMt 1   jMPU MPU t 1  e jt 1 , (13)



The market prices of risk, M , HP ,  B , M and  MPU are then estimated from a second-pass cross-sectional regression: E ( s jt 1 )  a j   jM M   jHP HP   jB B   j MOM   jMPU MPU .



(14)



The results from estimating the asset pricing model are provided in Table 4. [Insert Table 4 here] The results in Table 4 suggest that, when the entire cross-section of commodities is used to construct the risk factors, the basis and momentum factors are priced if the Fama and MacBeth (1973) and Shanken (1992) standard errors are used. In contrast, the momentum risk factor is the only priced risk factor when the factor-mimicking portfolios are constructed using five commodities. Interestingly, the momentum risk factor continues to be priced even when we employ the misspecification robust standard errors of Kan, Robotti and Shanken (2013). While Shanken (1985)'s test cannot reject the null of correct model specification, Gospodinov, Kan and Robotti (2014) show that this test is inconsistent in the presence of 26



potential spurious factors. As a result, the outcome of the specification test should be interpreted with caution. On the other hand, the misspecification-robust standard errors continue to provide valid inference even when spurious factors are present (see, Gospodinov, Kan and Robotti, 2014). Our variable of interest, namely MPU, is not a priced risk factor in the cross-section under any specification and with any of our three different standard error computations. We view this finding as clearly indicative that MPU is not a common risk factor in the cross-section of commodities. This latter finding provides a rationale for the heterogeneous responses of commodity price changes to MPU in the time series that we uncover previously and is consistent with Daskalaki, Kostakis and Skiadopoulos’s (2014) results which indicate the absence of common risk factors in the cross-section of commodity futures.



4. Concluding remarks In this paper, we investigate the effect of uncertainty associated with the monetary policy stance on commodity prices. Our findings suggest that uncertainty associated with negative monetary policy shocks, when the Fed decreases the target rate by more than expected by market participants, decreases the future prices of some energy and metals commodities whereas uncertainty associated with positive (i.e. contractionary) monetary policy shocks exerts differential impacts across commodity groups and business cycle states. We also find that uncertainty associated with negative monetary policy uncertainty shocks lowers excessive speculative activity. Consistent with recent theoretical contributions, our results can be interpreted as a response to unanticipated signals by the monetary authority regarding expected aggregate demand or inflation. 27



By estimating an asset pricing model, we also examine whether monetary policy uncertainty is priced in the cross-section of commodity futures price changes. Our results indicate that monetary policy uncertainty is not a priced risk factor in the cross-section of commodity price changes and, therefore, is not a common risk factor in the cross-section. This latter finding provides a rationale for the heterogeneous response of commodity price changes to monetary policy uncertainty that we uncover in the time series.
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Figure 1. Time series dynamics of the monetary policy surprise for the period November 1988 to November 2008. Shaded areas are NBER dated recessions.
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Figure 2: Time series dynamics of the realized volatility of Eurodollar futures and MPU for the period November 1988 to December 2008. Shaded areas are NBER dated recessions.
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Table 1. Descriptive statistics for commodity price changes and excessive speculative activity The table reports the mean (mean), standard deviation (s.d.) and first-order autocorrelations (AC(1)) for commodity price changes ( s jt ) and Working’s (1960) T index of excessive speculative activity ( T jt ) for the individual commodities and spot commodity price indexes. The sample period is December 1988 to January 2008.



s jt commodity Copper Gold Platinum Silver Crude Oil Heating Oil Cocoa Coffee Orange Juice Sugar Corn Oats Soybeans Soybean Oil Wheat Cotton Lumber Feeder Cattle Live Cattle Lean Hogs Goldman Sachs Index Reuters/CRB Index



mean 0.65 0.14 0.38 0.06 0.63 1.43 0.17 -0.16 -0.58 0.33 -0.66 -0.95 0.03 -0.14 -0.50 -0.29 -0.35 0.30 0.23 0.06 0.39 0.04



T jt



s.d. 7.31 4.12 5.70 7.01 8.89 10.59 8.49 11.13 8.52 8.51 6.81 8.56 6.82 7.41 6.90 7.64 8.85 3.75 3.85 7.46 5.66 3.08



AC(1) 0.06 -0.08 0.11 -0.06 0.12 0.03 -0.11 -0.01 -0.03 0.03 0.07 0.05 -0.04 -0.05 0.03 -0.02 0.00 0.07 -0.03 -0.11 0.10 0.04
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mean 1.08 1.10 1.12 1.13 1.05 1.04 1.06 1.11 1.12 1.05 1.09 1.05 1.10 1.06 1.17 1.08 1.46 1.45 1.16 1.36 -



s.d. 0.07 0.06 0.08 0.12 0.03 0.03 0.04 0.06 0.07 0.03 0.05 0.05 0.04 0.04 0.07 0.05 0.48 0.25 0.07 0.30 -



AC(1) 0.61 0.65 0.45 0.70 0.88 0.70 0.69 0.76 0.54 0.68 0.64 0.53 0.61 0.59 0.61 0.61 0.60 0.60 0.60 0.79 -



Table 2. The response of commodity price changes to monetary policy uncertainty (accounting for commodity-specific and macroeconomic risk factors) The table provides the results from estimating the regression: s jt 1     r  MPUPt .DtR   e MPUPt .(1  DtR )   r  MPUN t .DtR   e MPUN t .(1  DtR )   ' zt   jt 1 ,



where MPUP denotes uncertainty associated with positive monetary policy shocks, MPUN denotes uncertainty associated with negative monetary policy shocks, DtR is a recession dummy variable and zt is a vector of commodity-specific and macroeconomic risk factors. Newey and West (1987) heteroskedasticity and autocorrelation consistent (HAC) standard errors with automatic lag length and bandwidth selection are reported in parentheses below the estimates. commodity Copper Gold Platinum Silver Crude Oil Heating Oil Cocoa Coffee Orange Juice Sugar Corn Oats Soybeans Soybean Oil Wheat



MPUPt×DtR -1.34*** (0.42) 0.59*** (0.18) 1.26*** (0.24) 0.72*** (0.30) -1.41 (0.90) -1.49*** (0.53) 0.84* (0.45) -0.29 (0.47) -0.20 (0.49) -0.36 (0.54) 1.44*** (0.33) -0.03 (0.51) 1.19*** (0.38) 0.71 (0.43) 1.03*** (0.34)



MPUPt×(1-DtR) -0.24 (0.32) 0.36 (0.22) 0.73** (0.35) 0.52 (0.46) 0.52** (0.23) 0.65*** (0.22) -1.17*** (0.33) -0.36 (0.52) -0.62*** (0.20) 1.28*** (0.26) 0.23 (0.28) 0.36 (0.23) -0.15 (0.24) 0.44** (0.22) 0.09 (0.23) 36



MPUNt×DtR -0.28*** (0.06) -0.08 (0.05) -0.03 (0.07) -0.12** (0.05) -0.34*** (0.11) -0.19** (0.08) -0.01 (0.09) -0.24** (0.10) -0.04 (0.14) -0.20** (0.09) 0.16*** (0.05) 0.06 (0.09) -0.06 (0.05) 0.02 (0.06) 0.11 (0.08)



MPUNt×(1-DtR) -0.15 (0.33) -0.16* (0.05) -0.05 (0.23) -0.34* (0.17) -0.36 (0.26) -0.90** (0.40) -0.44 (0.40) -0.50 (0.57) -0.28 (0.27) 0.08 (0.34) 0.16 (0.16) -0.63** (0.27) -0.17 (0.19) 0.01 (0.35) -0.01 (0.20)



R2 0.05 0.11 0.10 0.08 0.07 0.05 0.10 0.02 0.01 0.03 0.08 0.05 0.04 0.01 0.03



Cotton Lumber Feeder Cattle Live Cattle Lean Hogs S&P-GSCI CRB



0.38 (0.38) -1.01** (0.43) 0.79*** (0.12) 0.60*** (0.11) 0.22 (0.33) -0.96** (0.39) 0.04 (0.18)



0.38** (0.18) -0.45 (0.87) 0.16* (0.09) -0.10 (0.10) 0.56 (0.37) 0.45*** (0.13) 0.12 (0.09)



-0.12 (0.17) -0.00 (0.15) 0.03 (0.03) 0.08* (0.04) 0.19*** (0.05) -0.16*** (0.04) -0.06*** (0.02)



***, ** and * denote statistical significance at the 1%, 5% and 10% levels, respectively.
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0.75*** (0.27) 0.33 (0.23) -0.20** (0.09) -0.17** (0.07) -0.34 (0.22) -0.28* (0.14) -0.16 (0.11)



0.05 0.06 0.08 0.11 0.08 0.03 0.03



Table 3. The response of excessive speculative activity to monetary policy uncertainty. The table provides the results from estimating the regression: T jt 1     r  MPUPt .DtR   e MPUPt .(1  DtR )   r  MPUN t .DtR   e MPUN t .(1  DtR )  v jt 1 ,



where T j denotes excessive speculative activity for commodity j measured using Working’s (1960) T index, and MPUP denotes uncertainty associated with positive monetary policy shocks, MPUN denotes uncertainty associated with negative monetary policy shocks, DtR is a recession dummy variable. commodity Copper Gold Platinum Silver Crude Oil Heating Oil Cocoa Coffee Orange Juice Sugar Corn Oats Soybeans Soybean Oil Wheat Cotton



MPUPt×DtR -0.70*** (0.17) -0.51** (0.19) -0.18 (0.15) -0.32 (0.23) 0.69*** (0.08) 0.08 (0.08) 0.00 (0.09) 0.03 (0.15) 1.69*** (0.16) 0.16 (0.10) 0.80*** (0.10) -0.21** (0.10) -0.10 (0.13) 0.01 (0.09) 0.45** (0.17) 0.50*** (0.12)



MPUPt×(1-DtR) -0.97*** (0.25) -0.97*** (0.25) 0.04 (0.42) -0.75 (0.50) -0.09 (0.14) -0.51*** (0.12) -0.15 (0.18) -1.21*** (0.45) -0.88*** (0.23) -0.78*** (0.18) 0.43* (0.24) -0.17 (0.33) 0.01 (0.29) -0.32 (0.25) 0.55 (0.43) -0.01 (0.25) 38



MPUNt×DtR -0.31*** (0.08) -0.24*** (0.08) 0.04 (0.12) 0.03 (0.20) -0.14*** (0.04) -0.12*** (0.03) -0.07 (0.05) -0.04 (0.09) 0.11 (0.08) -0.03 (0.06) -0.13 (0.08) -0.11 (0.09) -0.03 (0.07) -0.09 (0.06) -0.15* (0.09) -0.24** (0.09)



MPUNt×(1-DtR) 0.31 (0.29) -0.80*** (0.21) 0.18 (0.28) -0.38 (0.35) -0.16 (0.21) -0.09 (0.09) -0.09 (0.11) -0.94*** (0.28) -0.14 (0.16) -0.23* (0.13) -0.10 (0.20) -0.01 (0.34) 0.09 (0.12) -0.14 (0.17) -0.54 (0.35) -0.56** (0.22)



R2 0.03 0.05 0.00 0.00 0.03 0.03 0.00 0.05 0.03 0.02 0.02 0.00 0.00 0.00 0.02 0.04



Lumber Feeder Cattle Live Cattle Lean Hogs



-1.07 (1.23) 2.14*** (0.45) 0.37* (0.21) 0.16 (1.09)



1.75 (6.80) -2.21** (0.93) 0.07 (0.30) 2.20 (2.94)



-1.30*** (0.43) -0.44* (0.25) -0.13 (0.09) 1.98*** (0.48)



***, ** and * denote statistical significance at the 1%, 5% and 10% levels, respectively.
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-1.44 (1.59) -2.01*** (0.55) 0.20 (0.27) 4.26*** (1.13)



0.01 0.02 0.00 0.08



Table 4. MPU in the cross-section of commodity futures prices. The table provides the results from estimating the K-factor asset pricing model given by: E ( s j )   'j  for j = 1,2,…,N. where s j denotes the price changes on commodity j’s nearby contract. The model is estimated using a two-pass Generalized Least Squares (GLS) approach. In the first pass, we estimate the betas from a time-series regression of individual commodity price changes on the market return ( s M ), the High-Minus-Low (HML) hedging pressure (HMLHP), basis (HMLB), momentum (HMLM) and MPU factors: s jt 1  a j   jM stM1   jHP HMLHPt 1   jB HMLBt 1   jMOM HMLMt 1   jMPU MPU t 1  e jt 1 , The market prices of risk, M , HP ,  B , M and  MPU are then estimated from a second-pass cross-sectional regression: E ( s jt 1 )  a j   jM M   jHP HP   jB B   j MOM   jMPU MPU . Panel A: Risk Factors Constructed Using All Commodities Coefficient Estimate SEFM SEEIV1 SEEIV2 Constant 1.000 0.003*** 0.003*** 0.003*** Market Return -0.008 0.387 0.427 0.452 HMLHP -0.302 0.685 0.766 0.925 HMLB 1.624 0.858* 0.969* 1.070 HMLMOM 1.634 0.855* 0.964* 0.820* MPU -0.033 1.067 1.210 1.168 Goodness-of-Fit Statistics and Specification Tests Statistic p-value 2 R 0.515 0.340 CSRT 0.045 0.699 Panel B: Risk Factors Constructed Using Five Commodities Coefficient Estimate SEFM SEEIV1 SEEIV2 Constant 1.002 0.003 0.003 0.003 Market Return -0.214 0.364 0.403 0.312 HMLHP -0.371 0.626 0.694 0.801 HMLB 0.852 1.855 2.118 1.496 HMLMOM 2.906 1.229** 1.394* 1.309** MPU -0.114 1.492 1.704 1.441 Goodness-of-Fit Statistics and Specification Tests Statistic p-value 2 R 0.729 0.803 CSRT 0.034 0.869



SEMR 0.004 0.445 1.103 1.261 1.222 1.311



SEMR 0.003 0.380 0.951 2.961 1.636** 1.937



The table provides four estimates of the standard errors for the estimated risk premia in the Cross-Sectional Regression (CSR). SEFM denote the Fama and Macbeth (1973) standard errors with Newey and West (1987) Heteroskedasticity and Autocorrelation Consistent (HAC) standard errors and automatic lag length selection. SE EIV1 denote the Shanken (1992) standard errors which are adjusted for Errors In Variables (EIV). SEEIV2 are Shanken
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(1992)’s standard errors adjusted for EIV under general distributional assumption. SE MR are the misspecification robust standard errors of Kan, Robotti and Shanken (2013). The table also provides the sample R2 of the CSR along with the p-value for the null hypothesis H 0 : R 2  1 . CSRT refers to generalized version of the Cross-Sectional Regression Test (F-test) of Shanken (1985). The p-value of the generalized CSRT test is also provided next to the test statistic. ***, ** and * denote statistical significance at the 1%, 5% and 10% levels, respectively.
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APPENDIX A Table A.1. Commodity description. This table contains information about each commodity used in the analysis. It lists the commodity name, futures exchange where the commodity is traded, contract size and contract months. The notation for the futures exchanges is NYMEX - New York Mercantile Exchange, NYBOT - New York Board of Trade, CBOT - Chicago Board of Trade and CME - Chicago Mercantile Exchange. The symbols for futures contract months are F = January, G = February, H = March, J = April, K = May, M = June, N= July, Q = August, U = September, V = October, X = November and Z = December. The data source is the Commodity Research Bureau (CRB). commodity groups/commodities Metals Copper High Grade / Scrap No.2 Gold Platinum Silver Energy Crude Oil, WTI / Global Spot Heating Oil No.2 / Fuel Oil Foodstuffs Cocoa / Ivory Coast Coffee 'C' / Columbian Orange Juice, Frozen Concentrate Sugar #11 / World Raw Grains and Oilseeds Corn / No.2 Yellow Oats / No.2 White Heavy Soybeans / No. 1 Yellow Soybean Oil / Crude Wheat / No. 2 Soft Red Industrials Cotton / 1-1/ 16' Lumber / Spruce-Pine Fir 2 ×4 Livestock and Meats Feeder Cattle / Average Live Cattle / Choice Average Lean Hogs / Average Commodity Indexes S& P Goldman Sachs Commodity Index



exchange



contract size



NYMEX 25,000 lbs. NYMEX 100 troy ounces NYMEX 50 troy ounces NYMEX 5,000 troy ounces



contract months H,K,N,U,Z G,J,M,Q,V,Z F,J,N,V H,K,N,U,Z



NYMEX NYMEX



1,000 barrels 42,000 gallons



F-Z F-Z



NYBOT NYBOT NYBOT NYBOT



10 metric tons 37,500 lbs. 15,000 lbs. 112,000 lbs.



H,K,N,U,Z H,K,N,U,Z F,H,K,N,U,X,Z H,K,N,V



CBOT CBOT CBOT CBOT CBOT



5,000 bu 5,000 bu 5,000 bu 60,000 lbs. 5,000 bu



F,H,K,N,U,X,Z H,K,N,U,Z F,H,K,N,Q,U,X F,H,K,N,Q,U,V,Z H,K,N,U,Z



NYBOT CME



50,000LBS 110,000 brd. feet



H,K,N,V,Z F,H,K,N,U,X



CME CME CME



50,000 lbs. 40,000 lbs. 40,000 lbs.



F,H,J,K,Q,U,V,X G,J,M,Q,V,Z G,J,M,N,Q,V,Z



CME



250 USD × index



G,J,M,Q,V,Z
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Reuters / CRB Index



NYBOT
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500 USD × index



F,G,J,M,Q,X



APPENDIX B This appendix provides details on the construction of the long-short (i.e. High-Minus-Low or HML) zero-cost factor-mimicking portfolios. More specifically, the appendix discusses the construction of the HML basis, momentum and hedging pressure risk factors. These commodityspecific risk factors are used when estimating the asset pricing model in equations (13) and (14). HML Basis Portfolio Following existing studies (Bhardwaj, Gorton and Rouwenhorst, 2015; Daskalaki, Kostakis and Skiadopoulos, 2014; Szymanowska, de Roon, Nijman and van den Goorbergh, 2014, Yang, 2013), the HML basis portfolio is constructed by ranking the twenty commodities in our crosssection according to the basis. The basis of commodity j is constructed as:



y jt 



S jt  Fjt S jt







1 , T2  T1



(B.1)



where S jt and F jt denote, respectively, the nearest and next-to-nearest futures prices and (T2  T1 ) denotes the difference in the maturity (in months) between the nearest and next-tonearest commodity futures contracts.



Following Daskalaki, Kostakis and Skiadopoulos (2014), two zero-cost HML basis portfolios (referred to, respectively, as HML1B and HML2B ) are constructed by sorting commodities into a high and a low basis portfolio as follows: 1. Portfolio H contains all commodities with a positive basis while portfolio L contains all commodities with a negative basis. 2. Portfolio H contains the five commodities with the largest positive bases and portfolio L contains the commodities with the five smallest negative bases. If less than five commodities have a positive or negative basis in month t, portfolios H and L include only the commodities which exhibit a positive or a negative basis and we adjust the portfolio weights accordingly (so as to maintain a zero-cost portfolio). The portfolios are rebalanced monthly and the investor realizes the return on the positions at time t+1 (that is, the holding period is one month). The factor mimicking portfolio price changes are constructed, in turn, as the difference between the price changes on the high and low basis portfolios. Figure B.1 displays the time series dynamics of the price changes of the two HML basis portfolios.
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HML Basis Portfolios
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Figure B. 1: Time series dynamics of the price changes on the HML basis factor for the period December 1988 to December 2008. Shaded areas are NBER dated recessions.



Hedging Pressure Risk Factor Also following Daskalaki, Kostakis and Skiadopoulos (2014), hedging pressure for commodity j is constructed as:



HPjt 



# of short hedging positions jt  # of long hedging positions jt total # of hedge positions jt



.



(B.2)



We construct two zero-cost HML hedging pressure factor mimicking portfolios (referred to, respectively, as HML1HP and HML2HP ) by sorting commodities into high and low hedging pressure portfolios as follows: 1. Portfolio H contains all commodities with a positive HP while portfolio L contains all commodities with a negative HP. 2. Portfolio H contains the five commodities with the largest positive HP and portfolio L contains the commodities with the five smallest negative HP. If less than five commodities have a positive or a negative HP in month t, we use in portfolios H and L only those commodities which exhibit positive or negative HP and adjust the portfolio weights accordingly. The portfolios are rebalanced monthly and the investor realizes the return on the positions at time t+1. The HMLHP factor price changes are constructed, in turn, as the difference between the price changes on the high and low HP portfolios. The time series dynamics of the price changes of the HML hedging pressure factor mimicking portfolios are provided in Figure B.2.
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HML Hedging Pressure Portfolios
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Figure B.2: Time series dynamics of the price changes on the HML hedging pressure factor for the period December 1988 to December 2008. Shaded areas are NBER dated recessions.



Momentum Risk Factor The HML momentum factor is constructed by going long in the commodities with a positive average 12-month prior price change and short in the commodities with a negative average 12month prior price change. Following Daskalaki, Kostakis and Skiadopoulos (2014), we construct two zero-cost HML momentum (referred to, respectively, as HML1MOM and HML2MOM ) by sorting commodities into a high and a low momentum portfolio as follows: 1. Portfolio H contains all commodities with a positive lagged 12-month average price change while portfolio L contains all commodities with a negative lagged 12-month average price change. 2. Portfolio H contains the five commodities with the largest positive lagged 12-month average price changes and portfolio L contains the commodities with the five smallest negative lagged 12-month average price changes. If less than five commodities have a positive or a negative average price change, we use in portfolios H and L only those commodities which exhibit these characteristics and adjust the portfolio weights accordingly. The changes in the price of the HMLM factor are constructed, in turn, as the difference between the price changes of the high and low momentum portfolios.
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The time series dynamics of the price changes of the HML momentum portfolios are provided in Figure B.3: HML Momentum Portfolios
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Figure B.3: Time series dynamics of the price changes on HML momentum factor for the period December 1988 to December 2008. Shaded areas are NBER dated recessions.
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