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Introduction



Linear relations (also known as linear processes) have been considered by many authors for a long time; see [2, 12, 7, 1] and the many references therein. Surprisingly, the class of monotone (in the ∗ Mathematics, Irving K. Barber School, UBC Okanagan, Kelowna, British Columbia V1V 1V7, Canada. E-mail: [email protected]. † Mathematics, Irving K. Barber School, UBC Okanagan, Kelowna, British Columbia V1V 1V7, Canada. E-mail: [email protected]. ‡ Mathematics, Irving K. Barber School, UBC Okanagan, Kelowna, British Columbia V1V 1V7, Canada. E-mail: [email protected].
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sense of set-valued analysis) linear relations has been explored much less even though it provides a considerably broader framework for studying monotone linear operators and its members arise frequently in optimization, functional analysis and functional equations. This paper focuses on monotone linear relations, i.e., on monotone operators with linear graphs. We discuss the relationships of domain, range, and kernel between original and adjoint linear relation as well as Fitzpatrick functions and criteria for maximal monotonicity. Throughout, X denotes a reflexive real Banach space, with continuous dual space X ∗ , and with pairing h·, ·i. The Notation used is standard and as in Convex Analysis and Monotone Operator Theory; see, e.g., ∗ [17, 18, 19, 21]. Let A be a©set-valued operator (also known ª as multifunction) from X to X . Then ∗ ∗ ∗ the graph of A is gra A := (x, x ) ∈ X × X | x ∈ Ax , and A is monotone if ¡ ¢¡ ¢ ∀(x, x∗ ) ∈ gra A ∀(y, y ∗ ) ∈ gra A hx − y, x∗ − y ∗ i ≥ 0. A is said to be maximal monotone if no proper enlargement (in the sense of©graph inclusion) of −1 : X ∗ ⇒ X is given by gra A−1 := (x∗ , x) ∈ X ∗ × X | A is monotone. The inverse operator A ª © ª © ª x∗ ∈ Ax ; the domain of A is dom A := x ∈ X | Ax 6= ∅ ; its kernel is ker A := x ∈ X | 0 ∈ Ax , and its range is ran A := A(X). We say (x, x∗ ) ∈ X × X ∗ is monotonically related to gra A if (∀(y, y ∗ ) ∈ gra A) hx − y, x∗ − y ∗ i ≥ 0. The adjoint of A, written A∗ , is defined by © ª gra A∗ := (x, x∗ ) ∈ X × X ∗ | (x∗ , −x) ∈ (gra A)⊥ . We say A is a maximal monotone linear relation if A is a maximal monotone operator and gra A is a linear subspace of X × X ∗ . Finally, if f : ©X → ]−∞, +∞] is proper and convex, we write ª f ∗ : x∗ 7→ supx∈X hx, x∗ i − f (x), and dom f := x ∈ X | f (x) < +∞ , for the Fenchel conjugate, and the domain of f , respectively. The outline of the paper is as follows. In Section 2 we provide preliminary results about monotone linear relations. In Section 3, the relationships between domains, ranges, and kernels of A and A∗ are discussed. In Section 4, we present a result that states that a maximal monotone operators with convex graphs must be affine. Section 5 provides useful relationships among the Fitzpatrick functions FA+B , FA and FB . In Section 6, the maximality criteria for monotone linear relations are established; these generalize corresponding results by by Phelps and Simons [16] on linear (at most single-valued) monotone operators. The final Section 7 contains a characterization of skew linear operators in terms of the single-valuedness of Fitzpatrick family associated to the monotone operator. The results in Sections 3, 4 and 7 extend their single-valued counterparts in [4] to monotone linear relations.
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Auxiliary Results for Monotone Linear Relations



Fact 2.1 Let A : X ⇒ X ∗ be a linear relation. Then the following hold. (i) A0 is a linear subspace of X ∗ . 2



(ii) (∀(x, x∗ ) ∈ gra A) Ax = x∗ + A0. (iii) (∀x ∈ dom A)(∀y ∈ dom A)(∀(α, β) ∈ R2 r {0, 0}) A(αx + βy) = αAx + βAy. (iv) (∀x ∈ dom A∗ )(∀y ∈ dom A) hA∗ x, yi = hx, Ayi is a singleton. (v) dom A = (A∗ 0)⊥ . If gra A is closed, then (ker A)⊥ = ran A∗ , dom A∗ = (A0)⊥ , and A∗∗ = A. Proof. (i): See [12, Corollary 1.2.4, p7]. (ii): See [12, Proposition 1.2.8(a), p7]. (iii): See [12, Corollary 1.2.5, p7]. (iv): See [12, Proposition III.1.2, p56]. (v): See [12, Proposition III.1.4(b)(c), p56] and [12, Theorem III.4.7, p73]. ¥ Proposition 2.2 Let A : X ⇒ X ∗ be a monotone linear relation. Then the following hold. (i) dom A ⊂ (A0)⊥ and A0 ⊂ (dom A)⊥ ; consequently, if gra A is closed, then dom A ⊂ dom A∗ and A0 ⊂ A∗ 0. (ii) (∀x ∈ dom A)(∀z ∈ (A0)⊥ ) hz, Axi is single-valued. (iii) (∀z ∈ (A0)⊥ ) dom A → R : y 7→ hz, Ayi is linear. (iv) A is monotone ⇔ (∀x ∈ dom A) hx, Axi is single-valued and hx, Axi ≥ 0. (v) If (x, x∗ ) ∈ (dom A) × X ∗ is monotonically related to gra A and x∗0 ∈ Ax, then x∗ − x∗0 ∈ (dom A)⊥ . Proof. (i): Pick x ∈ dom A. Then there exists x∗ ∈ X such that (x, x∗ ) ∈ gra A. By monotonicity of A and since (0, 0) ∈ gra A, we have hx, x∗ i ≥ hx, A0i. Since A0 is a linear subspace (Fact 2.1(i)), we obtain x⊥A0. This implies dom A ⊂ (A0)⊥ and A0 ⊂ (dom A)⊥ . As gra A is closed, Fact 2.1(v) yields dom A ⊂ dom A∗ and A0 ⊂ A∗ 0. (ii): Take x ∈ dom A, x∗ ∈ Ax, and z ∈ (A0)⊥ . By Fact 2.1(ii), hz, Axi = hz, x∗ + A0i = hz, x∗ i. (iii): Take z ∈ (A0)⊥ . By (ii), (∀y ∈ dom A) hz, Ayi is single-valued. Now let x, y be in dom A, and let α, β be in R. If (α, β) = (0, 0), then hz, A(αx + βy)i = hz, A0i = 0 = αhz, Axi + βhz, Ayi. And if (α, β) 6= (0, 0), then Fact 2.1(iii) yields hz, A(αx + βy) = hz, αAx + βAyi = αhz, Axi + βhz, Ayi. This verifies the linearity. (iv): “⇒”: This follows from (i), (ii), and the fact that (0, 0) ∈ gra A. “⇐”: If x and y belong to dom A, then Fact 2.1(iii) yields hx − y, Ax − Ayi = hx − y, A(x − y)i ≥ 0. (v): Let (x, x∗ ) ∈ (dom A) × X ∗ be monotonically related to gra A, and take x∗0 ∈ Ax. For every (v, v ∗ ) ∈ gra A, we have that x∗0 +v ∗ ∈ A(x+v) (by Fact 2.1(iii)); hence, hx−(x+v), x∗ −(x∗0 +v ∗ )i ≥ 0 and thus hv, v ∗ i ≥ hv, x∗ −x∗0 i. Now take λ > 0 and replace (v, v ∗ ) in the last inequality by (λv, λv ∗ ). Then divide by λ and let λ → 0+ to see that 0 ≥ hdom A, x∗ − x∗0 i. Since dom A is linear, it follows that x∗ − x∗0 ∈ (dom A)⊥ . ¥ 3



For A : X ⇒ X ∗ it will be convenient to define (as in, e.g., [4]) ( 1 hx, Axi, if x ∈ dom A; (∀x ∈ X) qA (x) := 2 ∞, otherwise. Proposition 2.3 Let A : X ⇒ X ∗ be a linear relation, let x and y be in dom A, and let λ ∈ R. Then (1) λqA (x) + (1 − λ)qA (y) − qA (λx + (1 − λ)y) = λ(1 − λ)qA (x − y) = 21 λ(1 − λ)hx − y, Ax − Ayi. Moreover, A is monotone ⇔ qA is single-valued and convex. Proof. Proposition 2.2(i)&(ii) shows that qA is single-valued on dom A. Combining with Proposition 2.2(ii), we obtain (1). The characterization now follows from Proposition 2.2(iv). ¥ Proposition 2.4 Let A : X ⇒ X ∗ be a maximal monotone linear relation. Then (dom A)⊥ = A0 and hence dom A = (A0)⊥ . Proof. Since A+Ndom A = A+(dom A)⊥ is a monotone extension of A and A is maximal monotone, we must have A + (dom A)⊥ = A. Then A0 + (dom A)⊥ = A0. As 0 ∈ A0, (dom A)⊥ ⊂ A0. The reverse inclusion follows from Proposition 2.2(i). ¥
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Domain, Range, Kernel, and Adjoint



In this section, we study relationships among domains, ranges and kernels of a maximal monotone linear relation and its adjoint. Fact 3.1 (Br´ ezis-Browder) [9, Theorem 2] Let A : X ⇒ X ∗ be a monotone linear relation such that gra A is closed. Then the following are equivalent. (i) A is maximal monotone. (ii) A∗ is maximal monotone. (iii) A∗ is monotone. The next result generalizes [4, Proposition 3.1] from linear operators to linear relations. Theorem 3.2 Let A : X ⇒ X ∗ be a maximal monotone linear relation. Then the following hold. (i) ker A = ker A∗ . (ii) ran A = ran A∗ . 4



(iii) (dom A∗ )⊥ = A∗ 0 = A0 = (dom A)⊥ . (iv) dom A∗ = dom A. Proof. By Fact 3.1, A∗ is maximal monotone. (i): Let x ∈ ker A, y ∈ dom A, and α ∈ R. Then (2)



0 ≤ hαx + y, A(αx + y)i = α2 hx, Axi + αhx, Ayi + αhy, Axi + hy, Ayi.



Since 0 ∈ Ax, Fact 2.1(ii) yields Ax = A0. By Proposition 2.2(i), hx, Axi = 0 and αhy, Axi = 0. Hence, in view of (2), 0 ≤ αhx, Ayi+hy, Ayi. It follows that hx, Ayi = 0. Hence (0, −x) ∈ (gra A)⊥ , i.e., 0 ∈ A∗ x. Therefore, ker A ⊂ ker A∗ . On the other hand, applying this line of thought to A∗ , we obtain ker A∗ ⊂ ker A∗∗ = ker A. Altogether, ker A = ker A∗ . (ii): Combine (i) and Fact 2.1(v). (iii): As A∗ is maximal monotone, it follows from Proposition 2.4 that (dom A∗ )⊥ = A∗ 0. In view of Fact 2.1(v) and the maximal monotonicity of A, we have (dom A∗ )⊥ = A∗ 0 = A0 = (dom A)⊥ , thus (dom A∗ )⊥ = (dom A)⊥ . (iv): Apply ⊥ to (iii).
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Corollary 3.3 Let A : X ⇒ X ∗ be a maximal monotone linear relation such that dom A = X. Then both A and A∗ are single-valued and linear on their respective domains. Corollary 3.4 Let A : Rn ⇒ Rn be a maximal monotone linear relation. Then ker A = ker A∗ , ran A = ran A∗ , and dom A = dom A∗ = (A0)⊥ = (A∗ 0)⊥ . Remark 3.5 Consider Theorem 3.2(ii). The Volterra operator illustrates that ran A and ran A∗ are not comparable in general (see [4, Example 3.3]). Considering the inverse of the Volterra operator, we obtain an analogous negative statement for the domain.
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Maximal Monotone Operators with Convex Graphs



In [11, Corollary 4.1], Butnariu and Kassay discuss monotone operators with closed convex graphs. In this section, we show that if the graph of a maximal monotone operator is convex, then the graph must in fact be affine (i.e., a translate of a linear subspace). Proposition 4.1 Let A : X ⇒ X ∗ be maximal monotone such that gra A is a convex cone. Then gra A is a linear subspace of X × X ∗ . Proof. Take (x, x∗ ) ∈ gra A and also (y, y ∗ ) ∈ gra A. As gra A is a convex cone, we have (x, x∗ ) + (y, y ∗ ) = (x + y, x∗ + y ∗ ) ∈ gra A. Since (0, 0) ∈ gra A, we obtain 0 ≤ hx + y, x∗ + y ∗ i = 5



h(−x) − y, (−x∗ ) − y ∗ i. From the maximal monotonicity of A, it follows that −(x, x∗ ) ∈ gra A. Therefore, (3)



− gra A ⊂ gra A.



A result due to Rockafellar (see [17, Theorem 2.7], which is stated in Euclidean space but the proof of which works without change in our present setting) completes the proof. ¥ Theorem 4.2 Let A : X ⇒ X ∗ be maximal monotone such that gra A is convex. Then gra A is actually affine. Proof. Let (x0 , x∗0 ) ∈ gra A and B : X ⇒ X ∗ be such that gra B = gra A − (x0 , x∗0 ). Thus gra B is convex with (0, 0) ∈ gra B, and B is maximal monotone. Take α ≥ 0 and (x, x∗ ) ∈ gra B. In view of Proposition 4.1, it suffices to show that α(x, x∗ ) ∈ gra B. If α ≤ 1, then the convexity of gra B yields α(x, x∗ ) = α(x, x∗ ) + (1 − α)(0, 0) ∈ gra B. Thus assume that α > 1 and let (y, y ∗ ) ∈ gra B. Using the previous reasoning, we deduce that α1 (y, y ∗ ) ∈ gra B. Thus, hαx − y, αx∗ − y ∗ i = α2 hx − α1 y, x∗ − α1 y ∗ i ≥ 0. Since B is maximal monotone, α(x, x∗ ) ∈ gra B. ¥
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The Fitzpatrick function of the Sum



Fitzpatrick functions — introduced first by Fitzpatrick [13] in 1988 — have turned out to be immensely useful in the study of maximal monotone operators; see, e.g., [19] and the references therein. Definition 5.1 Let A : X ⇒ X ∗ . The Fitzpatrick function of A is (4)



FA : (x, x∗ ) 7→



sup



hx, y ∗ i + hy, x∗ i − hy, y ∗ i.



(y,y ∗ )∈gra A



The following partial inf-convolution, introduced by Simons and Zalinescu [20], plays an important role in the study of the maximal monotonicity of the sum of two maximal monotone operators. Definition 5.2 Let F1 , F2 : X × X ∗ → ]−∞, +∞]. Then the partial inf-convolution F1 ¤2 F2 is the function defined on X × X ∗ by F1 ¤2 F2 : (x, x∗ ) 7→ ∗inf ∗ F1 (x, x∗ − y ∗ ) + F2 (x, y ∗ ). y ∈X



Let A, B : X ⇒ X ∗ be maximal monotone operators. It is not hard to see that FA+B ≤ FA ¤2 FB ; moreover, equality may fail [6, Proposition 4.2 and Example 4.7]. In [4, Corollary 5.6], it was shown that FA+B = FA ¤2 FB when A, B are continuous linear monotone operators and some constraint qualification holds. In this section, we substantially generalize this result to maximal monotone linear relations. Following [14], it will be convenient to set F | : X ∗ × X : (x∗ , x) 7→ F (x, x∗ ), when F : X × X ∗ → ]−∞, +∞], and similarly for a function defined on X ∗ × X. We start with some basic properties about Fitzpatrick functions. 6



Proposition 5.3 Let A : X ⇒ X ∗ be monotone linear relation. Then the following hold. (i) gra(−A∗ ) = (gra A−1 )⊥ . (ii) F |gra(−A∗ ) ≡ 0. Proof. (i): Take (x, x∗ ) ∈ X × X ∗ . Then (x, x∗ ) ∈ (gra A−1 )⊥ ⇔ (x∗ , x) ∈ (gra A)⊥ ⇔ (x, −x∗ ) ∈ gra A∗ ⇔ (x, x∗ ) ∈ gra(−A∗ ). (ii): Take (x, x∗ ) ∈ gra(−A∗ ). By (i), (x∗ , x) ∈ (gra A)⊥ . Since (0, 0) ∈ gra A and A is monotone, we have FA (x, x∗ ) ≥ 0 and hy, y ∗ i ≥ 0 for every (y, y ∗ ) ∈ gra A. This yields FA (x, x∗ ) =



sup



hx∗ , yi + hx, y ∗ i − hy ∗ , yi =



(y,y ∗ )∈gra A



sup



0 − hy ∗ , yi ≤ 0.



(y,y ∗ )∈gra A



Altogether, we have FA (x, x∗ ) = 0.



¥



It turns out to be convenient to define PX : X × X ∗ → X : (x, x∗ ) 7→ x. We shall need the following facts for later proofs. Fact 5.4 (Fitzpatrick) Let A : X ⇒ X ∗ be maximal monotone. Then the following hold. (i) FA is proper lower semicontinuous and convex, and FA∗| ≥ FA ≥ h·, ·i. ¡ ¢ (ii) dom A ⊂ PX dom(FA∗| ) ⊂ dom A. Proof. (i): See [13, Corollary 3.9 and Proposition 4.2]. (ii): See [13, Theorem 4.3].
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Proposition 5.5 Let A : X ⇒ X ∗ be a monotone linear relation such that its graph is closed. Then FA∗ : (x∗ , x) 7→ ιgra A−1 (x∗ , x) + hx, x∗ i. Proof. Define G : X ∗ × X → ]−∞, +∞] : (x∗ , x) 7→ ιgra A (x, x∗ ) + hx, x∗ i. By Proposition 2.2(iv), hx, x∗ i = hx, Axi for every (x, x∗ ) ∈ gra A; then by Proposition 2.3, G is convex function. As gra A is closed, G is lower semicontinuous. Thus, G is a proper lower semicontinuous convex function. By definition of FA , FA = G∗ . Therefore, we have FA∗ = G∗∗ = G. ¥ We also set, for any set S is in a real vector space, [ © ª cone S := λS = λs | λ > 0 and s ∈ S . λ>0



Fact 5.6 (Simons-Z˘ alinescu) Let A : X ⇒ X ∗ be maximal monotone. Then the following hold. 7



(i) dom A ⊂ PX (dom FA ) ⊂ dom A. (ii) Suppose that A, B : X ⇒ X ∗ are maximal monotone linear relations and that dom A − dom B is closed. Then A + B is maximal monotone. Proof. (i):See [19, Theorem 31.2, p125] (ii): See [20, Theorem 5.5].
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Fact 5.7 (Simons-Z˘ alinescu) Let F1 , F2 : X × X ∗ → ]−∞, +∞] be proper, lower semicontinuous, and convex. Assume that for every (x, x∗ ) ∈ X × X ∗ , (F1 ¤2 F2 )(x, x∗ ) > −∞ ¡ ¢ and that cone PX dom F1 −PX dom F2 is a closed subspace of X. Then for every (x, x∗ ) ∈ X ×X ∗ , (F1 ¤2 F2 )∗ (x∗ , x) = min F1∗ (x∗ − y ∗ , x) + F2∗ (y ∗ , x). ∗ ∗ y ∈X



Proof. See [20, Theorem 4.2].



¥ ¡ ¢ Lemma 5.8 Let A, B : X ⇒ X ∗ be maximal monotone, and suppose that cone dom A − dom B is a closed subspace of X. Then ¢ ¡ ¢ ¡ ¢ ¡ cone PX dom FA − PX dom FB = cone dom A − dom B = cone PX dom FA∗| − PX dom FB∗| . Proof. Using Fact 5.6(i), we see that ¢ ¡ ¢ ¡ ¢ ¡ (5) cone dom A − dom B ⊂ cone PX dom FA − PX dom FB ⊂ cone dom A − dom B . On the other hand, we have ¡ ¢ ¡ ¢ ¡ ¢ (6) (∀λ > 0) λ dom A − dom B ⊂ λ dom A − dom B ⊂ cone dom A − dom B . Thus, by (6) and the hypothesis, ¡ ¢ ¡ ¢ ¡ ¢ (7) cone dom A − dom B ⊂ cone dom A − dom B = cone dom A − dom B . ¡ ¢ ¡ ¢ Hence, by (5) and (7), cone PX dom¡FA − PX dom FB = cone ¢ dom A − dom B . In a similar ¡ ¢ fashion, Fact 5.4(ii) implies that cone PX dom FA∗| − PX dom FB∗| = cone dom A − dom B . ¥ ¡ Proposition 5.9 Let A, B : X ⇒ X ∗ be maximal monotone and suppose that cone dom A − ¢ dom B is a closed subspace of X. Then FA ¤2 FB is proper, lower semicontinuous, and convex, and the partial infimal convolution is exact everywhere. Proof. Take (x, x∗ ) ∈ X × X ∗ . By Fact 5.4(i), (FA ¤2 FB )(x, x∗ ) ≥ hx, x∗ i > −∞. Lemma 5.8 implies that ¡ ¢ ¡ ¢ cone PX dom FA − PX dom FB = cone dom A − dom B is a closed subspace. 8



Using Fact 5.7, we see that ¡ ¢∗| ¡ ¢ (8) FA ¤2 FB (x, x∗ ) = min FA∗ (x∗ − y ∗ , x) + FB∗ (y ∗ , x) = FA∗| ¤2 FB∗| (x, x∗ ). ∗ ∗ y ∈X



By Fact 5.4(i),



¡ ∗| ¢ FA ¤2 FB∗| (x, x∗ ) ≥ hx, x∗ i > −∞.



In view of Lemma 5.8, ¡ ¢ ¡ ¢ cone PX dom FA∗| − PX dom FB∗| = cone dom A − dom B is a closed subspace. Therefore, using Fact 5.7 and (8), ¡ ¢∗|∗ ∗ ¡ ¢∗∗ (x , x) = min FA∗|∗ (x∗ − y ∗ , x) + FB∗|∗ (y ∗ , x) FA ¤2 FB (x, x∗ ) = FA ¤2 FB ∗ ∗ y ∈X



∗



∗



FA (x, x − y , x) + FB (x, y ∗ ) = min y ∗ ∈X ∗ ¡ ¢ = FA ¤2 FB (x, x∗ ). Hence FA ¤2 FB is proper, lower semicontinuous, and convex, and the partial infimal convolution is exact. ¥ We are now ready for the main result of this section. Theorem 5.10 (Fitzpatrick function of the sum) Let A, B : X ⇒ X ∗ be maximal monotone linear relations, and suppose that dom A − dom B is closed. Then FA+B = FA ¤2 FB . Proof. Lemma 5.8 implies that ¡ ¢ ¡ ¢ cone PX dom FA − PX dom FB = cone dom A − dom B = dom A − dom B is a closed subspace. Take (x, x∗ ) ∈ X × X ∗ . Then, by Fact 5.4(i), (FA ¤2 FB )(x, x∗ ) ≥ hx, x∗ i > −∞. Using Fact 5.7 and Proposition 5.5, we deduce that (FA ¤2 FB )∗ (x∗ , x) = min FA∗ (x∗ − y ∗ , x) + FB∗ (y ∗ , x) ∗ ∗ y ∈X



= min ιgra A (x, x∗ − y ∗ ) + hx∗ − y ∗ , xi + ιgra B (x, y ∗ ) + hy ∗ , xi ∗ ∗ y ∈X



∗ = ιgra(A+B) (x, x∗ ) + hx∗ , xi = FA+B (x∗ , x).



Taking Fenchel conjugates and applying Proposition 5.9 now yields the result.
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Maximal Monotonicity



In this section, we shall obtain criteria for maximality of monotone operators with linear graphs. These criteria generalize some of the results by Phelps and Simons [16] which also form the base of our proofs. The following concept of the halo (see [16, Definition 2.2]) is very useful. 9



Definition 6.1 Let A : X ⇒ X ∗ be a monotone linear relation. A vector x ∈ X belongs to the halo of A, written ¡ ¢¡ ¢ (9) x ∈ halo A ⇔ ∃ M ≥ 0 ∀(y, y ∗ ) ∈ gra A hy ∗ , x − yi ≤ M kx − yk. Proposition 6.2 Let A : X ⇒ X ∗ be a monotone linear relation. Then dom A ⊂ halo A ⊂ (A0)⊥ . Proof. The left inclusion follows from the monotonicity of A, while the right inclusion is seen to be true by taking y = 0 in (9). ¥ The next two results generalize Phelps and Simons’ [16, Lemma 2.3 and Theorem 2.5]; we follow their proofs. Proposition 6.3 Let A : X ⇒ X ∗ be a monotone linear relation. Then µ ¶ [ halo A = PX gra B . B is a monotone extension of A



Proof. “⇐”: Let (x, x∗ ) ∈ X × X ∗ belong to some monotone extension of A. Then ¡ ¢ ∀(y, y ∗ ) ∈ gra A hy ∗ , x − yi ≤ hx∗ , x − yi ≤ kx∗ kkx − yk. Hence (9) holds with M = kx∗ k. “⇒”: Take (x, x∗ ) ∈ halo A. Then there exists M ≥ 0 such that ¡ ¢ (10) ∀(y, y ∗ ) ∈ gra A hy ∗ , x − yi ≤ M kx − yk. Now set



© ª C := (y, λ) ∈ X × R | λ ≥ M kx − yk



and



© ª D := (y, λ) ∈ (dom A) × R | λ ≤ infhAy, x − yi .



Clearly, C is convex with nonempty interior. Proposition 2.2(iii), Proposition 2.3, and Proposition 6.2 imply that D is convex and nonempty. By (10), (int C) ∩ D = ∅. The Separation Theorem guarantees the existence of α ∈ R and of (x∗ , µ) ∈ X × R such that (x∗ , µ) 6= (0, 0) and ¡ ¢ (11) ∀(y, λ) ∈ C hy, x∗ i + λµ ≥ α ¡ ¢ (12) ∀(y, λ) ∈ D hy, x∗ i + λµ ≤ α. Since (∀λ ≤ 0) (0, λ) ∈ D by Proposition 6.2, (12) implies that µ ≥ 0. If µ = 0, then (11) yields infhx∗ , Xi ≥ α, which implies x∗ = 0 and hence (x∗ , µ) = (0, 0), a contradiction. Therefore, µ > 0. Dividing the inequalities (11) and (12) by µ thus yields ¡ ¢ ∗ ∗ h xµ , xi ≥ αµ and ∀y ∈ dom A h xµ , yi + suphAy, x − yi ≤ αµ . Therefore,



¡ ¢ ∗ ∀(y, y ∗ ) ∈ gra A h xµ − y ∗ , x − yi ≥ 0. ∗



Hence (x, xµ ) is monotonically related to gra A.
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Remark 6.4 It is interesting to note that Proposition 6.3 can also be proved by Simons’ M technique. To see this, take x ∈ halo A and denote the dual closed unit ball by B ∗ . Then x is characterized by inf y∈dom A M kx − yk − hAy, x − yi ≥ 0; equivalently, by max hb∗ , x − yi − hAy, x − yi ≥ 0.



inf



y∈dom A b∗ ∈M B ∗



As the function (y, b∗ ) 7→ hb∗ , x − yi − hAy, x − yi is convex in y, and concave and upper semicontinuous in b∗ , the Minimax Theorem [19, Theorem 3.2] results in max



inf



hb∗ , x − yi − hAy, x − yi =



b∗ ∈M B ∗ y∈dom A



inf



max hb∗ , x − yi − hAy, x − yi ≥ 0.



y∈dom A b∗ ∈M B ∗



Hence there exists c∗ ∈ M B ∗ such that inf



hc∗ , x − yi − hAy, x − yi ≥ 0.



y∈dom A



Therefore, (x, c∗ ) is monotonically related to gra A. Theorem 6.5 (maximality) Let A : X ⇒ X ∗ be a monotone linear relation. Then A is maximal monotone



⇔



(dom A)⊥ = A0 and halo = dom A.



Proof. “⇒”: By Proposition 2.4, (dom A)⊥ = A0. Proposition 6.3 yields dom A ⊂ halo A. Now take x ∈ halo A. By Proposition 6.3, there exists x∗ such that (x, x∗ ) is monotonically related to gra A. Since A is maximal monotone, (x, x∗ ) ∈ gra A, so x ∈ dom A. Thus, halo A = dom A. “⇐”: Suppose (x, x∗ ) ∈ X × X ∗ is monotonically related to A. By Proposition 6.3, x ∈ halo A. Thus x ∈ dom A and we pick x∗0 ∈ Ax. By Proposition 2.2(v) and Fact 2.1(ii), we have x∗ ∈ x∗0 + (dom A)⊥ = x∗0 + A0 = Ax. Therefore, A is maximal monotone. ¥ Corollary 6.6 Let A : X ⇒ X ∗ be a monotone linear relation, and suppose that dom A is closed. Then A is maximal monotone ⇔ (dom A)⊥ = A0. Proof. “⇒”: Apply Theorem 6.5. “⇐”: Since dom A is closed, the hypothesis yields dom A = (A0)⊥ . By Proposition 6.2, dom A = halo A. Once again, apply Theorem 6.5. ¥ Corollary 6.7 Let A : Rn ⇒ Rn be a monotone linear relation. Then A is maximal monotone ⇔ (dom A)⊥ = A0.



7



Characterization of skew monotone operators with linear graphs



As an application of Theorem 6.5, we shall characterize skew linear relations. Theorem 7.6 below extends [4, Theorem 2.9] from monotone linear operators to monotone linear relations. 11



Definition 7.1 (skew linear relation) Let A : X ⇒ X ∗ be a linear relation. We say that A is skew if A∗ = −A. Proposition 7.2 Let A : X ⇒ X ∗ be a skew linear relation. Then both A and A∗ are maximal monotone. Proof. By Fact 2.1(iv), (∀x ∈ dom A) hAx, xi = 0. Thus, using Proposition 2.2(iv) and Fact 2.1(iv), we see that both A and A∗ are monotone. By Fact 3.1 and Fact 2.1(v), A and A∗ are maximal monotone. ¥ Definition 7.3 (Fitzpatrick family) Let A : X ⇒ X ∗ be a maximal monotone linear relation. The associated Fitzpatrick family FA consists of all functions F : X × X ∗ → ]−∞, +∞] that are lower semicontinuous and convex, and that satisfy F ≥ h·, ·i, and F = h·, ·i on gra A. Fact 7.4 (Fitzpatrick) Let A : X ⇒ X ∗ be a maximal monotone linear relation. Then for every (x, x∗ ) ∈ X × X ∗ , © ª © ª (13) FA (x, x∗ ) = min F (x, x∗ ) | F ∈ FA and FA∗| (x, x∗ ) = max F (x, x∗ ) | F ∈ FA . Proof. See [13, Theorem 3.10].



¥



Example 7.5 Let A : X ⇒ X ∗ be a skew linear relation. Then FA = FA∗| = ιgra A . Proof. Since (∀x ∈ dom A) hAx, xi = 0, Proposition 5.5 implies that FA∗| = ιgra A . Moreover, ¡ ¢∗| ¡ ¢∗| ¡ | ¢∗ ¡ ¢∗ FA = FA∗| = ιgra A = ιgra A = ιgra A−1 = ι(gra A−1 )⊥ = ιgra(−A∗ ) = ιgra A , by Proposition 5.3(i). Therefore, FA = FA∗| = ιgra A .



¥



We now characterize skew linear relations in terms of the Fitzpatrick family. Theorem 7.6 Let A : X ⇒ X ∗ be a maximal monotone linear relation. Then A is skew ⇔ dom A = dom A∗ and FA is a singleton, in which case FA = {ιgra A }. Proof. “⇒”: Combine Example 7.5 with Fact 7.4. “⇐”: Fact 7.4 and Proposition 5.5 yield (14)



FA = FA∗| = ιgra A + h·, ·i.



By Proposition 5.3(ii), for every (y, y ∗ ) ∈ gra(−A∗ ), we have FA (y, y ∗ ) = 0; hence, in view of (14), (y, y ∗ ) ∈ gra A and hy, y ∗ i = 0. Thus ¡ ¢ (15) gra −A∗ ⊂ gra A and ∀(y, y ∗ ) ∈ gra A∗ hy ∗ , yi = 0. 12



Since A is monotone (by hypothesis), so is −A∗ . We wish to show that −A∗ is maximal monotone. To this end, take x ∈ halo(−A∗ ). According to Proposition 6.3, there exist x∗ ∈ X ∗ such that (x, x∗ ) is monotonically related to gra(−A∗ ), i.e., (∀(y, y ∗ ) ∈ gra A∗ ) hx − y, x∗ + y ∗ i ≥ 0; equivalently, ¡ ¢ (16) ∀(y, y ∗ ) ∈ gra A∗ hx∗ , xi + hy ∗ , xi − hx∗ , yi − hy ∗ , yi ≥ 0. Using (15), this in turn is equivalent to ¡ ¢ ∀(y, y ∗ ) ∈ gra A∗ hx∗ , xi ≥ −hy ∗ , xi + hx∗ , yi, and — since gra A∗ is a linear subspace of X × X ∗ — also to ¡ ¢ ∀(y, y ∗ ) ∈ gra A∗ 0 = −hy ∗ , xi + hx∗ , yi = h(x∗ , −x), (y, y ∗ )i. Thus, (x, x∗ ) ∈ gra A∗∗ = gra A (Fact 2.1(v)) and in particular x ∈ dom A. As dom A = dom A∗ , we have x ∈ dom A∗ = dom(−A∗ ). Therefore, halo(−A∗ ) ⊂ dom(−A∗ ). The opposite inclusion is clear from Proposition 6.2. Altogether, (17)



dom(−A∗ ) = halo(−A∗ ).



By Fact 3.1, A∗ is maximal monotone; hence, Theorem 6.5 yields (dom A∗ )⊥ = A∗ 0. Since dom A∗ = dom(−A∗ ) and A∗ 0 = −A∗ 0, we have (18)



¡



¢⊥ dom(−A∗ ) = −A∗ 0.



Using (18), (17), and Theorem 6.5, we conclude that −A∗ is maximal monotone. Since A is maximal monotone, the inclusion in (15) implies that A = −A∗ . Therefore, A is skew. ¥



Acknowledgment Heinz Bauschke was partially supported by the Natural Sciences and Engineering Research Council of Canada and by the Canada Research Chair Program. Xianfu Wang was partially supported by the Natural Sciences and Engineering Research Council of Canada.



References [1] R. Arens, “Operation calculus on linear relations”, Pacific Journal of Mathematics, vol. 19, pp. 9–23, 1961. [2] J.-P. Aubin and H. Frankowska, Set-Valued Analysis, Birkh¨auser, 1990. [3] S. Bartz, H. H. Bauschke, J. M. Borwein, S. Reich, and X. Wang, “Fitzpatrick functions, cyclic monotonicity and Rockafellar’s antiderivative”, Nonlinear Analysis, vol. 66, pp. 1198– 1223, 2007. 13



[4] H. H. Bauschke, J. M. Borwein, and X. Wang, “Fitzpatrick functions and continuous linear monotone operators”, SIAM Journal on Optimization, vol. 18, pp. 789–809, 2007. [5] H. H. Bauschke and J. M. Borwein, “Maximal monotonicity of dense type, local maximal monotonicity, and monotonicity of the conjugate are all the same for continuous linear operators”, Pacific Journal of Mathematics, vol. 189, pp. 1–20, 1999. [6] H. H. Bauschke, D. A. McLaren, and H. S. Sendov, “Fitzpatrick functions: inequalities, examples, and remarks on a problem by S. Fitzpatrick”, Journal of Convex Analysis, vol. 13, pp. 499–523, 2006. [7] J. M. Borwein, “Adjoint process duality”, Mathematics Operation Research, vol. 8, pp. 403– 434, 1983. [8] H. Br´ezis “On some degenerate nonlinear parabolic equations”, in Nonlinear Functional Analysis (Chicago, 1968), AMS, pp. 28–38, 1970. [9] H. Br´ezis and F. E. Browder, “Linear maximal monotone operators and singular nonlinear integral equations of Hammerstein type”, in Nonlinear analysis (collection of papers in honor of Erich H. Rothe), Academic Press, pp. 31–42, 1978. [10] R. S. Burachik and B. F. Svaiter, “Maximal monotone operators, convex functions and a special family of enlargements”, Set-Valued Analysis, vol. 10, pp. 297–316, 2002. [11] D. Butnariu and G. Kassay, “A proximal-projection method for finding zeros of set-valued operators”, preprint, 2007. [12] R. Cross, Multivalued Linear Operators, Marcel Dekker, 1998. [13] S. Fitzpatrick, “Representing monotone operators by convex functions”, in Workshop/Miniconference on Functional Analysis and Optimization (Canberra 1988), Proceedings of the Centre for Mathematical Analysis, Australian National University vol. 20, Canberra, Australia, pp. 59–65, 1988. [14] J.-P. Penot, “The relevance of convex analysis for the study of monotonicity”, Nonlinear Analysis, vol. 58, pp. 855–871, 2004. [15] R. R. Phelps, Convex functions, Monotone Operators and Differentiability, Springer-Verlag, 1993. [16] R. R. Phelps and S. Simons, “Unbounded linear monotone operators on nonreflexive Banach spaces”, Journal of Convex Analysis, vol. 5, pp. 303–328, 1998. [17] R. T. Rockafellar, Convex Analysis, Princeton University Press, 1970. [18] R. T. Rockafellar and R. J-B Wets, Variational Analysis, Springer-Verlag, 1998. [19] S. Simons, From Hahn-Banach to Monotonicity, Springer-Verlag, 2008.



14



[20] S. Simons and C. Z˘alinescu, “Fenchel duality, Fitzpatrick functions and maximal monotonicity”, Journal of Nonlinear and Convex Analysis, vol. 6, pp. 1–22, 2005. [21] C. Z˘alinescu, Convex Analysis in General Vector Spaces, World Scientific Publishing, 2002.



15



























[image: Monotone Linear Relations: Maximality and Fitzpatrick ...]
Monotone Linear Relations: Maximality and Fitzpatrick ...












[image: Monotone Linear Relations: Maximality and Fitzpatrick ...]
Monotone Linear Relations: Maximality and Fitzpatrick ...












[image: Monotone Linear Relations: Maximality and Fitzpatrick ...]
Monotone Linear Relations: Maximality and Fitzpatrick ...












[image: For maximally monotone linear relations, dense type, negative ...]
For maximally monotone linear relations, dense type, negative ...












[image: For maximally monotone linear relations, dense type, negative ...]
For maximally monotone linear relations, dense type, negative ...












[image: On Borwein-Wiersma Decompositions of Monotone Linear Relations]
On Borwein-Wiersma Decompositions of Monotone Linear Relations












[image: Autoconjugate representers for linear monotone ...]
Autoconjugate representers for linear monotone ...












[image: Autoconjugate representers for linear monotone ...]
Autoconjugate representers for linear monotone ...












[image: Examples of discontinuous maximal monotone linear operators and ...]
Examples of discontinuous maximal monotone linear operators and ...












[image: Maximally Monotone Linear Subspace Extensions of ...]
Maximally Monotone Linear Subspace Extensions of ...












[image: Examples of discontinuous maximal monotone linear ...]
Examples of discontinuous maximal monotone linear ...












[image: A projection algorithm for strictly monotone linear ...]
A projection algorithm for strictly monotone linear ...












[image: maximality, duplication, and intrinsic value]
maximality, duplication, and intrinsic value












[image: Monotone Operators without Enlargements]
Monotone Operators without Enlargements












[image: Monotone Strategyproofness]
Monotone Strategyproofness












[image: On Monotone Recursive Preferences]
On Monotone Recursive Preferences












[image: Monotone Operators without Enlargements]
Monotone Operators without Enlargements












[image: Fitzpatrick, Thermodynamics and Statistical Physics, An Intermediate ...]
Fitzpatrick, Thermodynamics and Statistical Physics, An Intermediate ...












[image: Decompositions and representations of monotone ...]
Decompositions and representations of monotone ...












[image: On the maximal monotonicity of the sum of a maximal monotone linear ...]
On the maximal monotonicity of the sum of a maximal monotone linear ...












[image: On the maximal monotonicity of the sum of a maximal monotone linear ...]
On the maximal monotonicity of the sum of a maximal monotone linear ...












[image: LINEAR AND NON LINEAR OPTIMIZATION.pdf]
LINEAR AND NON LINEAR OPTIMIZATION.pdf












[image: The Existence and Uniqueness of Monotone Pure ... - Semantic Scholar]
The Existence and Uniqueness of Monotone Pure ... - Semantic Scholar















Monotone Linear Relations: Maximality and Fitzpatrick ...






May 23, 2008 - On the other hand, applying this line of thought to Aâˆ—, we obtain ..... [17] R. T. Rockafellar, Convex Analysis, Princeton University Press, 1970. 






 Download PDF 



















 192KB Sizes
 0 Downloads
 232 Views








 Report























Recommend Documents







[image: alt]





Monotone Linear Relations: Maximality and Fitzpatrick ... 

Nov 4, 2008 - sense of set-valued analysis) linear relations has been explored much ...... [5] H. H. Bauschke, D. A. McLaren, and H. S. Sendov, â€œFitzpatrick ...














[image: alt]





Monotone Linear Relations: Maximality and Fitzpatrick ... 

Nov 4, 2008 - if a maximal monotone operator has a convex graph, then this graph must ..... Thus, G is a proper lower semicontinuous convex function.














[image: alt]





Monotone Linear Relations: Maximality and Fitzpatrick ... 

May 23, 2008 - Dedicated to Stephen Simons on the occassion of his 70th birthday. Abstract. We analyze and characterize maximal monotonicity of linear ...














[image: alt]





For maximally monotone linear relations, dense type, negative ... 

Mar 31, 2011 - http://arxiv.org/abs/1001.0257v1, January 2010. [10] J.M. ... [19] R. Cross, Multivalued Linear Operators, Marcel Dekker, Inc, New York, 1998.














[image: alt]





For maximally monotone linear relations, dense type, negative ... 

Mar 31, 2011 - interior of C, and C is the norm closure of C . The indicator function of C, written as Î¹C .... be a proper lower semicontinuous and convex function.














[image: alt]





On Borwein-Wiersma Decompositions of Monotone Linear Relations 

Dec 14, 2009 - When A is linear and single-valued with full domain, we shall use ...... [18] R.T. Rockafellar, Convex Analysis, Princeton University Press, 1970.














[image: alt]





Autoconjugate representers for linear monotone ... 

Feb 10, 2008 - Keywords: Autoconjugate representer, convex function, Fenchel ... function, we introduce a convenient notation utilized by Penot [29]: If F : X ...














[image: alt]





Autoconjugate representers for linear monotone ... 

Nov 6, 2009 - Springer and Mathematical Programming Society 2009. Abstract Monotone operators are of central importance in modern optimization and nonlinear analysis. Their study has been revolutionized lately, due to the system- atic use of the Fitz














[image: alt]





Examples of discontinuous maximal monotone linear operators and ... 

Sep 14, 2009 - http://arxiv.org/abs/0802.1375v1, February 2008. [5] H.H. ... [9] R. Cross, Multivalued Linear Operators, Marcel Dekker, Inc, New York, 1998.














[image: alt]





Maximally Monotone Linear Subspace Extensions of ... 

âˆ—Mathematics, Irving K. Barber School, The University of British Columbia ..... free variables, see [15, page 61]. ...... NullSpace command in Maple to solve.














[image: alt]





Examples of discontinuous maximal monotone linear ... 

Apr 6, 2010 - The first unbounded linear maximal monotone operator S on â„“2 is skew. We show its domain is a proper subset of the domain of its adjoint S. âˆ—.














[image: alt]





A projection algorithm for strictly monotone linear ... 

A projection algorithm for strictly monotone linear complementarity problems. âˆ—. Erik Zawadzki. Department of Computer Science. Carnegie Mellon University. Pittsburgh, PA 15213 [email protected]. Geoffrey J. Gordon. Machine Learning Department. Carneg














[image: alt]





maximality, duplication, and intrinsic value 

This preceding quote is where Sider presents an outline of his main argument .... According to cases A-D, some group of parts that once did not compose some.














[image: alt]





Monotone Operators without Enlargements 

Oct 14, 2011 - concept of the â€œenlargement of Aâ€�. A main example of this usefulness is Rockafellar's proof of maximality of the subdifferential of a convex ...














[image: alt]





Monotone Strategyproofness 

Apr 14, 2016 - i ) = {(x, x/) âˆˆ X Ã— X : either x/Pix & xP/ .... being the unique connected component implies that P/ i |A = P// i |A, and thus we also have. A = {x : xP// i y for all y âˆˆ C}. Similarly, we can define the set B of alternatives ...














[image: alt]





On Monotone Recursive Preferences 

Jul 8, 2016 - D serves as the choice domain in this paper. One can visualize ..... reconcile the high equity premium and the low risk-free rate. So long as the ...














[image: alt]





Monotone Operators without Enlargements 

Oct 14, 2011 - the graph of A. This motivates the definition of enlargement of A for a general monotone mapping ... We define the symmetric part a of A via. (8).














[image: alt]





Fitzpatrick, Thermodynamics and Statistical Physics, An Intermediate ... 

Page 2 of 201. 1 INTRODUCTION. 1 Introduction. 1.1 Intended audience. These lecture notes outline a single semester course intended for upper division. undergraduates. 1.2 Major sources. The textbooks which I have consulted most frequently whilst dev














[image: alt]





Decompositions and representations of monotone ... 

monotone operators with linear graphs by. Liangjin Yao. M.Sc., Yunnan University, 2006. A THESIS SUBMITTED IN PARTIAL FULFILMENT OF. THE REQUIREMENTS FOR THE DEGREE OF. Master of Science in. The College of Graduate Studies. (Interdisciplinary). The U














[image: alt]





On the maximal monotonicity of the sum of a maximal monotone linear ... 

Jan 1, 2010 - Keywords: Constraint qualification, convex function, convex set, Fenchel ... patrick function, linear relation, maximal monotone operator, ...














[image: alt]





On the maximal monotonicity of the sum of a maximal monotone linear ... 

Jan 1, 2010 - Throughout, we shall identify X with its canonical image in the bidual ..... Council of Canada and by the Canada Research Chair Program.














[image: alt]





LINEAR AND NON LINEAR OPTIMIZATION.pdf 

and x1 x2 x3 â‰¥ 0. 10. 5. a) What is a unimodal function ? What is the difference between Newton and. Quasi Newton methods ? 6. b) Explain univariate method.














[image: alt]





The Existence and Uniqueness of Monotone Pure ... - Semantic Scholar 

Jul 25, 2010 - density of types is sufficiently flat, then the threshold player's ... strictly increasing in a player's type, with the rate of increase ..... payoffs, for player âˆ’i's two strategies, is no greater than Ï•2 times the distance between


























×
Report Monotone Linear Relations: Maximality and Fitzpatrick ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















