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I.



Introduction



The operational scenario is the following. A bomber with identical weapons travels along a designated route/ path and sequentially encounters enemy (ground) targets. Should the bomber decide to engage a target, the target will be destroyed with probability p < 1. Upon successful elimination, the bomber receives a positive reward r drawn from a fixed known distribution. We stipulate that prior to engagement, the bomber observes the target and is made aware of the reward r. Furthermore, upon releasing a weapon, the bomber is alerted as to whether or not the deployed weapon was successful. In other words, we employ a shoot-look-shoot policy. If the target is destroyed, the bomber moves on to the next target. On the other hand, if the target was not destroyed, the bomber can either re-engage the current target or move on to the next target in the sequence. The optimal closed loop control policy that results in the maximal expected cumulative reward is obtained via Stochastic Dynamic Programming. Not surprisingly, a weapon is dropped
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on a target if and only if the observed reward is no less than a stage and state dependent threshold value. We show that the threshold value, as a function, is monotonic decreasing in the number of weapons and monotonic non-decreasing in the number of targets left to be engaged.



II.



Weapon-Target Assignment Problem



It is clear that, if there was no feedback and if the reward values are known a priori, the problem collapses to a special case of Flood’s static Weapon-Target Assignment (WTA) problem - see [1] and the optimal solution is obtained via the Maximum Marginal Return (MMR) algorithm - see [2]. Moreover, if the weapons are not homogenous and the kill probability varies with target type, the resulting static assignment problem is NP-complete - see [3]. Exact and heuristic algorithms to solve this version of the WTA problem are provided in [4–6]. An approximate algorithm for a dynamic WTA problem, wherein not all targets are known to the decision maker at the start of the mission, is provided in [7]. Decentralized cooperative control methods for a modified WTA problem, wherein weapons seek to achieve a pre-specified probability of kill on each target are proposed in [8]. An integrated problem of sensor management and WTA for missile defense is considered in [9]. For other prior work related to the dynamic WTA, we refer the reader to the survey paper [10]. Our model embraces a shoot-look-shoot policy [11–15] in that homogenous weapons are assigned one at a time with observations in between that assess the success or failure of the prior engagements. In a related work [16], we considered the scenario where the target rewards are deterministic and known prior to engagement. In sequential assignment problems of the kind considered herein, the decision rule usually takes the form, “attack the target if and only if its observed value r is no less than a certain threshold c”, where the optimal c is to be determined. Moreover, intuition tells us that the optimal c = c(t, k) should be monotonic increasing in t and decreasing in k, where t and k are the number of remaining targets and weapons respectively. If the probability of kill, p = 1, i.e., a bomb dropped on a target always destroys it, there is no need for repeated engagement of the same target and the resulting problem is similar to Revenue Management (RM) - wherein, the threshold monotonicity property is well known to hold - for details, see [17, 18]. However, it is not obvious that the result holds for the case, p < 1 and we have established this result/ generalization
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in this article. We also point out that the case p < 1 does not make sense in the context of RM, since an offer once rejected therein cannot be revisited. However, it makes perfect sense in the case of a bomber/ military scenario, where multiple weapons are frequently employed to destroy a target with observations made in between. The model in [12] differs from ours only in that the time between the appearance of targets therein is a random variable with an exponential distribution. We have simplified the setup, for the bomber scenario, where the time between visits to consecutive targets is fixed (flight time, perhaps) but otherwise irrelevant. This yields an elegant proof of the main monotonicity result; which is utilized in [12] without proof. It is also known that if additional complicating factors such as a search cost for finding a target [13] or a scenario wherein weapons can be replenished [15] are considered, the threshold monotonicity property breaks down.



III.



Dynamic Model



We consider a dynamic variant of the WTA problem, wherein the targets are visited sequentially by the bomber. Furthermore, we also incorporate feedback, in that the bomber is informed about the success/failure of a weapon upon deployment. This allows for dynamic decision making, where a decision is made as to whether a) an additional weapon is deployed on the current target if the previous engagement was unsuccessful or b) the bomber moves on to the next target in the sequence.



A.



Stochastic Dynamic Programming



Let V (t, k|r) indicate the optimal cumulative reward i.e., “payoff to go”, that can be achieved when the bomber with k > 0 weapons arrives at the 1st of t targets with observed value r. Furthermore, let W (t, k) = Ex V (t, k|x) be the expected optimal cumulative reward from t targets and k weapons, prior to observation. It follows that V (t, k|r) must satisfy the Bellman recursion: V (t, k|r) = max {p(r + W (t − 1, k − 1)) + (1 − p)V (t, k − 1|r), W (t − 1, k)} , u=0,1



(1)



where the control action, u = 0, 1 indicates whether the bomber should stay and deploy a weapon or simply move on to the next target. In (1), decision u = 0 results in the current target being destroyed with probability p and u = 1 results in the bomber moving on to the next target in the 3



sequence. If the current target is destroyed, the bomber receives an immediate reward of r. The corresponding optimal feedback policy, µ(t, k|r) is therefore given by the maximizing control action in (1). If the bomber is at the last target and has k > 0 weapons at hand, the expected reward is given by: V (1, k|r) = r(1 − q k ), ⇒ W (1, k) = r¯(1 − q k ), k > 0.



(2)



where q = 1 − p. In other words, q k represents the probability that the last target is not destroyed by any of the k weapons. So, 1 − q k is the probability that it gets destroyed; thereby yielding the reward (2). Here, r¯ denotes the mean value of the reward distribution function. As mentioned earlier, the optimal policy has a special structure. Indeed, a weapon from an available inventory of k weapons is dropped on a target of observed value r if and only if r exceeds a threshold or control limit, c(t, k). In the next section, we prove the main result that c(t, k) is monotonic decreasing in k and monotonic non-decreasing in t.



IV.



Monotone Threshold Policy



Let ∆t (k) := W (t, k + 1) − W (t, k) indicate the expected marginal reward yielded by assigning an additional weapon over and above k weapons to t targets prior to observation. Proposition 1. ∆t (k) is a monotonic decreasing function of k. We shall prove the above proposition later. Notice however that the marginal reward yielded by the last target in the sequence, ∆1 (k) = W (1, k + 1) − W (1, k) = p¯ rq k ,



(3)



is clearly a decreasing function of k given that q < 1. Suppose Proposition 1 is true i.e., ∆t−1 (k) is a monotonic decreasing function of k. Then, we can define κt (r) = mink=0,1,··· k such that pr ≥ ∆t−1 (k). Indeed, κt (r) is the smallest non-negative integer such that the immediate expected reward pr is no smaller than the marginal expected reward ∆t−1 (k). With this definition, we show that a thresholding policy is optimal.
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Lemma 1. If ∆t−1 (k) is a monotonic decreasing function of k, the optimal policy:     1, k < κt (r), µ(t, k + 1|r) =    0, otherwise.



Proof. From the Bellman recursion (1), we have: V (t, k|r) ≥ W (t − 1, k). It follows that: p(r + W (t − 1, k)) + qV (t, k|r) ≥ pr + W (t − 1, k) ≥ W (t − 1, k + 1), ∀k ≥ κt (r),



(4)



where (4) follows from the definition of κt (r). Recall the Bellman recursion (1): V (t, k + 1|r) = max {p(r + W (t − 1, k)) + qV (t, k|r), W (t − 1, k + 1)} , u=0,1



⇒ V (t, k + 1|r) = p(r + W (t − 1, k)) + qV (t, k|r), ∀k ≥ κt (r).



(5)



⇒ µ(t, k + 1|r) = 0, k ≥ κt (r). We shall prove the second part of the result, i.e., µ(t, k + 1) = 1, k < κt (r) by induction on k. Recall the definition of κt (r), which gives us: pr + W (t − 1, k) < W (t − 1, k + 1), ∀k < κt (r).



(6)



If κt (r) = 0, there is nothing left to prove. So, suppose κt (r) > 0. From the Bellman recursion (1), we have: V (t, 1|r) = max {pr, W (t − 1, 1)} = W (t − 1, 1), u=0,1



(7)



where (7) follows by applying (6) for the case k = 0. So, we have: µ(t, 1|r) = 1. Suppose V (t, h|r) = W (t − 1, h) for some h < κt (r). The Bellman recursion (1) yields: V (t, h + 1|r) = max {p(r + W (t − 1, h)) + qV (t, h|r), W (t − 1, h + 1)} , u=0,1



= max {pr + W (t − 1, h), W (t − 1, h + 1)} , u=0,1



(8)



= W (t − 1, h + 1), ⇒ µ(t, h + 1|r) = 1. where (8) follows from applying (6) to the case k = h. In summary, we have: µ(t, 1|r) = 1 and µ(t, h + 1|r) = 1 if µ(t, h|r) = 1, for some h < κt (r).
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(9)



So, we conclude that: µ(t, k + 1|r) = 1 if µ(t, k + 1|r) = 1, ∀k < κt (r).



(10)



The above result tells us that 1 out of the current inventory of (k + 1) weapons is deployed on the current target of value r if and only if the immediate expected reward, pr is no less than the marginal reward obtained by assigning an additional weapon over and above k weapons to the t − 1 remaining targets. Indeed, we have:



µ(t, k + 1|r) =



    1, r < c(t, k)),    0, otherwise.



The threshold value given by c(t, k) = p1 ∆t−1 (k).



Theorem 1. ∆t (k) is monotonic decreasing in k. Proof. We prove the result by induction on the number of targets left, t. From (3), we know that ∆1 (k) is monotonic decreasing in k. Let us suppose that ∆t−1 (k) is a decreasing function of k. Combining (5) and (8), we can write:     W (t − 1, k + 1), k < κt (r)     V (t, k + 1|r) = pr + W (t − 1, k), k = κt (r)        p(r + W (t − 1, k)) + qV (t, k|r), k > κt (r), Let Γt (k|r) = V (t, k + 1|r) − V (t, k|r). So, we have:     ∆t−1 (k), k < κt (r), Γt (k|r) =    pr, k = κt (r).



(11)



(12)



For ℓ = k − κt (r) > 0, we have by repeated application of (11): V (t, k + 1|r) = pr



ℓ X



i



ℓ



q + q W (t − 1, κt (r)) + p



⇒ Γt (k|r) = p



q i W (t − 1, k − i),



i=0



i=0



ℓ−1 X



ℓ−1 X



q i ∆t−1 (k − i − 1) + pq ℓ r.



(13)



i=0



We proceed to show that Γt (k|r) as prescribed by (12) and (13) is a decreasing function of k. By our induction argument, Γt (k|r) decreases as k goes from 0 to κt (r) − 1. From the definition of κt (r), we have: pr < ∆t−1 (κt (r) − 1). 6



For any ℓ = k − κt (r) ≥ 0, using (13), we can write: Γt (k + 1|r) − Γt (k|r) =pq ℓ (∆t−1 (κt (r)) − pr) + p



ℓ−1 X



q i (∆t−1 (k − i) − ∆t−1 (k − i − 1)) < 0, (14)



i=0



since ∆t−1 (k − i) < ∆t−1 (k − i − 1) per the induction argument and ∆t−1 (κt (r)) ≤ pr as per the definition of κt (r). Hence, Γt (k|r) is a strictly decreasing function of k. So, the expected marginal reward given by: ∆t (k) = Ex Γt (k|x) is also a decreasing function of k. Theorem 2. ∆t (k) is monotonic non-decreasing in the number of remaining targets, t. Proof. We shall show that for a given k, ∆t (k) is monotonic non-decreasing in t. For k < κt (r), we have from (12): Γt (k|r) = ∆t−1 (k),



(15)



Γt (k|r) = pr ≥ ∆t−1 (k),



(16)



and for k = κt (r),



as per the definition of κt (r). For ℓ = k − κt (r) > 0, we have from (13): Γt (k|r) = p



ℓ−1 X



q i ∆t−1 (k − i − 1) + pq ℓ r



i=0



> ∆t−1 (k)p



ℓ−1 X



q i + pq ℓ r



(17)



i=0



= ∆t−1 (k) + (pr − ∆t−1 (k))q ℓ ⇒ Γt (k|r) > ∆t−1 (k), k > κt (r)



(18)



where (17) follows from the monotonicity result (Theorem 1) and (18) follows from the definition of κt (r). It follows from (15), (16) and (18) that: ∆t (k) = Ex Γt (k|x) ≥ ∆t−1 (k). Corollary 1. Since c(t, k) =



1 p ∆t−1 (k),



it is monotone decreasing in k and monotone non-



decreasing in t.



V.



Conclusion



We consider a dynamic variant of the Weapon-Target Assignment (WTA) problem, wherein targets are sequentially visited by a bomber equipped with homogenous weapons with a probability 7



of kill, p. Feedback is available and so the bomber is promptly informed about the failure or success of a deployed weapon. Stochastic Dynamic Programming yields the optimal policy which specifies that a weapon is dropped if and only if the observed target value exceeds a threshold. We prove the intuitive result that the threshold is monotonic decreasing in the number of weapons remaining and monotonic non-decreasing in the number of targets left to be engaged for the case: p < 1.
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