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Moral intuitions: A test case for evolutionary theories of human cooperation



Nicolas Baumarda Institute of cognitive and evolutionary psychology University of Oxford



Abstract: Human cooperation can be explained in two different ways: as an altruistic phenomenon that benefits to groups, or as a mutually advantageous interaction that benefits to individuals. Although both theories are equally valid at a theoretical level, their empirical validity remains difficult to assess. Here, I propose to use moral intuitions as a test case. I first show that the altruistic theory predicts a utilitarian morality where individuals ought to sacrifice for others, whereas the mutualistic theory predicts a contractualist morality where individuals ought to share the benefits of cooperation in a fair way. Using a range of different moral situations (justice, assistance, moral dilemmas, punishment), I suggest that empirical data fit better with a mutualistic theory framework. This conclusion allows making sense of some apparently irrational aspects of moral intuitions and opens a way to build a unitary theory of morality.
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1. Introduction From an evolutionary point of view, there are two kinds of theories of cooperation: altruistic theories, for which helping others is costly to the actor and beneficial to the recipient, and mutualistic theories, for which helping others yields direct fitness benefits to the helper (Hamilton, 1964; West, Griffin, & Gardner, 2007). How can we decide between these theories? If both agree that human beings are not selfish and are genuine cooperators, they nonetheless posit a different underlying logic for cooperation. As we will see, the altruistic theory predicts that cooperative individuals ought to sacrifice for others whereas the mutualistic theory predicts they ought to be fair to each other. In other words, the altruistic theory posits that cooperation is governed by a morality of sacrifice, whereas the mutualistic theory posits that cooperation is governed by a morality of fairness. Moral intuitions can thus function as a tool to study the logic of cooperation and therefore constitute a test case for theories of cooperation. In what follows, I present the predictions of each theory and then assess whether they are in line with people’s intuitions about gift and punishment. I conclude that moral intuitions fit better with a mutualistic theory of cooperation.



2. Contrasting two theories of cooperation Altruism toward kins (Hamilton, 1964) is the paradigmatic example of altruistic behaviour, which group selection has extended to account for large scale cooperation (Bowles & Gintis, 2004; Boyd & Richerson, 2005; Gintis, 2000; Sober & Wilson, 1998). Group selection is based on the effect of limited dispersal (Hamilton, 1964): When groups are small and migration infrequent, the population’s viscosity or structure can generate high degrees of relatedness between interacting individuals. In this case, unconditional cooperation directed indiscriminately at other group members (neighbours) could be favoured because group



members are more likely to be relatives. If cooperation leads individuals to sacrifice for the group and if groups are in competition, cooperation can then lead the groups who have more cooperative individuals to out-reproduce those who have less cooperative individuals. Since the individuals in the group share the same genes for cooperation, a cooperative behaviour to sacrifice for others can be selected. Group selection claims that people have evolved to be ready to sacrifice for their group because it is the best way for their genes to make it to the next generation.



‘If genetic variation among groups is sufficiently large, evolutionary theory predicts that self-sacrifice on behalf of large residential groups can evolve under the same processes that evolve self-sacrifice on behalf of close kin.’ (Bell, Richerson, & McElreath, 2009, p. 17671)



This implies that, at the psychological level, people will consider that actions that are beneficial to the group are morally right and that one has a duty to sacrifice if this increases the group’s fitness. This altruistic logic echoes the utilitarianistic doctrine according to which morality aims to increase the welfare of the community. According to utilitarianism, our moral intuitions (about ‘right’, ‘desert’, ‘duty’) are proxies or heuristics that allow us to make good decisions for the group (Sunstein, 2005). For instance, one has a duty to respect ‘rights’, ‘merit’ and ‘fairness’ because giving more to those who contribute more is the best way to facilitate cooperation and to motivate people to be productive (Kymlicka, 1990; Lamont & Favor, 2007). In the same way, we have the intuition that we have a ‘duty’ to help others because helping increases the global welfare (Kagan, 1989; Singer, 1993; Unger, 1996). Finally, we think that criminals ‘deserve’ to be punished because punishment deters future crimes and sustains cooperation (Polinsky & Shavell, 2000; Posner, 1983). To conclude, the



altruistic theory predicts a utilitarian moral sense, where cooperation aims to increase the fitness of the group. In the mutualistic theory, by contrast, cooperation is not construed as a sacrifice but rather as a mutually advantageous venture: cooperative activities, such as mutual help, information exchanges, group hunting, indeed allow access to a range of benefits that would have remained inaccessible had it not been possible to cooperate with others. This environment gives rise to a market where people compete with each other to be included in fruitful cooperative ventures (for experimental evidences, see Barclay, 2004; Barclay, 2006; Barclay & Willer, 2007; Coricelli, Fehr, & Fellner, 2004; Ehrhart & Keser, 1999; Page, Putterman, & Unel, 2005; Pradel, Euler, & Fetchenhauer, 2008; Sheldon, Sheldon, & Osbaldiston, 2000). To be competitive in this market of cooperators, individuals are forced to share the benefits of cooperation in a mutually advantageous manner (Baumard, 2008). Those who would offer too little would indeed be left out of cooperation and those who would offer too much would be exploited by their partners. In order to respect the value of everyone’s contribution, the best strategy is thus to be fair and not to take advantage of others. Market selection therefore predicts that humans have evolved a psychological disposition to respect everyone’s interests, i.e., a sense of fairness. This disposition gives humans the intuition that others have “rights”, “claims” or “entitlements” on resources. The more someone violates these rights, the more her action is seen as immoral or, in market terms, the more valuable a resource is on the market, the more unfair it is to steal it, to destroy it, or to exchange it against something of small value. More generally, the more one violates others’ interests, the more one acts immorally. This mutualistic theory finds its philosophical counterpart in contractualism which contends that morality is about respecting everyone’s interests rather than about increasing the group’s welfare (Gauthier, 1986; Kymlicka, 1990; Rawls, 1971; Scanlon, 1998). In the case



of collective actions, the mutualistic theory predicts that if someone has contributed more (because she has invested lots of resources, or because her competence is rare), individuals ought to give her more. Similarly, in the case of mutual help, people will gear the level of their help to what is compatible with a mutually advantageous system of solidarity. Mutual help is thus not about generosity or sacrifice, it is about giving others the amount of help they are owed (Scanlon, 1998). Finally, market selection predicts that punishment will be seen as a way to restore fairness – either by harming the criminal or by compensating the victim – and not as a means to sustain cooperation by deterring future crimes. Both the altruistic and the mutualistic theories predict that people are moral. But because morality does not have the same function in the two theories, the moral sense is supposed to work differently in both theories. In a recent article, Jonathan Haidt nicely opposes the two theories:



‘The contractual [mutualistic] approach takes the individual as the fundamental unit of value. The fundamental problem of social life is that individuals often hurt each other, and so we create implicit social contracts and explicit laws to foster a fair, free, and safe society in which individuals can pursue their interests and develop themselves and their relationships as they choose.’



(…)



‘The beehive [altruistic] approach, in contrast, takes the group and its territory as fundamental sources of value. Individual bees are born and die by the thousands, but the hive lives for a long time, and each individual has a role to play in fostering its success. The two fundamental problems of social life are attacks from outside and



subversion from within. Either one can lead to the death of the hive, so all must pull together, do their duty, and be willing to make sacrifices for the group.’ (Haidt, 2007a; see also Haidt, 2007b).



In a nutshell, the altruistic theory takes the group’s point of view while the mutualistic theory takes the individual’s point of view. Table 1 summarizes the differences between the two theories. Altruistic theory



Mutualistic theory



Evolutionary level



Group selection



Market selection



Psychological level



Sacrifice



Fairness



Philosophical counterpart



Utilitarianism



Contractualism



Table 1 Summary of differences between the altruistic and the mutualistic theory of cooperation



In what follows, we examine whether people have altruistic or mutualistic intuitions in moral situations such as gift and punishment.



3. Giving



3.1 Distributing the benefits of collective actions As we have already noted, collective actions allow access to a range of benefits that would have remained inaccessible had people not cooperated. If both mutualism and altruism agree that humans genuinely cooperate, they nonetheless make different predictions regarding the way people will share the benefits of cooperation: Mutualism predicts that the benefits will be



distributed according to each individual’s contribution and altruism predicts a distribution based on the group’s welfare. A range of studies (experiments, surveys, interviews, etc.) have directly looked at people’s intuitions about what is the right way to share the benefits of collective actions and have consistently demonstrated that people hold meritocratic intuitions. International surveys, for instance, show that workers think that benefits ought to be distributed according to workers’ merit (e.g., effort, talent, etc.) and not according to their welfare (e.g., equal distribution of income and wealth) (Marshall, Swift, Routh, & Burgoyne, 1999). People’s intuitions thus clash with the utilitarianistic logic which implies that the best solution for the group is to distribute incomes equally (on the assumption that individuals derive the same welfare from income). Similarly, a recent survey in France indicates that most people accept that GPs earn four times more than cashiers because they judge that doctors make a bigger contribution to society. On the contrary, the same pay differential is judged as unfair when executives are considered because people judge that their contribution is not worth such high wages (Dubet, 2006). Experimental evidence highlighting meritocratic intuitions also abound in the psychological literature. Schokkaert and Overlaet (1989), for instance, used different versions of a story in which two salesmen are working at a fair, and participants are asked to select the fairest division of a premium among them. When the two make equal contributions to the success of the fair, most participants split the premium equally or nearly equally. When, on the other hand, one salesman (Peters) has been at the stand twice as much as the other (Johnson), most participants proportionate their distribution with work time and give Peters approximately twice the amount they give to Johnson (Konow, 2001; see also Ordonez & Mellers, 1993). People’s meritocratic intuitions are seemingly best accounted for by market selection. However, proponents of group selection could argue that people want to give more to those who produce more not because they feel it is fair, but rather in order to motivate them and,



ultimately, to increase the group’s welfare. In the same way that punishments discourage cheating, rewards would indeed create incentives that would then benefit the whole group. In order to compare these two views of distributive justice, one needs to disentangle the motivation to be fair, and the motivation to increase the welfare of society. In a series of experiments, Tetlock and colleagues asked participants to evaluate different distributions of incomes in hypothetical societies (Mitchell, Tetlock, Newman, & Lerner, 2003; Mitchell, Tetlock, Mellers, & Ordóñez, 1993; Tetlock, 2003). If participants were mutualistic, they would value merit in itself because it allows matching input and output. If participants were altruistic, they would value efficiency because it maximizes the welfare of society. The results indicate that people prefer a meritocratic society - where inputs match incomes - to a wealthier but unfair society and that, as meritocracy increases (i.e., as income becomes more and more related to merit), participants become more tolerant of economic inequalities and less willing to redistribute wealth. This suggests that people do not redistribute in order to help others but because they think that salaries are unfair and that, in an imperfect society (i.e., not fully meritocratic), the poors’ income does not match their contribution (for similar results, see also Michelbach, Scott, Matland, & Bornstein, 2003). To conclude, participants value merit in itself, not for its effects on the welfare of the groupb.



3.2 Giving to the needy Assistance to others is one of the most puzzling features of human cooperation. People help friends in need or even complete strangers begging in the street. Such behaviours are paradigmatic examples of altruism and are usually regarded as evidence in favour of group selection. According to group selection, people have a duty to sacrifice themselves if their b



Note that this intuition is not incompatible with the diversity of opinions. For instance, Europeans are more in favour of redistribution than Americans but this is because Europeans think that the poor are exploited (Alesina & Glaeser, 2004; on the relationships between belief in meritocracy and judgement on redistribution, see also Fong, 2001). In other words, Americans and Europeans agree on fairness but disagree on the particular contributions of the rich and the poor.



sacrifice is beneficial at the group level. Mutualism provides a different explanation to account for giving to the needy. In market theory, mutual help is a cooperative venture just like any other. Individuals offer their contribution (helping others when needed) and get a benefit in exchange (be helped when they need it). If one wants to attract others in mutually advantageous relationships of mutual help, one needs to respect their interests. Otherwise, others will join more fruitful networks of solidarity. Mutual help is thus not about being generous or sacrifice for the greatest good, it is about giving others the amount of help they are owed. To illustrate, consider the following story:



(1) John is walking in the countryside when he sees a house burning. He sees that five people are blocked inside. If nothing is done, these persons are going to die in few minutes.



To save them, one should go inside the burning house and break down a blocked door. However, it is deadly hot inside the house. If John goes inside the house, he will be able to save the five persons but he will be so burned that he will die very soon. John would like to save the five persons but he does not want to die. Therefore, he does not to go inside the house to save the five persons.



Can we reproach John for his decision?



In (1), saving five people to the expenses of one person is the best outcome from the group’s point of view. Yet, one feels that this logic is counterintuitive and that John does not have a duty to sacrifice his life in order to save five people. In fact, utilitarian philosophers



acknowledge the counter-intuitiveness of a morality that aims to maximize the welfare of the community.



“It is generally held that although morality does sometime requires us to make sacrifices for the sake of others, we are not morally required to make our greatest possible contribution to the overall good. There is a limit to moral requirement.” (Kagan, 1989, p. xi; see also Murphy, 1993; Scheffler, 1986; Unger, 1996)



The two theories also differ on the very logic of duty. Commenting on the famous article on famine by the utilitarian philosopher Peter Singer, the contractualist philosopher Thomas Scanlon illustrates these contrasting logics:



“When, for example, I first read Peter Singer’s famous article on famine and felt the condemning force of his arguments, what I was moved by was not just the sense of how bad it was that people were starving in Bangladesh. What I felt, overwhelmingly, was the quite different sense that it was wrong for me not to aid them, given how easily I could do so.” (Scanlon, 1998, p. 152)



The altruistic logic maximizes the overall welfare (“how bad it was that people were starving in Bangladesh”) and posits a duty to help people based on the fact that our help make more good (saving lives) than bad (personal cost). The mutualistic logic, by contrast, balances costs and benefits (“given how easily I could do so”). Going back to the example of John’s duty to rescue five people caught in a fire, the mutualistic logic thus predicts that John will have more of a duty to help if the cost he incurs is reduced. To illustrate, consider the following variation of (1):



John is walking in the countryside when he sees a house burning. He sees that five people are blocked inside. If nothing is done, these persons are going to die in few minutes.



To save them, one should go inside the burning house and break down a blocked door. However, it is very hot inside the house. If John goes inside the house, he will be able to save the five persons but he will get light burns because of the heat.



John would like to save the five persons but he does not want to get light burns. Therefore, he does not to go inside the house to save the five persons.



Can we reproach John for his decision?



From the point of view of the group, the two situations are similar and, according to group selection, they should give rise to similar intuitions: John’s sacrifice will make more good than bad. In (1), John death will be compensated by five lives saved. In (2), his light burns will be compensated by five lives saved. Market selection, by contrast, predicts that we only have a duty to save others to the extent that it is compatible with a mutually advantageous system of solidarity. It would be unfair for others to ask us to do more than what is compatible with the preservation of our own interest. As Thomson puts it, people do not have an absolute right to be saved by others whatever the costs for them, rather, they have a right to be saved when it is not unfair to require help from others (Thomson, 1971). In line with this claim, experimental research reports that many people agree to contribute when mutual help costs very little and can save lives but that they are more reluctant when they see the costs are high



compared to the benefits (Baron & Miller, 2000). For instance, they think that they have a duty to donate blood but not a kidney. Giving all of one’s fortune to help those dying of famine, giving one’s life to save people in a burning house, or donating a kidney are of course acts of generosity and are praiseworthy. Yet, people agree that these acts are beyond duty, that they would be supererogatory (Heyd, 1982). If helping were about increasing global welfare, supererogation is problematic: actions that increase global welfare should be morally required regardless of the costs incurred. If, by contrast, helping is about sharing the benefits and burdens of solidarity, costs ought to be taken into consideration: Giving less than others would be selfish and unfair, and giving more than this amount would be supererogatory and beyond what fairness requires. This distinction between moral and supererogatory acts is exemplified in our intuitions about ‘immanent justice’. Consider the following scenario:



(3) Jérôme is stingy. While walking in the street, a beggar asks him for money. Jerôme insults the beggar. While moving away, he walks on his lace and falls down.



Here, we have the intuition that the misfortune has “something to do” with the misdeed. Our sense of fairness cannot help matching the misdeed and the misfortune because the misfortune seems to restore fairness. This intuition of “immanent justice” is a by-product of the way our moral sense works. Conversely, when a good fortune happens to someone who has done more than one’s duty, we have the feeling that the good fortune somehow compensates the supererogatory action. Take Jerome’s example again:



(4) Jérôme is very generous. While walking in the street, a beggar asks him for money. Jérôme thinks we should help people who suffer and he gives the 100 euros that are in his wallet. While walking away, Jérôme finds a 5 euros banknote in the street.



In (4), our sense of fairness cannot help matching the good fortune and the supererogatory action. Since acting supererogatorily means giving more than what fairness requires, our moral sense construes this good fortune as a way to compensate the supererogatory action. By contrast, and in line with mutualism, such a feeling disappears when a good fortune happens to someone who has only done one’s duty, as in (5):



(5) Jérôme is very generous. While walking in the street, a beggar asks him for money. Jérôme feels tired to be always asked for money. Nonetheless, he keeps cool and goes on on his way home. While walking away, Jérôme finds 1 euro in the street.



When you do your duty, you only keep the interaction between yourself and others equilibrated. Therefore, you do not need any compensation. This distinction between supererogatory acts that need to be compensated and duties that do not require any compensation is the hallmark of a sense of fairness. To conclude, the features of the duty to help – the refusal to sacrifice, the requirement that benefits should compensate the costs, and the distinction between duty and supererogation – contradict the altruistic theory and bear the signature of a mutualistic theory.



3.3 Choosing in moral dilemma The trolley dilemma is one of the most famous moral dilemmas. In the standard case, a runaway trolley is about to run over and kill five people (Foot, 1978; Thomson, 1986). These



five people can be saved by turning the trolley onto a side-track on which there is only one person, killing that person instead. For most people, this action is morally acceptable (Greene, Sommerville, Nystrom, Darley, & Cohen, 2001; Mikhail, Sorrentino, & Spelke, 1998; Petrinovich, O’Neill, & Jorgensen, 1993). By contrast, people condemn saving the very same five people in the ‘Footbridge’ version of the dilemma. In that version, a trolley also threatens five people, but in this case the only way to save them is to push someone off of a footbridge that spans the tracks. The person will land on the tracks ahead of the trolley, block its progress, and save the five, but the collision will kill the person who was pushed. Why do people agree to the saving in one version and condemn in the other? One possibility is that people’s utilitarianistic intuitions in the Footbridge are misled due to maladaptive emotions (Greene & Haidt, 2002; Greene, Nystrom, Engell, Darley, & Cohen, 2004; Greene, et al., 2001), cognitive limitations (Waldmann & Dieterich, 2006) or too simple heuristics (Sunstein, 2005). Another explanation is that people’s intuitions are more governed by considerations of fairness than of utility. As we have seen in previous sections, the signature of the mutualistic logic is that, in making moral judgments, people care about individual interests more than about global utility. To see if this logic applies to trolley-like scenarios, consider the following situation, in (6):



(6) A boat has sunk. Six people are in the sea. They are swimming but they are so tired that they are going to drown very quickly. A sailor happens to be there. He can’t go near the shipwrecked. However, he can throw a big buoy.



The sailor throws the buoy. Five people are very much close to each other, another person is alone. The buoy lands in the middle between the group of five and the person



alone. The waves will push it either toward the five people or toward the person alone. So far, neither the five people, nor the person alone have seen the buoy which is hidden by the waves.



The sailor sees that the shipwrecked are very tired and that he will not be able to save both the group of five and the person alone. He thinks in himself that if he wants to save as many people as possible, he should take back the buoy and throw it again directly toward the five. The sailor can take back the buoy with a rope and throw it again. If he throws the buoy toward the five, he will save the five people, but the person alone will die.



Do you think the sailor should take back the buoy and throw it toward the group of five?



Now consider the very same story, with a slightly different ending:



(7) The sailor sees that the shipwrecked are very tired and that he will not be able to save the group of five and the person alone. He thinks in himself that if he wants to save as much persons as possible, he should take back the buoy and throw it again directly toward the five. The sailor can take back the buoy with a rope and throw it again. If he throws the buoy toward the five, he will save the five persons, but the person alone will die.



In (7), one senses that taking the buoy back and sending it toward the five is less acceptable in the second than in the first scenario.



How can we account for such intuitions? When the buoy falls in between the group of five and the person alone, they are all on a par: They are all far away from the buoy and they consequently all have the same right over it. In the second situation, however, the buoy is near the person alone. She is almost safe. If she does not end up being saved, this person will lose more than those who are alrealy close to being lost. Therefore, if we want to be fair and respect her interests, we should grant her more rights to be saved. People’s intuitions in the trolley problem follow the same logic. When people are “on a par” like in the standard case, they all have the same rights to be saved and it is thus more fair to save the five. In the Footbridge case, however, the man on the bridge is in a much safer position than the five on the tracks and, consequently, he has more rights not to be killed. This theory would predict that if the man is walking along the tracks, it should more acceptable to push him. Conversely, if the side track is disused, thereby placing the person alone in a safer position, diverting the trolley should be less morally acceptable. Thomson imagines an extreme situation (to say the least) where it becomes utterly inacceptable to divert the trolley:



(8) “Suppose, for example, that there is a fence protecting the straight track, and a large sign that says “DANGER! TROLLEY TRACKS!” But five thrilled seekers decided “What fun!”, so they climbed the fence and they now seat on the straight track, waiting for the sound of a trolley and placing bets on whether if a trolley comes, the driver will be able to stop it in time. The man on the right hand track is a gardener. Why a gardener? The right hand track has not been used in many years, but the trolley company is in the process of constructing new stations and connecting them with the old ones via that right hand track. Meanwhile, it has hired a gardener to plant geraniums along the tracks. The gardener was much afraid of trolleys, but the trolley



company gave him its assurance that the track is not yet in use so that the gardener will be entirely safe at work on it.” (Thomson, 1990, p. 180)



‘Surely’, Thomson concludes about (8) ‘all this being the case, [the by-stander] must not turn the trolley’. To conclude, mutualism predicts that people take into account everyone’s position (toward the buoy, toward the trolley, etc.) and that they estimate everyone’s cost of being harmed or not receiving help to then share the danger or the good accordingly. Rather than positing an altruistic moral sense flawed by biases, the mutualistic theory takes people’s opposition to sacrifice seriously and proposes an alternative in which people do not take the point of view of the group, but the point of view of everyone. As Dworkin (1977) puts it: ‘Rights “trump” utilities’. Incidentally, a mutualistic account also sheds light on the fact that the trolley dilemma is experienced as a dilemma: participants have the intuition that whatever their decision, whomever they save, their choice will not be satisfactory. Many participants in these experiments conclude that turning the trolley is OK, but they do not go so far as to say that it is a ‘good’ solution and appear to be opting for the least bad decision rather than for the best one. In an altruistic framework, by contrast, the solution that maximizes the welfare of the group is truly best. That people experience a dilemma when reading a trolley scenario is thus a problem for altruistic theories (McConnell, 2006). The mutualistic theory, by contrast, accounts for the phenomenology of the dilemma. In the buoy situation, for instance, the ideal distribution would be to give less to the person alone, and more to the five people when we choose to save the person alone, and to give more to the person alone and less to the five people when we choose to save them. But since one has to choose to either give the buoy to the person alone or to the five, since the good cannot be shared, the distribution will feel unfair whatever it is.



3.4 Sacrificing a minority to help the majority The best evidence in favour of the altruistic theory is the intuition that a minority can be sacrificed provided that it increases the welfare of the group. Several experiments have investigated whether people do share these intuitions on sacrifice by giving participants the opportunity to increase global welfare at the expense of some (for a review, see Baron, 1994). In a first set of experiments, for instance, many participants said they would not support coerced reforms (e.g., on taxes, vaccines, or advertisement) even though they acknowledged that these would overall constitute improvements. Participants justified such resistance by noting that the reforms would harm some individuals (despite helping many others), that a right would be violated, or that the reform would produce an unfair distribution of costs or benefits (Baron & Jurney, 1993). In a second set of experiments, Baron obtained further evidence against the altruistic theory of morality. Participants were asked to put themselves in the position of a benevolent dictator of a small island consisting of equal numbers of bean growers and wheat growers. The decision was whether to accept or decline the final offer of the island’s only trading partner, as a function of its effect on the incomes of the two groups. Most participants did not accept offers that reduced the income of one group in order to increase the income of the other, even if the reduction was a small fraction of the gain, and hence even if the reduction increased the overall income (Baron, 1993). Finally, in a third set of experiments, a significant proportion of participants refused to reduce cure rates for one group of patients with AIDS in order to increase cure rates in another group, even when the change would increase the overall probability of cure. Likewise, they resisted a vaccine that reduced overall mortality in one group but increased deaths from side effects in another group, even when, again, this decision was best at the global level (Baron, 1995). This last result is consistent with surveys that show considerable opposition in all societies to the idea



that scarce treatment should be distributed “according to the usefulness of each patient for society at large” (Marshall, et al., 1999). As Rawls writes it in the famous opening page of his Theory of Justice:



‘Each person possesses an inviolability founded on justice that even the welfare of society as a whole cannot override. For this reason justice denies that the loss of freedom for some is made right by a greater good shared by others. It does not allow that the sacrifices imposed on a few are outweighed by the larger sum of advantages enjoyed by many’ (Rawls, 1971).



4. Punishing



4.1 Punishing: to deter crimes or to restore fairness? When someone has acted immorally, people usually consider that she has to be punished and that the more serious the crime is, the harsher the punishment should be (Kahneman, Schkade, & Sunstein, 1998; Robinson, Kurzban, & Jones, 2006; Rossi, Waite, Bose, & Berk, 1974; Sunstein, Kahneman, & Schkade, 1998). The mutualistic and the altruistic theories hold different views of this phenomenon. In line with utilitarianism, the altruistic theory predicts that punishment aims to promote the welfare of the group (Boyd, Gintis, Bowles, & Richerson, 2003; Fehr & Gächter, 2002; Henrich & Boyd, 2001). This implies that punishment should be calibrated to help the group and deter crime. For instance, the utilitarian theory of punishment considers that the detection rate of a given crime and the publicity associated with a given conviction are relevant factors in assigning punishments (Polinsky & Shavell, 2000; Posner, 1983). If a crime is difficult to detect, the punishment for that crime ought to be made more severe in order to counterbalance the temptation created by the low



risk of getting caught. Likewise, if a conviction is likely to get a lot of publicity, a law enforcement system interested in deterrence should take advantage of this circumstance by “making an example” of the convict with a particularly severe punishment, thus getting a maximum of deterrence for its punishment. By contrast, the mutualistic theory predicts a “retributivist” morality in which punishment should compensate the crime. Punishment is not an adaptation, it is only a consequence of the logic of fairness. A crime creates an unfair relationship between the criminal and her victim so that people have the intuition that something should be done to restore the balance of interests – either by harming the criminal or by compensating the victim. In intuitive terms, someone is punished because she “deserves” to be punished. Are the data consistent with one theory? Recent empirical studies, relying on a variety of methodologies, suggest that when people punish harmdoers, they are generally responding to factors relevant to a retributive theory of punishment (magnitude of harm, moral intentions) and ignoring factors relevant to the utilitarian theory (likelihood of detection, publicity, likelihood of committing a crime again) (Baron, Gowda, & Kunreuther, 1993; Baron & Ritov, 2008; Carlsmith, Darley, & Robinson, 2002; Darley, Carlsmith, & Robinson, 2000; Glaeser & Sacerdote, 2000; McFatter, 1982; Roberts & Gebotys, 1989; Sunstein, Schkade, & Kahneman, 2000). Darley et al. (2000), for instance, examined intuitions regarding the punishment of prototypical wrongs (e.g., violence, murder, etc.) and found that participants adjusted their sentences in response to changes in the moral status of the offender, the magnitude of the harm, and the reasons the perpetrator committed the harm in the first place (for instance, if she committed the crime in order to help someone or for her own benefit). On the contrary, they generally ignored information about whether she was likely to commit them again in the future. A subsequent study confirmed these results by looking at the kind of information participants want to acquire (Carlsmith, 2006). For example, when they choose to



acquire information about the embezzler’s motive, they could find out that the embezzlement had been done to get funds to continue to lead a dissolute life or to redistribute it to the poor. After they had acquired each piece of new information, participants rated their tentative sentence and their confidence in their sentence. The results show that people tended to first seek out information about just deserts and then to later seek out incapacitative information. In any case, information about deterrence was rarely examined. Sequential judgments of confidence were also affected more by the just deserts information, and less so by the incapacitation information. A similar result emerged from a test that asked participants to assess penalties and compensation separately for victims of birth-control pills and vaccines in cases involving no clear negligence (Baron & Ritov, 1993). In one set of cases, a corporation that manufactures vaccines is being sued because a child died as a result of taking one of its flu vaccines. Participants were given multiple versions of this case. In one version, participants read that a fine would have a positive deterrent effect and make the company produce a safer vaccine. In a different version, participants read that a fine would have a “perverse” effect causing the firm to make a safer vaccine available, a fine would cause the company to stop making this kind of vaccine altogether (which is a bad outcome given that the vaccine in question does more good than harm and that no other firm is capable of making such a vaccine). Participants indicated whether they thought a punitive fine was appropriate in either of those cases and whether the fine should differ between those two cases. A majority of participants said that the fine should not differ at all which suggests that they care less about the effect of the fine than about the very fact that the corporation has to pay for its fault. In another test of the same principle, participants assigned penalties to the company even when the penalty was secret, the company was insured, and the company was going out of business, so that (participants were told) the amount of the penalty would have no effect on anyone’s future behaviour



(Baron, et al., 1993; Baron & Ritov, 1993). In all these studies, most participants, including a group of judges, “did not seem to notice the incentive issue” (Baron, 1993, p. 124). Finally, Sunstein et al. (2000) assessed whether people want optimal deterrence. In the first experiment, participants were given cases of wrongdoing, arguably calling for punitive damages, and also were provided with explicit information about the probability of detection. Different participants saw the same case, with only one difference: the probability of detection was substantially varied. The goal was to see if participants would impose higher punishments when the probability of detection was low. In the second experiment, participants were asked to evaluate judicial and executive decisions made to reduce penalties when the probability of detection was high, and to increase penalties when the probability of detection was low. The first experiment found that varying the probability of detection had no effect on punitive awards. Even when people’s attention was explicitly directed to the probability of detection, they were indifferent to it. The second experiment found that strong majorities of respondents rejected judicial decisions to reduce penalties because of a high probability of detection – and also rejected executive decisions to increase penalties because of a low probability of detection. In other words, people did not approve of an approach to punishment that would make the level of punishment vary with the probability of detection. What apparently concerned them was the extent of the wrongdoing, a parameter which is much more relevant in the mutualistic theory. Strikingly, these intuitions resist cultural transmission. Respondents at the University of Chicago Law School, who were taught the deterrent theory of punitive awards still rejected that theory with the thought that utilitarianist policies would be unfair. Using a different methodology, the surveys on death penalty reveal the same pattern. Although many people say that their opinion about death penalty is based on efficiency (for partisans, it deters crimes, for opponent, it has no effect), several studies have shown that,



actually, many people would continue to support the death penalty even if it had no deterrent value (Ellsworth & Ross, 1983; Tyler & Weber, 1982). Ellsworth and Ross (1983), for example, found that 66% of those who said they supported the death penalty indicated that they would still support it if it had no deterrent value. These results suggest that deterrence is not the major source of death penalty support (for similar result on civil commitment for sexually violent criminals, see Carlsmith, Monahan, & Evans, 2008). People support death penalty because it seems to them that it is the only proportionate penalty for certain crimes (murder, rape, etc.). Another phenomenon appears to be in favour of the mutualistic theory. That is, people seem to want to make injurers undo the harm they did, even when some other penalty would benefit others more. Baron and Ritov (1993) found that both compensation and penalties tended to be greater when the pharmaceutical company paid the victim directly than when penalties were paid to the government and compensation to the victim was paid by the government. Baron et al. (1993) found that participants preferred to have companies clean up their own waste, even if the waste threatened no-one, rather than spend the same amount of money cleaning up the much more dangerous waste of a defunct company. Such a phenomenon does not make sense in an altruistic framework. Any penalty should be fine as long as it deters future crime. By contrast, in the mutualistic theory, people want to restore a fair situation between the criminal and the victim. They are interested by the advantage the criminal has taken over the victim and they want to compensate it. Punishment is about fairness, not about deterring crime.



4.2 Explaining paradoxes in intuitions about punishment The logic of punishment contradicts utilitarianism in further aspects: Why do people punish actions over which people have no control? Why do people blame a successful crime more



than a mere attempt while both were equally dangerous? Why are actions more to blame than omission although they bring about the same consequences? Why draw a distinction between direct and indirect equally harmful actions? In this section, I would like to show how the retributivist theory of punishment can account for these apparent paradoxes. Philosophers and psychologists, for instance, have long been puzzled by moral luck (Nagel, 1979; Williams, 1981). Moral luck is a phenomenon whereby a moral agent is assigned moral blame or praise for an action or its consequences even though it is clear that this agent did not have full control over either the action or its consequences. For instance, there are two people driving cars, Driver A, and Driver B. They are alike in every way. Driver A is driving down a road, and, in a second of inattention, runs a red light as an old lady is crossing the street. Driver A slams the brakes, swerves, in short, does everything to try to avoid hitting the woman – alas, he hits the woman and kills her. Driver B, in the meantime, also runs a red light, but since no woman is crossing, he gets a traffic ticket, but nothing more. If a bystander were asked to morally evaluate Drivers A and B, there is very good reason to expect him to say that Driver A is due more moral blame than Driver B. After all, his course of action resulted in a death, whereas the course of action taken by Driver B was quite uneventful. However, there are absolutely no differences in the controllable actions performed by Drivers A and B. The only disparity is that in the case of Driver A, an external uncontrollable event occurred, whereas it did not in the case of Driver B. The external uncontrollable event, of course, is the woman crossing the street. Moral luck seems difficult to reconcile with the altruistic theory of punishment. People indeed punish wrong behaviours whether or not they have lead, due to arbitrary factors, to a neutral outcome (driving too fast) or to a bad outcome (driving too fast and killing someone). Since punishment aims to prevent dangerous behaviors, people should equally punish all dangerous behaviours (Friedman, 2001; Posner, 1985). Things are different from the point of



view of fairness. In the theory of fairness, punishment does not aim to prevent wrongdoing but rather to reduce the disequilibrium between the culprit and the victim: the bigger the disequilibrium, the bigger the need to compensate or penalize. Similarly, the theory of fairness explains why people intuitively make a difference between successful crimes and failed attempt. Consider Ray, a locksmith who decides to rob the safe in the coin shop. In one case, he completes the robbery and returns home with the coin shop. In the other condition, he is the process of cracking the safe in the coin shop when he is stopped by the police, who were informed of his content by the actor’s friend. From the point of view of the society, Ray’s behavior is equally dangerous for the society. It should be equally deterred. Yet, participants punish much more Ray in the first condition (3,4 years in jail) than in the second condition (2 months in jail, for detailed results see Robinson & Darley, 1995). These results seem inconsistent with the altruistic theory of punishment. According to this theory, we should discourage any attempt to rob a safe, whatever its success. On the contrary, the results fit better with the theory of fairness. The theory of fairness does not focus on the fault but rather on the harm done to the victim. Since the harm is less important in an attempt than in a successful crime, there is less need to compensate in an attempt than in a successful crime. Finally, people do not give the same sentence for the same crime, even when the crime had the same consequences. Imagine for instance that Ray has succeeded in robbing the bank. Later on, he is arrested. While in jail, waiting for his trial, all his family die in a fire. If a jury was to judge him, it may certainly give a more lenient sentence than if he had not lost his family. This judgment does not make sense from an altruistic point of view. Indeed, the punishment should be based on the crime’s dangerousness, not the criminal particular story. By contrast, it fits with the mutualistic logic. Since people punish to reduce the disequilibrium between the criminal and the victim, they punish less a criminal because her misfortune has



already reduce the disequilibrium. To conclude, moral luck is a consequence of the functioning of moral sense. In all these cases involving luck (unlucky accident, failed attempt, misfortune before punishment), people punish differently some equally dangerous actions. They do so because they do not punish culprits to deter crimes, but to compensate the wrong made by their crimes. The retributive theory of punishment can also explain the intuitive difference between action and omission, and direct and indirect harm. People naturally punish actions more strongly than omission. Spranca et al. (1991), for instance, used different versions of a story in which John, a tennis player, wants to beat Ivan Lendl (the best tennis player at that time). John thinks that he can only beat Lendl if Lendl is ill. John knows that Ivan is allergic to cayenne pepper, so, when John and Ivan go out to the customary dinner before their match, John plans to recommend the house salad dressing, which contains cayenne pepper. Participants are asked to compare John's morality in different endings to the story. In one ending, John recommends the dressing. In another ending, John is about to recommend the dressing when Ivan chooses it for himself, and John, of course, says nothing. Many participants think that John’s behaviour is worse in the commission ending, and no participant thinks that omission is worse (see also Baron & Miller, 2000). It is hard to explain this distinction in a utilitarian framework. If punishment aims to prevent crime, then active and passive murder are equally dangerous (Baron, 1994; Tooley, 1980). By contrast, this distinction makes sense in a retributivist theory. Indeed, Lendl is in a much safer situation in the ‘action story’ than in the ‘omission story’. In the former, he would have lived if John had not tried to kill him, whereas in the later he would have died even if John had not been trying to kill him. Lendl therefore loses more by being killed in the ‘action story’ than by dying in the ‘omission story’. The difference between action and omission is comparable to the difference between the Standard Trolley and the Footbridge Trolley. In the Footbridge



Trolley, the person alone is in a much safer situation than in the Standard Trolley and, as we have seen, people consider that it is worse to kill her in the Footbridge Trolley than in the Standard Trolley. To sum up, participants think that actions are worse than omissions because, usually, people killed by actions were in a safer position than people killed by omission. Since the victim loses more when harmed by action, the need to compensate is higher and so is the punishment. In the same way, Royzman and Baron (2002) presented participants pairs of hypothetical scenarios involving direct and indirect harm. The action in each scenario harmed some people in order to aid others. In one member of the pair, the harm was a direct result of the action. In the other member, it was an indirect byproduct. For instance, in the “the Mall” story, the participant imagines walking through a crowded mall, when he notices that someone is about to shoot at him. In the direct action, the participant can position himself behind someone else who will take the bullet. In the indirect action, the participant can leap aside in which case someone else, standing behind the participant, will take the bullet (the story makes it clear that the participant know that the person behind him will die). Participants judged the indirect harm less immoral than the direct harm. Again, this difference does not fit with utilitarianism. On the contrary, it can easily be explained in terms of fair retribution. In the direct harm, the victim was in a safer position (she was not on the trajectory of the bullet) than in the indirect harm (the victim was just behind the participant). Consequently, harm caused directly is larger than harm caused indirectly. It violates the interest of the victim more than indirect harm and calls for a harsher punishment.



5. Conclusion For the sake of the presentation, I have organized the demonstration around moral situations: sacrifice, collective action, mutual help, moral dilemmas, punishment. We can now see that



such a division is superficial. All moral judgments have the same logic: respecting others’ interests either by transferring resources to others or by inflicting a cost when they do not respect others’ interests. All moral judgments are the product of a sense of fairness designed to attract potential cooperators. This link between the evolutionary level (the market of cooperative partners) and the psychological level (the sense of fairness) is crucial. Without a consistent theory of the relationships between evolutionary mechanisms and psychological devices, many moral judgments look like errors or defects of our moral sense. Consider the following examples taken from the previous sections. Many people refuse to reduce cure rates for one group of patients in order to increase cure rates more for another group (Baron, 1995). They base salaries on justice rather than efficiency (Mitchell, et al., 1993). They refuse to help others even though their action will bring more good than bad (Singer, 1972; Unger, 1996). They also reject the sacrifice of one bystander in order to save five people threatened by a train (Thomson, 1976). They object harsh punishments even though such punishments would prevent future crimes and make more good than bad (Baron & Ritov, 1993). Prima facie, all these judgments seem irrational: Why would we prefer a lesser good to a greater good? This apparent irrationality has led many scientists to interpret such judgments as errors or defects (Baron, 1994; Greene, et al., 2001; Sunstein, 2005). Baron (1994) suggests that non altruistic judgments could be the result of docility or overgeneralization. According to Greene et al. (2002; 2001), such irrational answers are due to primitive emotional dispositions such as violence aversion or empathy. Sunstein (2005) has proposed that non altruistic rules are “simple heuristics that make us good”. They are generally good (“do not harm”) but sometimes they are mistaken (“do not kill anyone, even though it may save many people”). On the other side, those who think that such judgments are not defective do not offer a plausible explanation. For instance, Philippa Foot, the co-inventor of the trolley problem, is



puzzled by our moral intuitions. Commenting on our refusal to sacrifice one person to save five, she notes: “it cannot be a magical difference, and it does not satisfy anyone to hear that what we have is just an ultimate moral fact” (Foot, 2002, p. 82). Similarly, Thomson (1971) notes about the right to be saved: “I have a right to it [to the help] when it is easy for him [the person who helps me] to provide it, though no right when it’s hard? It’s rather a shocking idea that anyone’s rights should fade away and disappear as it gets harder and harder to accord them to him” (p. 61). Finally, retributivist philosophers struggle to explain their intuition that prisoners pay their debt by being detained while their imprisonment is costly to the society and does not bring any compensation to the victim. Without a plausible evolutionary theory, those who think that fairness judgments are not defective cannot make sense of them. Strikingly, their position is often described in contrast to the altruistic position. It is presented as the ‘non-utilitarian position’ (Alexander & Moore, 2007). Contractualist philosophers have attempted to make sense of these “non utilitarian” intuitions by putting forward the contractualist stance: It is as if individuals had bargained with each other in order to reach an agreement about the way to distribute the benefits and burdens of cooperation (Scanlon, 1998). It is as if they had bargained over the distribution of the benefits of collective actions. It is as if they had bargained over the sharing of costs of mutual help, etc. However, contractualist philosophers cannot make sense of this logic: Where does the contract come from? Why do we behave as if we had bargained with each other? It is only an analogy to describe people’s intuitionsc. The contractualist theory offers a proximate explanation (moral intuitions are about fairness) but it does not offer an ultimate explanation of moral intuitions. By contrast, the mutualistic theory can account for this ‘contractualist stance’. In this theory, individuals do not proportionate distribution and contribution because



c



Rawls (1971, p. 440) or Gauthier (1986, p. 187) are the notable exceptions. They describe our judgement as mutualistic and suggest an evolutionary account. However, since they do not have a proper theory of the way between evolutionary mechanisms relate to psychological devices, they cannot explain the selection of a sense of equilibrium.



they have bargained over their return of investment. They just give as much as they can, given the necessity to be competitive in the market of cooperators. Similarly, individuals do not share the benefits and burden of solidarity in a mutually advantageous way because they have bargained over the best way to create a service of mutual help. They just help each other as much as they can, given the necessity to preserve their own interests. To take back Foot’s words, fairness is not ‘an ultimate moral fact’, it is an adaptation for our uniquely cooperative social life.



Acknowledgements: This work was supported by the DGA and the ExRel project. I thank Pascal Boyer, Emmanuel Dupoux, Jon Elster, Pierre Jacob, Hugo Mercier, Dan Sperber and Harvey Whitehouse for valuable discussions. References Alesina, A., & Glaeser, E. (2004). Fighting Poverty in the US and Europe: A World of Difference. Oxford UK: Oxford University Press. Alexander, L., & Moore, M. (2007). Deontological ethics. The Stanford Encyclopedia of Philosophy Barclay, P. (2004). Trustworthiness and Competitive Altruism Can Also Solve the “Tragedy of the Commons”. Evolution & Human Behavior, 25(4), 209-220. Barclay, P. (2006). Reputational benefits for altruistic punishment. Evolution and Human Behavior, 27, 325-344. Barclay, P., & Willer, R. (2007). Partner choice creates competitive altruism in humans. Proc Biol Sci. , 274(1610), 749-753. Baron, J. (1993). Heuristics and biases in equity judgments: A utilitarian approach. In A. Mellers & J. Baron (Eds.), Psychological perspectives on justice: Theory and applications (pp. 109). New-York: Cambridge University Press. Baron, J. (1994). Nonconsequentialist decisions. Behavioral and Brain Sciences, 17, 1-42. Baron, J. (1995). Blind justice: Fairness to groups and the do-no-harm principle. Journal of Behavioral Decision Making, 8, 71-83.



Baron, J., Gowda, R., & Kunreuther, H. (1993). Attitudes toward managing hazardous waste: What should be cleaned up and who should pay for it? Risk Analysis, 13(2), 183-192. Baron, J., & Jurney, J. (1993). Norms against voting for coerced reform. Journal of Personality and Social Psychology, 64(3), 347-355. Baron, J., & Miller, J. (2000). Limiting the Scope of Moral Obligations to Help: A Cross-Cultural Investigation. Journal of Cross-Cultural Psychology, 31(6), 703. Baron, J., & Ritov, I. (1993). Intuitions about penalties and compensation in the context of tort law. Journal of Risk and Uncertainty, 7(1), 17-33. Baron, J., & Ritov, I. (2008). The role of probability of detection in judgments of punishment. unpublised manuscript. Bell, A., Richerson, P., & McElreath, R. (2009). Culture rather than genes provides greater scope for the evolution of large-scale human prosociality. Proceedings of the National Academy of Sciences, 106(42), 17671. Bowles, S., & Gintis, H. (2004). The evolution of strong reciprocity: cooperation in heterogeneous populations. Theoretical Population Biology, 65, 17-28.



Boyd, R., Gintis, H., Bowles, S., & Richerson, P. (2003). The evolution of altruistic punishment. Proc Natl Acad Sci U S A., 100(6), 3531-3535. Boyd, R., & Richerson, P. (2005). Solving the Puzzle of Human Cooperation. In S. Levinson (Ed.), Evolution and Culture (pp. 105-132). Cambridge MA: MIT Press. Carlsmith, K. (2006). The roles of retribution and utility in determining punishment. Journal of Experimental Social Psychology, 42(4), 437451. Carlsmith, K., Darley, J., & Robinson, P. (2002). Why Do We Punish? Deterrence and Just Deserts as Motives for Punishment. Journal of Personality and Social Psychology, 83(2), 284–299. Carlsmith, K., Monahan, J., & Evans, A. (2008). The Function of Punishment in the 'Civil' Commitment of Sexually Violent Predators: SSRN. Coricelli, G., Fehr, D., & Fellner, G. (2004). Partner Selection in Public Goods Experiments. Journal of Conflict Resolution, 48(3), 356-378. Darley, J., Carlsmith, K., & Robinson, P. (2000). Incapacitation and Just Deserts as Motives for Punishment. Law and Human Behavior, 24(6), 659-683. Dubet, F. (2006). Injustices : l'expérience des inégalités au travail. Paris: Seuil. Dworkin, R. (1977). Taking rights seriously. Cambridge: Harvard University Press. Ehrhart, K.-M., & Keser, C. (1999). Mobility and Cooperation: On the Run. Série scientifique (CIRANO);99s-24. Ellsworth, P. C., & Ross, L. (1983). Public opinion and capital punishment: A close examination of the views of abolitionists and retentionists. Crime & Delinquency, 29(1), 116. Fehr, E., & Gächter, S. (2002). Altruistic punishment in humans. Nature, 415, 137-140. Fong, C. (2001). Social preferences, self-interest, and the demand for redistribution. Journal of Public Economics, 82(2), 225-246. Foot, P. (1978). Virtues and vices and other essays in moral philosophy. Berkeley: University of California Press. Foot, P. (2002). Moral dilemmas and other topics in moral philosophy. Oxford New York: Clarendon Press ; Oxford University Press. Friedman, D. (2001). Law's Order: What Economics has to do with Law and why it matters: Princeton Univ Pr. Gauthier, D. (1986). Morals by agreement. Oxford, New York: Clarendon Press ; Oxford University Press. Gintis, H. (2000). Strong Reciprocity and Human Sociality. Journal of Theoretical Biology, 206(2), 169-179. Glaeser, E. L., & Sacerdote, B. (2000). The Determinants of Punishment: Deterrence, Incapacitation and Vengeance: SSRN. Greene, J., & Haidt, J. (2002). How (and where) does moral judgment work? . Trends in Cognitive Sciences, 6, 517-523. Greene, J., Nystrom, L., Engell, A., Darley, J., & Cohen, J. (2004). The neural bases of cognitive conflict



and control in moral judgment. Neuron, 44(2), 389-400. Greene, J., Sommerville, R., Nystrom, L., Darley, J., & Cohen, J. (2001). An fMRI investigation of emotional engagement in moral judgment. Science, 293(5537), 2105-2108. Haidt, J. (2007a, 12/7/07). Doing science as if groups existed. www.edge.com Haidt, J. (2007b). The New Synthesis in Moral Psychology. Science, 316(5827), 998. Hamilton, W. D. (1964). The genetical evolution of social behaviour I and II. Journal of Theoretical Biology, 7, 1-16 and 17-52. Henrich, J., & Boyd, R. (2001). Why people punish defectors: Weak conformist transmission can stabilize costly enforcement of norms in cooperative dilemmas. Journal of Theoretical Biology(208), 79-89. Heyd, D. (1982). Supererogation: Its status in ethical theory. Cambridge ; New York: Cambridge University Press. Kagan, S. (1989). The limits of morality. Oxford, New York: Clarendon Press ; Oxford University Press. Kahneman, D., Schkade, D., & Sunstein, C. (1998). Shared Outrage and Erratic Awards: The Psychology of Punitive Damages. Journal of Risk and Uncertainty, 16(1), 49 - 86. Konow, J. (2001). Fair and square: the four sides of distributive justice. Journal of Economic Behavior and Organization, 46(2), 137-164. Kymlicka, W. (1990). Contemporary political philosophy : An introduction. Oxford: Oxford University Press. Lamont, J., & Favor, C., (Spring 2007 Edition), Edward N. Zalta (ed.), URL = . (2007). Distributive Justice. In E. Zalta (Ed.), The Stanford Encyclopedia of Philosophy. Stanford. Marshall, G., Swift, A., Routh, D., & Burgoyne, C. (1999). What Is and What Ought to Be: Popular Beliefs about Distributive Justice in Thirteen Countries. European Sociological Review, 15(4), 349-367. McConnell, T. (2006). Moral Dilemmas. Stanford: Stanford University. McFatter, R. M. (1982). Purposes of punishment: effects of utilities of criminal sanctions on perceived appropriateness. The Journal of applied psychology, 67(3), 255. Michelbach, P. A., Scott, J. T., Matland, R. E., & Bornstein, B. H. (2003). Doing Rawls Justice: An Experimental Study of Income Distribution Norms. American Journal of Political Science, 47(3), 523. Mikhail, J., Sorrentino, C. M., & Spelke, E. (1998). Toward a Universal Moral Grammar. Paper presented at the Twentieth Annual Conference of the Cognitive Science Society. Mitchell, G., Tetlock, P., Newman, D. G., & Lerner, J. S. (2003). Experiments Behind the Veil: Structural Influences on Judgments of Social Justice. Political Psychology, 24, 519. Mitchell, G., Tetlock, P. E., Mellers, B. A., & Ordóñez, L. D. (1993). Judgments of social justice: Compromises between equality and efficiency.



Journal of Personality and Social Psychology, 65, 629-639. Murphy, L. B. (1993). The Demands of Beneficence. Philosophy & Public Affairs, 22(4), 267-292. Nagel, T. (1979). Mortal Questions: Cambridge University Press. Ordonez, L. D., & Mellers, B. A. (1993). Trade-offs in fairness and preference judgments. Psychological perspectives on justice: Theory and applications, 138-154. Page, T., Putterman, L., & Unel, B. (2005). Voluntary Association in Public Goods Experiments: Reciprocity, Mimicry and Efficiency. The Economic Journal, 115(506), 1032-1053. Petrinovich, L., O’Neill, P., & Jorgensen, M. (1993). An empirical study of moral intuitions: Toward and evolutionary ethics. Journal of Personality and Social Psychology, 64, 467-478. Polinsky, A. M., & Shavell, S. (2000). The Economic Theory of Public Enforcement of Law. Journal of Economic Literature, 38(1), 45-76. Posner, R. (1983). The Economics of Justice. Cambridge: Harvard University Press. Posner, R. (1985). Economic Theory of the Criminal Law, An. Colum. L. Rev., 85, 1193. Pradel, J., Euler, H. A., & Fetchenhauer, D. (2008). Spotting altruistic dictator game players and mingling with them: the elective assortation of classmates. Evolution and Human Behavior. Rawls, J. (1971). A theory of justice. Cambridge, Mass.,: Belknap Press of Harvard University Press. Roberts, J., & Gebotys, R. (1989). The purposes of sentencing: Public support for competing aims. Behavioral Sciences & the Law, 7(3). Robinson, P., & Darley, J. (1995). Justice, liability, and blame: Community views and the criminal law: Westview Press. Robinson, P., Kurzban, R., & Jones, O. (2006). The Origins of Shared Intuitions of Justice. University of Pennsylvania Law School, Public Law Working Paper No. 06-47. Rossi, P., Waite, E., Bose, C., & Berk, R. (1974). The Seriousness of Crimes: Normative Structure and Individual Differences. American Sociological Review, 39(2), 224-237. Royzman, E. B., & Baron, J. (2002). The Preference for Indirect Harm. Social Justice Research, 15(2), 65-184. Scanlon, T. (1998). What we owe to each other. Cambridge, Mass.: Belknap Press of Harvard University Press. Scheffler, S. (1986). Morality's Demands and Their Limits. The Journal of Philosophy, 83(10, Eighty-Third Annual Meeting American Philosophical Association, Eastern Division), 531-537. Schokkaert, E., & Overlaet, B. (1989). Moral intuitions and economic models of distributive justice. Social Choice and Welfare, 6(1), 19-31. Sheldon, K. M., Sheldon, M. S., & Osbaldiston, R. (2000). Prosocial values and group assortation. Human Nature, 11(4), 387-404. Singer, P. (1972). Famine, Affluence, and Morality. Philosophy & Public Affairs, 1(3), 229-243. Singer, P. (1993). Practical ethics (2nd ed.). Cambridge ; New York: Cambridge University Press.



Sober, E., & Wilson, D. (1998). Unto others : the evolution and psychology of unselfish behavior. Cambridge, Mass.: Harvard University Press. Spranca, M., Minsk, E., & Baron, J. (1991). Omission and commission in judgment and choice. Journal of Experimental Social Psychology, 27(1), 76–105. Sunstein, C. (2005). Moral heuristics. Behavioral and Brain Sciences, 28, 531-573. Sunstein, C., Kahneman, D., & Schkade, D. (1998). Assessing Punitive Damages (With Notes on Cognition and Valuation in Law). Yale Law Journal, 107(7), 2071-2153. Sunstein, C., Schkade, D., & Kahneman, D. (2000). Do People Want Optimal Deterrence? Journal of Legal Studies, 29(1), 237-253. Tetlock, P. E. (2003). Thinking the unthinkable: sacred values and taboo cognitions. Trends Cogn Sci. , 7, 320-324. Thomson, J. J. (1971). A Defense of Abortion. Philosophy & Public Affairs, 1(1), 47-66. Thomson, J. J. (1976). Killing, letting die, and the trolley problem. Monist, 59(2), 204-217. Thomson, J. J. (1986). Rights, restitution, and risk : essays, in moral theory. Cambridge, Mass.: Harvard University Press. Thomson, J. J. (1990). The realm of rights. Cambridge, Mass.: Harvard University Press. Tooley, M. (1980). An Irrelevant Consideration: Killing Versus Letting Die. reprinted in Fisher and Ravizza (1992), 106–111. Tyler, T. R., & Weber, R. (1982). Support for the death penalty; instrumental response to crime, or symbolic attitude? Law and Society Review, 2145. Unger, P. K. (1996). Living high and letting die: Our illusion of innocence. New York: Oxford University Press. Waldmann, M. R., & Dieterich, J. H. (2006). Throwing a Bomb on a Person versus Throwing a Person on a Bomb: Intervention Myopia in Moral Intuitions. Psychological Science. West, S. A., Griffin, A. S., & Gardner, A. (2007). Social semantics: altruism, cooperation, mutualism, strong reciprocity and group selection. Journal of Evolutionary Biology, 20(2), 415. Williams, B. A. O. (1981). Moral luck : philosophical papers, 1973-1980. Cambridge ; New York: Cambridge University Press.



























[image: Pushing the Intuitions behind Moral Internalism Derek ...]
Pushing the Intuitions behind Moral Internalism Derek ...












[image: Why national IQs do not support evolutionary theories of ... - Gwern.net]
Why national IQs do not support evolutionary theories of ... - Gwern.net












[image: Online PDF The Moral Case for Fossil Fuels]
Online PDF The Moral Case for Fossil Fuels












[image: TestFul: an Evolutionary Test Approach for Java]
TestFul: an Evolutionary Test Approach for Java












[image: Automatic, evolutionary test data generation for dynamic ... - CiteSeerX]
Automatic, evolutionary test data generation for dynamic ... - CiteSeerX












[image: Linguistic Intuitions]
Linguistic Intuitions












[image: Theories, methods and case studies of ... - Research at Google]
Theories, methods and case studies of ... - Research at Google












[image: Theories, methods and case studies of ... - Research at Google]
Theories, methods and case studies of ... - Research at Google












[image: A Case Study of Human Security in Burma]
A Case Study of Human Security in Burma












[image: The environmental context of human evolutionary ...]
The environmental context of human evolutionary ...















Moral intuitions: A test case for evolutionary theories of human ...






irrational aspects of moral intuitions and opens a way to build a unitary theory of morality. Words: 9047 a Address correspondence: ... From an evolutionary point of view, there are two kinds of theories of cooperation: altruistic theories, for which helping others is ...... Cognition and Valuation in Law). Yale Law. Journal, 107(7) ... 






 Download PDF 



















 93KB Sizes
 0 Downloads
 206 Views








 Report























Recommend Documents







[image: alt]





Pushing the Intuitions behind Moral Internalism Derek ... 

responses so consistent, even when provided with information that Anna is depressed, apathetic, or part of a generally .... John works in sales and Tim works in accounting. They sometimes have lunch ..... a hypothesis about a strategy people use to i














[image: alt]





Why national IQs do not support evolutionary theories of ... - Gwern.net 

Jun 24, 2009 - current developmental status of countries. National IQs ... The aim of the current paper is to document several problems associated with ..... distance load on the second component. This first dominant component can be. J.M. Wicherts e














[image: alt]





Online PDF The Moral Case for Fossil Fuels 

to use â€œrenewable?? solar and wind.Truth: The sun and wind are intermittent, unreliable fuels that always need backup from a reliable source of energyâ€”usually ...














[image: alt]





TestFul: an Evolutionary Test Approach for Java 

ful Systems, Object-Oriented Paradigm, Multi-Objective Opti- mization. I. INTRODUCTION. Search-based ... development, ensuring that newer versions correctly provide all the behaviors that must be preserved. The rest .... of objects, even if they expl














[image: alt]





Automatic, evolutionary test data generation for dynamic ... - CiteSeerX 

Jan 18, 2008 - University of Cyprus, Department of Computer Science, 75 Kallipoleos .... their system (DifferentialGA) does not support efficiently ...... 365â€“381.














[image: alt]





Linguistic Intuitions 

interesting questions: What are linguistic intuitions â€“ for example, what kind of attitude or ... linguistic, or language-like item, sounds good (sometimes as rated on a numerical scale), could or would be used ...... Email: [email protected].














[image: alt]





Theories, methods and case studies of ... - Research at Google 

longitudinal data collection and analysis. At CHI 2008 [18], the authors organized a panel where researchers from industry and academia gave their viewpoints ...














[image: alt]





Theories, methods and case studies of ... - Research at Google 

As products are increasingly becoming service- centered the focus shifts from .... problems in a computer game during first use and after some practice. Intern.














[image: alt]





A Case Study of Human Security in Burma 

Dominic is currently completing a Masters in International Security Studies and is .... UN's Special Rapporteur to Burma who was scheduled to present his initial ... progressively worse, low levels of literacy and general education and corruption ...














[image: alt]





The environmental context of human evolutionary ... 

Feb 12, 2008 - environmental signal in the absence of a true mosaic habitat. ... nificant tree coverage, either as woodland or forest, was likely to have been an ...


























×
Report Moral intuitions: A test case for evolutionary theories of human ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















