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a b s t r a c t Previous research on anticipatory behaviors has found that the fractal scaling of human behavior may attune to the fractal scaling of an unpredictable signal [Stephen DG, Stepp N, Dixon JA, Turvey MT. Strong anticipation: Sensitivity to long-range correlations in synchronization behavior. Physica A 2008;387:5271–8]. We propose to explain this attunement as a case of multifractal cascade dynamics [Schertzer D, Lovejoy S. Generalised scale invariance in turbulent phenomena. Physico-Chem Hydrodyn J 1985;6:623–5] in which perceptual-motor ﬂuctuations are coordinated across multiple time scales. This account will serve to sharpen the contrast between strong and weak anticipation: whereas the former entails a sensitivity to the intermittent temporal structure of an unpredictable signal, the latter simply predicts sensitivity to an aggregate description of an unpredictable signal irrespective of actual sequence. We pursue this distinction through a reanalysis of Stephen et al.’s data by examining the relationship between the widths of singularity spectra for intertap interval time series and for each corresponding interonset interval time series. We ﬁnd that the attunement of fractal scaling reported by Stephen et al. was not the trivial result of sensitivity to temporal structure in aggregate but reﬂected a subtle sensitivity to the coordination across multiple time scales of ﬂuctuation in the unpredictable signal. Ó 2011 Elsevier Ltd. All rights reserved.



1. The problem of anticipation Anticipation is a major challenge for the ecological, biological, and cognitive sciences. In order to survive, an organism must act in anticipation of events, in accordance with the temporal structure of its environment. Anticipation is a central idea in the rapidly developing ﬁeld of robotics [1,2], particularly with a view towards engineering robotic devices for medical treatments and prostheses [3,4]. Understanding the physics underpinning architectures of anticipatory systems is a crucial challenge to be resolved.
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Traditionally, the strategy used in the cognitive sciences is to endow the organism with an internal model of the environment that permits extrapolation into the future [5,6]. In this formulation, the organism at time t will have constructed of a model based on prior experiences leading up to t. The organism interprets the past trajectory of the model to predict the future. This traditional description of anticipation is computationally heavy and relies upon the theory to bestow, not just an internal model, but also the constructive and interpretive powers needed to create and use internal models [5,7,8]. Dubois [9] has called this form of anticipation ‘‘weak’’ and has proposed a ‘‘strong’’ alternative that does not rely on internal models. Whereas weak anticipation places the burden of anticipation on an intelligent agent with constructive and interpretive powers, strong anticipation emphasizes the embedding of an
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organism within its environment. The embedding of the organism within its environment asserts lawful constraints upon both the actions of the organism and the environmental effects on those actions. Anticipation emerges as a lawful regularity of the organism–environment system [10]. 2. Interpretations of strong anticipation in empirical research 2.1. Negative mean asynchrony in anticipatory synchronization Empirical research in strong anticipation has differed according to initial interpretations of anticipation in the absence of an internal model. One view has aligned strong anticipation to anticipatory synchronization resulting from appropriate couplings between master and slave systems [10]. The time delays in the master system will lead the slave system to synchronize with future states of the master. Anticipatory synchronization has been found in empirical studies of physical [11–13] and biological systems [14,15]. Here the interpretation of anticipation has been that of a negative mean asynchrony between stimulus and response [16,17]. This interpretation of anticipation entails that an organisms experience of time unfolds at an extremely local scale. 2.2. Sensitivity to long-range temporal correlation An alternative approach interprets strong anticipation as a more global coordination between an organism and its environment [18]. Traditionally, weak anticipation in the present is best formalized as a recursion to past states (i.e., the use of the model for predictions of the future). Dubois [19] formalized strong anticipation in terms of hyperincursion. In a hyperincursion, the present state is determined by both the set of past states and the set of future states. At a ﬁrst glance, hyperincursion might seem as though it ﬂies in the face of a basic fundamental assumption of logical scientiﬁc thought, namely, that causes precede effects. However, hyperincursive logic need not entail that causes follow effects. Rather, it may be understood to express the multiple time scales on which anticipatory behavior unfolds. A variety of biological [20–23], meteorological [24,25], geological [26–28] and astrophysical [29,30] phenomena exhibit long-range correlations (e.g., 1/f fractal scaling) across a wide range of time scales [31]. We may understand hyperincursive logic as expressing the concurrent effects of short-range behavior and of long-range behavior on the same ﬂuctuation at time t in instances of all these phenomena. Indeed, Dubois himself stressed the role of fractal scaling in hyperincursive logic [32]. Anticipation may seem distinctive or exceptional because it is most often cast as a function native to cognitive systems endowed with consciousness [6,33,34]. However, ﬂuctuations in human cognitive behavior often exhibit 1/f fractal scaling [35–37], suggesting that anticipation may exemplify a more general tendency of natural systems to
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ﬂuctuate at many time scales at once [38,39]. For example, synchronization with an isochronous (i.e., periodic) metronome is long-range correlated, whether in terms of the asynchrony between the ﬁnger taps with metronome onsets [40,41] or the intervals between ﬁnger taps for continuation tapping once the metronome has been turned off [41–43]. That is, even though the isochronous metronome ﬂuctuates at only one time scale, the timing behavior that emerges in response to it ﬂuctuates at time scales far beyond the metronomes period. Indeed, the ability to respond proactively to a single metronome onset is only one small detail of anticipatory ﬂuctuations underlying synchronization. Negative asynchrony to a single event may be the limiting case, often a feature of anticipatory behavior but not necessarily the general case. For instance, anticipatory though it may often seem, human behavior is plainly fraught with missed opportunities, failed predictions, and stubbed toes, and our impressive negative asynchronies may be deeply founded in our experience with our more humbling positive asynchronies. It may help theories of strong anticipation to explore the more global coordination between an organisms multiscale ﬂuctuations and the multiscale ﬂuctuations of its environment. Such a global coordination may be a rich substrate from which negative asynchrony might emerge. It is important to note where each of the three above approaches to anticipation can place its explanatory burden. Theories of weak anticipation place the explanatory burden on internal models [5]. The local approach to strong anticipation often places the explanatory burden on appropriate coupling between an organism and its environment [10]. In this manuscript, we will seek to place the explanatory burden of the global approach to strong anticipation on the multifractal cascades observable in perceptual-motor ﬂuctuations. It is possible that multifractal cascades and appropriate coupling may entail one another, but for now, we turn a blind eye to negative asynchrony to better explore the potential of the global understanding of strong anticipation. 3. Strong anticipation in entrainment to chaotic metronomes Stephen et al. [18] tested this fractal interpretation of strong anticipation in a synchronization experiment. They sought to investigate synchronization behaviors under a circumstance in which prediction was highly unlikely. Participants were asked to attempt to synchronize ﬁnger taps with a chaotic metronome derived from the Ikeda [44,45] map that changes with each iteration according to:



x_ ¼ cx  b sin xs



for c ¼ 1; b ¼ 20;



ð1Þ



where x is the current value and where xs is a previous value of x s iterations before the current value. The Ikeda map begins with a random seed and generates successive values xi based on the immediately previous value xi1 and another previous value xis at a delay of s. For constructing the chaotic metronomes, values of Eq. (1) were normalized to range from 1 to 1.5 and were then used as the interval in seconds between successive onsets of the metronome.
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Metronomes were designed to contain only 1000 onsets; the participants task lasted about 20 min. Metronomes were generated using various settings of s (i.e., s = 2, 5, and 10) to produce metronomes with varying ranges of memory. A new metronome was generated for each participant with each setting of s. Linear redundancy measures conﬁrmed that predictability of these metronomes was close to nil. Using monofractal detrended ﬂuctuation analysis (DFA; [46,47]), Stephen et al. computed the Hurst exponents for both the interonset interval time series for the metronomes and the intertap interval time series for the tapping signal produced by participants. The Hurst exponents of intertap intervals correlated with the Hurst exponents of interonset intervals, r = 0.96. Stephen et al. [18] ruled out the trivial interpretation of this ﬁnding, namely that ﬁnger taps matched onsets more or less accurately, with negligible, Gaussian-distributed asynchronies around the metronome onsets. Simulated tapping signals with Gaussian-distributed asynchronies failed to exhibit the same strong relationship between Hurst exponents. Stephen et al. concluded that human participants were not simply exhibiting a consistent or negligible asynchrony in their attempt to synchronize with the metronome and that, rather, even with their inconsistent asynchronies, human participants were all the more sensitive to the long-range temporal correlations of the metronome. This ﬁnding suggests that the long-range, multiscale ﬂuctuations in human behavior may be strongly attuned to the long-range, multiscale ﬂuctuations in an unpredictable environment (i.e., in this case, the metronome). Stephen et al. took this fractal attunement between organism and environment to be an example of strong anticipation, the coordination with temporal structure in the absence of local prediction.



4. Multifractal account of strong anticipation What remains to be explained is the means by which such strong attunement between behavior and environment might develop. The crucial question is how an organism could tailor its ﬂuctuations to those presented in the experimental environment. We seek to explain this tailoring of ﬂuctuations as the product of multifractality. Whereas purely monofractal dynamics consist of homogeneously self-similar cascades of ﬂuctuations for all time scales and all sizes of ﬂuctuations, multifractal dynamics hold when the self-similar cascades exhibit different scaling relationships for different scales and for different sizes of ﬂuctuations [48–52]. Heterogeneity across time makes multifractality an ideal formalism for discussing the development of a new fractal scaling. Schertzer and Lovejoy [53] and colleagues [50,51] have developed Kolmogorov’s [54] notion of cascade dynamics into a theory of the development of multifractal cascades. In their model, ﬂuctuations of relatively larger size cascade down upon ﬂuctuations of relatively smaller sizes. Essentially, for any raw observable u(t) (e.g., a time series of individual intervals, whether between taps or between onsets), as we sample the observable over progressively larger scales L, the summed values of u(t) in each sample will, on average, represent a progres-



sively greater proportion P(L) of the summed values over the entire time series such that:



PðLÞ  La :



ð2Þ



The foregoing singular relationship may exhaustively describe the distribution of u(t) through samples of scale L for a homogeneous system, but in a heterogeneous system, different regions i may exhibit diverse singular relationships,



Pi ðLÞ  Lai :



ð3Þ



Adequate speciﬁcation of such a heterogeneous system requires a spectrum of singularities (i.e., the multifractal spectrum). The presence of multiple singularities is evidence of multiplicative cascades in the ﬂow of energy through the observable u(t), a major source of intermittent temporal structure. The width of the singularity spectrum (i.e., amax  amin) reﬂects the strength of these multiplicative cascades [55,56]. The signiﬁcance of multiplicative cascades for our present purpose is that they entail a coordination of ﬂuctuations (i.e., information and energy ﬂow) among multiple time scales. The hyperincursive logic underpinning strong anticipation suggests that just such a coordination among multiple time scales may support the apparently predictive aspects of behavior without requiring an internal model. Although Stephen et al. [18] recognized the possibility that human behavior can attune to long-range structure, they failed to adequately address the possibility that synchronization behaviors might reﬂect a coordination among multiple scales. Importantly, the Hurst exponent estimated by monofractal analysis is insensitive to heterogeneity and hence to deeper multiplicative cascade structure [57,55]. The Hurst exponent speaks only to the structure of autocorrelation of a time series u(t) in aggregate, at a level of description statistically indistinguishable from linear forecasting methods (e.g., autoregressive fractionally integrated moving average [ARFIMA]; [58]) [59]. Hence, fractal scaling in entrainment with periodic metronomes has already been proposed to fold naturally into a traditional weak-anticipatory framework (e.g., [60,61]) in which linear phase correction adjusts the expression of a timekeeping model according to lag-1 asynchronies [62]. In this light, there need be no reason that the results of Stephen et al. do not reﬂect the trivial mapping of the autocorrelation, and the close relationship between Hurst exponents of interonset intervals and Hurst exponents of intertap intervals need not reﬂect anything about the coordination of synchronization behavior at multiple time scales. For instance, the same intertap intervals in entirely reversed order would have given rise to the same Hurst exponents but might not have reﬂected any sensitivity to the temporal structure of the interonset intervals of the chaotic metronome. We return to the data from [18] with the purpose of determining whether the results reported simply reﬂected weak-anticipatory sensitivity to overall autocorrelational structure or whether the results reported reﬂect the multiplicative cascades coordinating energy ﬂow across multiple time scales in perceptual-motor ﬂuctuations. In the
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latter case, multifractal cascade dynamics [53,50,51,63] would serve as a crucial foundation for the organization of synchronization behaviors. Multiplicative cascades coordinating multiple time scales have been documented in perceptual-motor ﬂuctuations during a variety of simple cognitive and motor tasks [57], but it has not yet been made clear what practical role such cascade dynamics might have for behavior. The present work proposes to determine whether multifractal cascade dynamics might support strong anticipation. In what follows, we reanalyzed the intertap and interonset time series from [18] with Chhabra and Jensen’s [64,65] method for direct determination of the f(a) singularity spectrum. Stephen et al. [18] had drawn on detrended ﬂuctuation analysis (DFA; [46,47]) in order to estimate Hurst exponents, but the multifractal generalization of DFA [52] depends on Legendre transformation for determining the singularity spectrum and can be unstable for short time series [57]. We estimated the width of the singularity spectrum (i.e., amax  amin) for each original time series as well as for a distribution of 50 phase-randomized surrogates for each original time series. These phase-randomized surrogates were constructed according to the iterative amplitude-adjusted Fourier-transform (IAAFT) algorithm [66]. For a given time series u(t), the IAAFT algorithm generates novel sequences of numbers reﬂecting the same probability density function (pdf) and the same power spectrum as the original time series. Hence, amax  amin for an IAAFT surrogate indicated the degree of multifractality to be expected simply as a by-product of the pdf and the power spectrum; the randomization of phase and consequent destruction of sequence entailed that amax  amin for an IAAFT surrogate did not bear information about the strength of a multiplicative cascade across multiple time scales structuring the actual sequence. The IAAFT surrogate bears the same overall autocorrelational structure of the original time series without sharing the actual sequence. A departure of amax  amin for the original time series from the distribution of amax  amin for the IAAFT surrogates would have indicated a role for multiplicative cascade across multiple time scales. The contrast between amax  amin for IAAFT surrogates and amax  amin for the original time series served for a contrast between expectations of the temporal structure from the weak- and strong-anticipatory views. If intertap interval time series exhibited amax  amin not signiﬁcantly different from their corresponding IAAFT surrogates, then this evidence would be consistent with the weak-anticipatory notion that synchronization behavior simply tracks overall autocorrelational structure and that the sensitivity to long-range structure noted in [18] did not reﬂect any speciﬁc attunement to actual temporal sequence. On the other hand, the predictions from the strong-anticipatory view were, ﬁrst, that the intertap interval time series would exhibit a amax  amin signiﬁcantly different from that of their IAAFT surrogates and, second, that amax  amin of the intertap intervals should reﬂect the amax  amin of the corresponding interonset intervals. That is, weak anticipation in synchronization under unpredictable conditions should be indistinguishable from simply mimicking the



aggregate temporal structure. Strong anticipation in synchronization under unpredictable conditions should entail that, far from being a rough approximation of aggregate temporal, the coordination of multiple time scales in behavior should attune itself speciﬁcally to the coordination of multiple time scales in the environment. In this sense, whereas weak anticipation might simply be the tailoring of behavior to a strictly linear description of the environment, strong anticipation should be the subtle sensitivity of behavior to the multiplicative cascades structuring events in the environment. 5. Method Seven participants were instructed to attempt synchronization with their metronomes. Metronomes were generated by normalizing values of x from Eq. (1) (with parameters c, b, and s noted above) to produce onset intervals ranging from 1 to 1.5 s. At the beginning of each session, each participant received a new metronome, begun from a different random seed. Each metronome produced 1000 onsets. Metronomes were presented on a computer and, at each onset, produced a visual presentation on the computer screen (i.e., a white square appeared at the center of a blank screen). Participants were instructed to tap any key on the computer keyboard in synchrony with each new onset, to the best of his or her ability. Participants completed 1 to 2 sessions of this task for each setting of s. 6. Data analysis 6.1. Direct determination of the singularity spectrum Direct determination of the singularity spectrum [64,65] for a time series u(t) begins with calculating the probabilities Pi(L) for each ith bin of scale L.



PiL Pi ðLÞ ¼



k¼ði1ÞLþ1 uðkÞ



P



uðtÞ



 Lai :



ð4Þ



Next, the probabilities Pi(L) allow derivation of the partition function li(q, L) for each of N bins of scale L.



½Pi ðLÞq



li ðq; LÞ ¼ PN



i¼1 ½P i ðLÞ



q



ð5Þ



;



where q is a statistical moment intended to leave probabilities unchanged for q = 1 and to emphasize higher or lower probabilities for q > 1 or q < 1, respectively. Hence, the partition function l(q, L) serves to statistically highlight the different densities of events across each of the N bins for a given scale L. The Hausdorff dimension f(q) of partition function l(q) is derived as the scaling relationship of the Shannon entropy of li(q, L) with scale L.



f ðqÞ ¼  lim



N!1



N 1 X l ðq; LÞ ln½li ðq; LÞ ln N i¼1 i



PN ¼ lim L!0



i¼1



li ðq; LÞ ln½li ðq; LÞ ln L



:



ð6Þ



The corresponding singularity strength a for the corresponding q is deﬁned as
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aðqÞ ¼  lim



N!1



N 1 X l ðq; LÞ ln½Pi ðq; LÞ ln N i¼1 i



PN ¼ lim L!0



i¼1



li ðq; LÞ ln½Pi ðq; LÞ ln L



:



ð7Þ



The value a(q) is essentially the average of the singularity strengths ai for each ith bin for a given value of q. For values of q giving rise to strongly linear scaling relationships in Eqs. (6) and (7), when f(q) and a(q) form a singlehumped curve f(a), the time series u(t) is multifractal [67]. The f(a) curve is the singularity spectrum, and its width signiﬁes the degree of multifractality [57,48]. 7. Results Example time series for interonset intervals in the metronome for an example participant and for intertap intervals in the corresponding example participants tapping are depicted in Figs. 1 and 2, respectively. We submitted each time series to the multifractal analysis described in the Methods section, including only those values of f(q) and a(q) for which the relationships outlined



in Eqs. (6) and (7) both exhibited a correlation coefﬁcient r P 0.95. The q parameter was thus incremented and decremented from q = 1 by 0.5 until these scaling relationships weakened to below the r P 0.95 criterion. Fig. 3 shows the resulting multifractal (i.e., singularity) spectra for intertap intervals from an example participant and for the interonset intervals from the corresponding metronome. We were interested in two main features of the multifractality in the intertap intervals. First, we were interested in investigating whether, for the intertap interval time series, the width of the singularity spectrum amax  amin was not a trivial consequence of the pdf and power spectrum of the time series but rather an index of the coordination across multiple time scales in the original sequence. Second, we were curious whether the amax  amin for the intertap interval time series was sensitive to the amax  amin for the interonset interval time series. We now consider both points in the subsections that follow. 7.1. Comparison to surrogates To address the ﬁrst point, we compared the singularity spectra for each intertap interval time series with a distri-



Fig. 1. Example time series of interonset-interval durations for a single chaotic metronome.



Fig. 2. Example time series of intertap-interval durations for a single participants entrainment to the metronome whose interonset intervals are illustrated in Fig. 1.
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bution of singularity spectra for 50 IAAFT surrogates (i.e., a new distribution of 50 spectra for each time intertap interval time series). To safeguard against the possibility that the pdf of the time series might spuriously widen the singularity spectrum irrespective of power spectrum, we also compared the singularity spectrum for each intertap interval time series with a distribution of singularity spectra for 50 shufﬂed copies (i.e., randomized reorderings) of the original time series (i.e., again, a new distribution of 50 spectra for each time intertap interval time series). We evaluated the differences between amax  amin for each original time series and amax  amin for each corresponding comparison distribution as one-sample t statistics. Throughout, the width of the singularity spectrum amax  amin for the original time series were signiﬁcantly
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different from that of both the shufﬂed copies and the IAAFT surrogates, jtsj ranging from 2.53 to 213.55 and hence above the criterion of 1.96 for signiﬁcance at p < .05 (see Fig. 4). The only exception was one intertap time series whose amax  amin was not signiﬁcantly different from that of its IAAFT surrogate, t = 0.15, p = 0.44. However, though almost always signiﬁcantly different, singularity-spectra for the original time series were neither generically wider nor generically narrower than those for surrogates. Previous research has documented the presence of multiplicative cascades and, hence, the coordination of ﬂuctuations across multiple time scales by demonstrating that, in response tasks, perceptual-motor ﬂuctuations exhibited wider singularity spectra (i.e., greater amax  amin) than their corresponding shufﬂed copies



Fig. 3. Multifractal (i.e., singularity) spectra for intertap intervals from an example participant (circles) and for the interonset intervals from the corresponding metronome (triangles).



Fig. 4. t statistics for singularity-spectrum widths for intertap interval time series when compared to the distribution of singularity-spectrum widths for shufﬂed copies (circles) and for IAAFT surrogates (triangles).
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Table 1 Coefﬁcients from the multiple linear regression model of amax  amin for intertap intervals. Predictor



B



SE



t



p



Intercept MetOrig MetIAAFT TapIAAFT MetOrig  MetIAAFT



0.04 1.72 2.23 0.09 19.58



0.02 0.54 1.37 0.09 37.86



1.71 3.17 1.63 1.02 0.52



0.11 


and IAAFT surrogates [57]. It remained to be determined whether multifractality had bearing upon strong anticipation and, speciﬁcally, whether the changes in amax  amin for intertap intervals reﬂected sensitivity to changes in amax  amin for interonset intervals.



7.2. Relationships between multifractality of intertap intervals and multifractality of interonset intervals In order to test whether amax  amin for intertap intervals reﬂected sensitivity to amax  amin for interonset intervals, we ran a multiple linear regression model of amax  amin for intertap intervals. In order to make a compelling case for strong anticipation, we aimed to test the effect of amax  amin for interonset intervals on amax  amin for intertap intervals while also testing the effect of temporal structure in aggregate. Recall that a weak-anticipatory view would expect that intertap intervals should both be sensitive to temporal structure in aggregate and be organized according to temporal structure in aggregate. That is, it will be important not only to test an effect of amax  amin for interonset intervals on amax  amin on intertap intervals but also the effects of amax  amin for the IAAFT surrogates for the interonset intervals as well as for the intertap intervals. Whereas amax  amin for interon-



set intervals should be signiﬁcant if the degree of coordination across multiple time scales in behavior responds to the degree of coordination across multiple time scales in the stimulus, the latter two effects should be signiﬁcant if synchronization behaviors are temporally structured only in aggregate. The predictors chosen for this model were as follows: amax  amin for interonset intervals (MetOrig), mean amax  amin for the IAAFT surrogates of the interonset intervals (MetIAAFT), and mean amax  amin for the IAAFT surrogates of the intertap intervals (TapIAAFT). Because amax  amin for interonset intervals and mean amax  amin for the IAAFT surrogates of the interonset intervals correlated at r(20) = 0.89, p < .001, it was also important to include the interaction of these two singularityspectrum widths in order to judiciously estimate the effect of each width alone. Table 1 shows the coefﬁcients returned by the multiple linear regression model of amax  amin for intertap intervals as planned above. There is only a main effect of amax  amin for the interonset intervals (B = 1.72, SE = 0.54, p < 0.01). No other effects signiﬁcantly predict changes in amax  amin for intertap intervals. Model predictions of singularityspectrum width correlated with actual singularity-spectrum width, r = 0.98 (see Fig. 5). 8. Anticipation and its relationship to multifractal scaling The results of the present research point to the beginnings of an alternative explanation for anticipation. Instead of prediction from an internal model, anticipation may be the product of multifractal cascade dynamics [53,50, 51,63]. Changes in the long-range, multiscale ﬂuctuations of human behavior are the result of ﬂuctuations of many different sizes. In the present reanalysis, the Hurst exponents reported in [18] do not simply appear to have been



Fig. 5. Model predictions for the multiple linear regression of amax  amin for intertap intervals (vertical axis) plotted against actual amax  amin for intertap intervals (horizontal axis).
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a trivial matching the aggregate temporal structure. Rather, through an inquiry into the multifractal structure of both the metronomes and the tapping signals, the present reanalysis indicates that the tapping reﬂected a coordination across multiple time scales that closely matched that found in the metronomes. The multifractality of a given stimulus appears to modulate the multifractality of perceptual-motor ﬂuctuations, suggesting a more subtle sensitivity to the intermittent temporal structure than the cognitive system would be able to glean if it simply consulted the power spectrum. 8.1. Implications for anticipation: weak and strong, local and global We had begun by considering three different approaches to anticipation: weak anticipation, strong anticipation on a temporally local scale, and strong anticipation on a temporally global scale. First, this research serves as a challenge for theories of weak anticipation, i.e., the notion that anticipation is prediction from an internal model [5,6]. Stephen et al. [18] had demonstrated that organisms may coordinate even to an unpredictable temporal structure. These results do not disprove the presence or function of internal models supporting an organism’s behavior. Rather, they suggest that understanding anticipation may not require so much recourse to an internal model, hidden deep within the architecture of anticipatory systems and invested with mysterious powers. These results suggest that the dynamics of anticipation may emerge from the sensitivity of the multifractal ﬂuctuations of perceptual-motor coordination, at the outermost boundaries of the organism, to the multifractal structure in the environment. This ﬁnding may be aligned with closely with existing research on the role of embodiment in the development of anticipation among other cognitive capacities [68]. The present results provide new support for theories of strong anticipation. These results may serve to complement existing research on strong anticipation at a temporally local scale (e.g., [10]). Anticipation may not be so much predictive extrapolation of the present into the future as a reactive, feedforward coordination of preexisting ﬂuctuations of very many sizes across multiple time scales. Indeed, one general ﬁnding of research in anticipatory synchronization has been that apparent prediction in the long term may ultimately be the product of reactivity in the short term [11–13]. In the longer term, we have found that strong anticipation may depend on the coordination of perceptual-motor ﬂuctuations across multiple time scales and the multiplicative cascades that such coordination entails and on the capacity of this coordination to adapt to the environmental constraints. Because we have shown that anticipatory behavior is not speciﬁcally sensitive to aggregate temporal structure, the notion of strong anticipation at a ‘‘temporally global scale’’ is misleading insofar as the intertap intervals exhibited sensitivity to the coordination across multiple time scales. We conclude that strong anticipation unfolds at very many time scales according to multiplicative cascades and hence that strong anticipation is a phenomenon of multifractal dynamics.
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This research represents the latest in an attempt to understand cognitive performance as emerging from the fractal and multifractal dynamics of complex physical systems [69–72,57]. Further research may address the generality of these ﬁndings, both to multifractal systems not typically designated as cognitive and to cognitive systems in a wider variety of task domains.
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