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Abstract One of the biggest challenges in intelligent robotics is to build robots that can understand and use language. To this end, we think that the practical long-term on-line concept/word learning algorithm for robots is a key issue to be addressed. In this paper we develop an unsupervised on-line learning algorithm that uses a nonparametric Bayesian framework for categorizing multimodal sensory signals such as audio, visual, and haptic information by robots. The robot uses its physical embodiment to grasp and observe an object from various viewpoints as well as listen to the sound during the observation. Another important property of the proposed framework is to learn multimodal concepts and the language model simultaneously. This mutual learning framework of concepts and language significantly improves speech recognition and multimodal categorization performances each other. Validity of the proposed method is shown through some experimental results.
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Introduction



It is well known fact that the categorization of things plays an important role for human cognitive functions. Concepts can be thought of categories that are clustered according to perceptual similarities. Humans acquire concepts through the clustering process of everyday experiences. Words are labels that represent corresponding concepts. The meanings of words are grounded in acquired categories and the words affect the perceptual clustering process at the same time. Nakamura et al. have developed a multimodal categorization method called multimodal Latent Dirichlet Allocation （MLDA） [1], which is an application of the statistical learning method in natural language processing to intelligent robotics. The MLDA has proven to be able to categorize multimodal information, i.e. audio, visual and tactile signals, in an unsupervised manner and to 1



infer unobserved information and suitable words. In [2] Araki et al. have extended the MLDA to an on-line version called PFoMLDA (Particle Filter on-line MLDA), that can solve the problems regarding the batch-type MLDA. Moreover Araki et al. have proposed the use of Nested Pitman-Yor Language Model （NPYLM） for generating the lexicon in an unsupervised manner [3]. Theoretically speaking, the PFoMLDA with NPYLM makes it possible for the robot to gradually learn concepts and word meanings; the only requirement for the robot is to have the phonetic knowledge, i.e. acoustic models, for converting an input speech waveform into a sequence of phonemes. There are two main problems to be solved in these previous works. As described in [4] it is hard for robots to correctly recognize phonemes uttered by a human without a lexicon or language model. This causes phoneme recognition errors and such errors seriously affect the learning of concepts. As is well known performance of recent speech recognition technology heavily depends on the language model. Therefore the robot should learn the language model incrementally as the lexicon grows. However this is obviously a chicken and egg problem, since learning of a language model requires correct speech recognition results and vice versa. The idea is that the object concepts, which are formed by multimodal perception, could be the other source of information to learn the language model. Unfortunately, this raises another chicken and egg problem since the object concepts are formed along with the lexicon. Another problem is regarding the number of categories. The MLDA requires the number of categories in advance, which is not easy to be predefined especially for the life-long learning scenario. In [4], authors have tested the robot in which the PFoMLDA with NPYLM is working. A user lived and interacted with the robot over one week using about 200 objects and the robot learned about 60 words from scratch. Actually, we have no idea how long the robot can keep learning concepts and words with the setting in [4] because of the predefined category number. The number of categories should be estimated according to complexity of the input data. This problem can be solved by Bayesian nonparametrics. In this paper we propose a method for robots to learn object concepts and a language model iteratively. In this paper the “language model” refers to a set of phoneme sequences as a lexicon, and bigram counts of the words in the lexicon. In our method, the robot mutually learns the language model and the category to which an object belongs from human utterances and multimodal information acquired from the target object, respectively. Speech signals uttered by a human partner are converted into phoneme sequences by a speech recognizer. Since co-occurrence is the key to learning the meanings of words, these phoneme sequences are expected to represent features of the target object. Therefore, object categories, which are formed using multimodal information, are intimately related to co-occurring phoneme sequences. The critical idea behind our proposal is a recognition of the interdependence of words and concepts: there is a high probability that the same words are used to describe objects in the same category, and objects referred to by identical words are highly likely to have identical features. Using this relation, the accuracy of both phoneme recognition and object classification can be improved. We also propose to use online multimodal hierarchical Dirichlet process (oMHDP) instead of PFoMLDA. These ideas make it possible to incrementally acquire a language model and the concept of different objects. We are currently working on preparation of the experiment that a human partner lives with the robot for several months to see how much the robot with the proposed multimodal learning algorithm can learn concepts and words from scratch. This paper shows some preliminary results on the proposed algorithm. Research has been conducted on designing robots that can simultaneously acquire concepts and words [5, 6]. However, there is no research that simultaneously considers the acquisition of concepts of objects and language based on various modalities, e.g. visual, audio, haptic, and word information, as in this paper. Online learning is another important feature of the proposed framework. Several studies have been carried out on the categorization of objects using images in an unsupervised manner [7, 8]. We believe that humans categorize objects using multimodal information, and this is thus needed for robots to form concepts.
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Figure 1: Graphical model of the proposed mutual learning
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Figure 2: Robot platform used in the experiment in this paper



Proposed method Integrated model of concepts and language



The most important assumption in this paper is that robots do not have a priori knowledge of natural language, except for phonetic knowledge. This is because we are interested in the language acquisition process in robots from the very beginning. Therefore we propose the model that can simultaneously learn the language model and object concepts as in Fig.1. In the figure, the gray nodes represent latent nodes to be inferred. o represents input utterances by human partners and s′ stands for recognized results of the input speech signals using the speech recognizer with the acoustic model A and the language model L. And then, the BoW representation of words ww , which helps to form object concepts k, is generated by segmenting phoneme sequences into words using the language model L. Figure1 indicates that the language model and the object concept formation are interdependent, since the object categories k are connected to the results of speech recognition s′ through words ww . Learning of the language model and object categories corresponds to inferring latent nodes L, θ∗ , π, β, s′ , and ww using observations o, wv , wa , and wh . This model updates the parameters of the latent nodes as a new data is input so that the updated language model and concepts improve the phoneme recognition and the inference of unobservable information. It should be emphasized that online multimodal hierarchical Dirichlet process (oMHDP), which can estimate the number of categories from complexity of the input data, is utilized in the model. The inference process of the parameters is not straightforward since the model is too complex. Therefore the model is decomposed into three parts, i.e. speech recognition, language model, and object concepts (oMHDP). The parameters of each part are estimated iteratively as a new input data is give to the model. 2.2



Multimodal signal representation



The robot in Fig.2 is equipped with a 3D visual sensor, arms capable of six degrees of freedom (DOFs), and 4-DOF hands with a tactile array sensor consisting of 162 elements and a microphone. These sensors are used for obtaining multimodal information: color images from multiple viewpoints, 3D information from the time of flight (TOF) camera, pressure information from the tactile sensors, and sound that is made by shaking the object. In addition, word information obtained from the user’s utterances is also be acquired while capturing multimodal information of an object. The basic idea behind the signal representation is to use the Bag of Features (BoF) model, since the BoF is successfully applied to many category recognition tasks. For visual information, 128dimensional DSIFT (Dense Scale Invariant Feature Transform) descriptors are extracted from each image, followed by the vector quantization with a 500-dimensional code book. MFCCs (Mel Fre3



quency Cepstral Coefficients) are used to represent the auditory signals. The MFCCs vectors are vector quantized using a 50-dimensional predefined code book. The tactile information is also vector quantized resulting in a 15-dimensional histogram. The human utterances are segmented into words and represented by the Bag of Words (BoW). 2.3



oMHDP



The learning process of the oMHDP corresponds to inference of θ∗ , π, and β that maximize likelihood of generating w∗ . We use Gibbs sampling to infer the parameters. First, an auxiliary variable tm jn , which is assigned to the nth feature of modality m of the jth object, is sampled by the following distribution: m m m m m tm jn ∼ P (tjn |W−jn , λ) ∝ P (wjn |Wk=kjt )P (tjn |λ) { Njt m m P (wjn |Wk=k ) (t = 1, . . . , Tj ), jt λ+Nj −1 = λ m m P (wjn |Wk=kjt ) λ+Nj −1 (t = Tj + 1),



(1)



where Tj denotes the number of auxiliary variables that are assigned to the jth object, and Njt denotes the total number of features to which auxiliary variable t is assigned in the jth object. Nj m represents a set of features of the denotes the number of features of the jth object. Also, W−jn m m m jth object except for the nth feature. P (wjn |Wk=kjt ) is the probability that wjn is generated from category k, and it is written as follows: m |Wk ) = P (wjn



m m Nkw m + α jn



Nkm + dm αm



,



(2)



m where Nkm denotes the number of features of modality m that are assigned to category k, and Nkw m jn m denotes the number of features that are the same features as wjn and assigned to category k in the jth object. dm is the dimension of the modality m.



Next, category kjt assigned to auxiliary variable t is sampled from a conditional probability conditioned by a set of features W−jt except for features Wjt to which the auxiliary variable t is assigned: kjt ∼ P (kjt |W−jt , γ) = P (Wjt |Wk )P (kjt |γ) { Mk P (Wjt |Wk ) γ+M −1 (k = 1, . . . , K), = γ P (Wjt |Wk ) γ+M −1 (k = K),



(3)



where K, Mk and M denote, respectively, the number of categories, the number of auxiliary variables assigned to category k, and the number of auxiliary variables. Moreover, P (Wjt |Wk ) is the probability that a set of features Wjt to which auxiliary variable t is assigned in the jth object is generated from category k and is computed as follows: ∏ P (Wjt |Wk ) = P (wm |Wk ), (4) wm ∈Wjt



where Wk denotes the set of features whose category is k. The parameters of the model are estimated by iterating the sampling with Eq. (1) for all the features and all the objects and the sampling with Eq. (3) for all the auxiliary variables and all the objects. Finally, by using converged values, the probability that a category of the jth object becomes k is as follows: ∑Tj δk (kˆjt )Nˆjt P (k|Wj ) = t , (5) Nj where Wj denotes all the features of the jth object. Nˆjt and kˆjt are converged values of Njt ，kjt . Also, δa (b) is a delta function, whose value is 1 in case of a = b and 0 in case of a ̸= b. The parameters of the oMHDP can be inferred as follows; 4



Figure 3: Objects used in the experiment
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Figure 4: Results (A)phoneme recognition accuracies, (B)categorization accuracies, and (C)estimated number of categories
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ˆkwm + αm N jn ˆ m + dm αm N {k ˆk M γ+M −1 (k = 1, . . . , K), = γ γ+M −1 (k = K + 1), { ˆjt N λ+Nj −1 (t = 1, . . . , Tj ), = λ λ+Nj −1 (t = Tj + 1), =



(6) (7)



(8)



Experiments



We carried out preliminary experiments in order to check the performance. Fifty objects shown in Fig.3 were used and the robot in Fig.2 acquired multimodal data. Three methods are used for comparison: (a) PFoMLDA (PFoMLDA) [2], (b) oMHDP without using language model (Acoustic model only), and (c) the proposed method (Proposed method). Since the PFoMLDA in the method (a) requires a predefined category number, 10 (ground truth) is given to the model. 3.1



Phoneme recognition accuracy



Figure 4 (A) illustrates changes in accuracies of phoneme recognition for three models. In (b) the accuracy is constant since the method does not update the language model. On the other hands, (a) and (c) improved the recognition accuracy by updating the language model as the categorization progressed. It should be noted that the performance of (c) is comparable to (a) even though (c) did not use the extra information, i.e., the number of categories. 5



Correct words (Japanese) Estimated words spray can hard sound plastic bottle drink water plushie soft animal



s u p u r e: k a N katai oto



s u p u r e: k a N katai oto



pettobotoru nomimono mizu



pedatobotoru nomimono mide



nuigurumi yawarakai doubutsu



nuigurumi yayarakai doubude



Figure 6: Robot platform that is currently working



Figure 5: Examples of estimated words



3.2



Categorization performance



Figure 4 (B) shows changes in accuracies of categorization for three models. The ground truth of the categorization is given in Fig. 3. The methods (a) and (c) improved the categorization accuracies up to 80% as the number of learned items increases while the method (b) provided the results as low as 60%. These results clearly show that the mutual learning of the language model and concepts is an essential part of the learning process. As we mentioned earlier, the proposed method (c) additionally estimated the number of categories; nevertheless (c) gives comparable performance to (a). These results imply that the proposed method will outperform the method using the PFoMLDA in the long-term learning scenario. 3.3



Number of categories



Here we examine changes in the estimated number of categories. Figure 4 (C) illustrates the results. Both of (b) and (c) inferred lager number of categories compared with ground truth. This is because (b) and (c) are the online learning algorithm, which is sensitive to the fluctuation of input data. Phoneme recognition errors are responsible for this fluctuation. However, one can confirm that the proposed mutual learning gives better estimation results, since it improves the phoneme recognition performance. 3.4



Examples of words inference



Figure 5 shows some examples of words inference by watching unseen objects. One can see that the robot can infer suitable words for given visual inputs. 3.5



Conclusion and future work



In this paper we proposed a model for online multimodal learning of concepts and words. The idea behind the model is mutual learning of the language model and concepts using multimodal data that the robot obtains. Moreover the model utilizes nonparametric Bayesian method so that the number of categories can be inferred from the input data. Some experimental results reveal that the performance of the proposed model is comparable to the parametric model. This fact means that the model may handle the long-term learning scenario. Currently we are working on preparation of the long-term learning experiment using Baxter robot platform in Fig. 6, that features compliant arms. We are planning to carry out the experiment for at least several months and analyze the data to see how much the robot can learn concepts and words in real environments. Acknowledgments This work was supported by CREST, JST. 6
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