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Abstract of Dissertation Presented to the Graduate School of the University of Florida in Partial Fulfillment of the Requirements for the Degree of Doctor of Philosophy in Aerospace Engineering MULTIPLE SURROGATES FOR PREDICTION AND OPTIMIZATION By Felipe A. C. Viana August 2011 Chair: Raphael T. Haftka Major: Aerospace Engineering Statistical modeling of computer experiments embraces the set of methodologies for generating a surrogate model (also known as metamodel or response surface approximation) used to replace an expensive simulation code. The aim of surrogate modeling is to construct an approximation of a response of interest based on a limited number of expensive simulations. Nevertheless, after years of intensive research on the field, surrogate-based analysis and optimization is still a struggle to achieve maximum accuracy for a given number of simulations. In this dissertation, we have taken advantage of multiple surrogates to address the issues that we face when we (i) build an accurate surrogate model under limited computational budget, (ii) use the surrogate for constrained optimization and the exact analysis shows that the solution is infeasible, and (iii) use the surrogate for global optimization and do not know how to simultaneously obtain good accuracy near possible optimal solutions. In terms of prediction, we have found that multiple surrogates work as insurance against poorly fitted models. Additionally, we propose the use of safety margins to conservatively compensate for fitting errors associated with surrogates. We were able to design the safety margin for a specific conservativeness level, and we found that it is possible to select a surrogate with the best compromise between conservativeness and loss of accuracy.
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In terms of optimization, we proposed two strategies for enabling surrogate-based global optimization with parallel function evaluations. The first one is based on the simultaneous use of multiple surrogates (a set of surrogates collaboratively provide multiple points). The second strategy is uses a single surrogate and one cheap to evaluate criterion (probability of improvement) for multiple point selection approximation. In both cases, we found that we could successfully speed up the optimization convergence without clear penalties as far as number of function evaluations.
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CHAPTER 1 INTRODUCTION The objective of this chapter is to present the motivation and review of the literature that served as basis of this research. There is also an outline of this dissertation at the end of the chapter. 1.1 Motivation Despite advances in computer throughput, the computational cost of complex high-fidelity engineering simulations often makes it impractical to rely exclusively on simulation for design optimization [1]. Design and analysis of computer experiments (DACE) is the tool of choice to reduce the computational cost [2–7]. It embraces the set of methodologies for generating surrogate models (also known as metamodels) used to replace the generally expensive computer codes1 . Typical applications may include, but are not limited to, design optimization, sensitivity analysis and uncertainty quantification. To identify the motivation for DACE-related research, consider Table 1-1, which present quotes from frequently-cited review papers published in the past two decades. The common theme in all of these papers is the high cost of computer simulations: “despite growing in computing power, surrogate models are still cheaper alternatives to actual simulation models in engineering design”. Advances in computational throughput have helped the development of numerical optimization; but they seem to favor the increase in complexity of the state-of-the-art simulation [8], as illustrated in Figure 1-1. On top of that, some surrogates (such as kriging models and response surface) also offer information about the error in prediction at a given point. This information has been used to guide the selection of points in optimization (e.g., the efficient global optimization (EGO) [9] and enhanced sequential optimization (ESO) [10] algorithms). The bottom line



1



In the literature[1–7], the terms “metamodel”, “approximation” and “surrogate” are used interchangeably. In this dissertation, we will use “surrogate” unless when we quote some other work.
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is that the repertoire of design tools has substantially grown over the years and DACE methods help tailoring problem-oriented approaches during the design process.



Figure 1-1. Evolution in engineering design optimization (adapted from [8]). With advances in computer throughput, the cost of fitting a given surrogate drops in relation to the cost of simulations. Consequently more sophisticated and more expensive surrogates have become popular. Surrogates such as radial basis neural networks [16–18], kriging models [19–21], support vector regression [22–24] that require optimization in the fitting process, increasingly replace the traditional polynomial response surfaces [25–27] that only require the solution of a linear system equations. The relative popularity of different methods is shown in Figure 1-2, which illustrates the number of publications reporting the use of some of the major surrogate techniques. The data was obtained using the ISI Web of Knowledge (www.isiknowledge.com, accessed on March 11, 2011) set to search articles in engineering (search setup shown in Table 1-2). Figure 1-2 shows a steady growth of publications for all surrogates. The lesson is that different surrogates appear to be competitive and receiving growing attention from the scientific community. Recently, there has been interest in the simultaneous use of multiple surrogates rather than a single one [28–30]. This makes sense because (i) no single surrogate works well for all problems, (ii) the cost of constructing multiple surrogates is often small 16



Table 1-1. Motivation for review papers on “design and analysis of computer experiments”. Paper Year Motivation Sacks et al. [2] 1989 Abstract: “Many scientific phenomena are now investigated by complex computer models or codes Often, the codes are computationally expensive to run, and common objective of an experiment is to fit a cheaper predictor of the output to the data.” Barthelemy and Haftka 1993 “Introduction: . . . applications of nonlinear [11] programming methods to large structural design problems could prove cost effective, provided that suitable approximation concepts were introduced.” Sobieszczanski-Sobieski 1997 Abstract: “The primary challenges in MDO and Haftka [12] are computational expense and organizational complexity.” 2001 Abstract: “The use of statistical techniques to Simpson et al. [13] build approximations of expensive computer analysis codes pervades much of todays engineering design.” Simpson et al. [14] 2004 Introduction: “Computer-based simulation and analysis is used extensively in engineering for a variety of tasks. Despite the steady and continuing growth of computing power and speed, the computational cost of complex high-fidelity engineering analyses and simulations maintains pace. . . Consequently, approximation methods such as design of experiments combined with response surface models are commonly used in engineering design to minimize the computational expense of running such analyses and simulations.” Wang and Shan [15] 2007 Abstract: “Computation-intensive design problems are becoming increasingly common in manufacturing industries. The computation burden is often caused by expensive analysis and simulation processes in order to reach a comparable level of accuracy as physical testing data. To address such a challenge, approximation or meta-modeling techniques are often used.”
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Table 1-1. Continued Paper Forrester and Keane [6]



Year 2009



Motivation Abstract: “The evaluation of aerospace designs is synonymous with the use of long running and computationally intensive simulations. This fuels the desire to harness the efficiency of surrogate-based methods in aerospace design optimization.”



Figure 1-2. Number of publications in engineering per year using four surrogate techniques (data collected on March 17, 2011). compared to the cost of simulations, and (iii) use of multiple surrogates reduces the risk associated with poorly fitted models. Figure 1-3 exemplifies the advantages of multiple surrogates in optimization. Two surrogates (kriging and a second order polynomial response surface) are fitted to five data points. It is clear that the kriging model is more accurate than the second order polynomial response surface. However, the optimization (in the sense of minimization) based on the second order polynomial response surface leads to a solution closer to the actual one. 1.2



Outline of dissertation



1.2.1 Objectives The objective of this research is to address the issues we face in: •



Surrogate accuracy: we want to build a proper surrogate model, but it requires more simulations than we can afford. The objective is to show the advantages of using multiple surrogates. This strategy acts like an insurance policy against poorly fitted models.
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Table 1-2. ISI Web of Knowledge search setup. Surrogate technique



Topic(s)a



Response surface



“response surface”



Kriging



kriging OR “Gaussian process”



Support vector machine



“support vector regression” OR “support vector machine”



Neural networks



“artificial neural network” OR “radial basis neural network”



a



Results only for articles (“document type”) in engineering (“subject area”). Results may vary as the ISI Web of Knowledge database is updated



( ) Figure 1-3. Minimization of y (x ) = 10 cos(2x ) + 15 − 5x + x 2 /50 with multiple surrogates. Function was sampled with five data points. The optimum pointed by the apparently less accurate surrogate is closer to the actual optimum than the one pointed by the most accurate surrogate. •



Constrained optimization and reliability-based optimization: we use the surrogate for optimization, and when we do an exact analysis we find that the solution is infeasible. Here, we aim at using conservative constraints so that the optimization is pushed to the feasible region and multiple surrogates would minimize the loss in accuracy.



•



Global optimization: we do not know how to simultaneously obtain good accuracy near all possible optimal solutions. Here, the objective is intelligently select multiple points per optimization cycle (sampling on regions of high potential for a single or multiple optima). We will study two approaches (i) fitting a sequence of surrogates with each surrogate defining the points that need to be sampled for the next surrogates, and (ii) using only kriging and exploring an affordable criterion for multipoint selection.



1.2.2 Publications and software The research has produced the following contributions with respect to:
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•



Surrogate accuracy: we can identify accurate surrogates well, especially as the number of points in the data set increases. This part of the work was already published and can be found in [31–34].



•



Constrained optimization and reliability-based optimization: we can design conservative surrogates and select one for minimal loss in accuracy. This work was already published and can be found in [35–37].



•



Global optimization: we have results demonstrating benefits of multiple surrogates in (i) running the efficient global optimization (EGO) algorithm, and (ii) assess the value of another cycle (how much can we improve given the selected points). This work was published and can be found in [38–42]. Although this research is not focused on software development, we made



R the developed code available in the form of a toobox to be used in the MATLAB⃝



environment. We called it the SURROGATES tool box [43] and it is available at http://sites.google.com/site/felipeacviana/surrogatestoolbox. 1.2.3 Organization of the text The organization of this work is as follows. Chapter 2 presents a literature review and situates this dissertation in the context of multiple surrogates. Chapter 3 discusses multiple surrogates for prediction and the use of cross validation for selection and combination of surrogates. Chapter 4 presents the use cross validation to design conservative surrogates (important to safely estimate the response). Chapter 5 discusses the efficient global optimization (EGO) algorithm and how we can parallelize it with multiple surrogates. Chapter 6 presents alternatives for parallelization of EGO with a single surrogate. Chapter 7 closes the dissertation with a summary of the main learnings and perspective of future work. There are also three appendices. Appendix A gives an overview of the surrogate techniques used in this work. Appendix B explains what box plots are (visualization tool frequently used in this work). Appendix C discuss the benefits of multiple surrogates when using conservative surrogates.
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CHAPTER 2 BACKGROUND AND LITERATURE REVIEW In this chapter we situate our work with respect to the current research efforts. We present how the use of multiple surrogates was reported in the literature and what are the perspectives in optimization. This chapter is part of a review paper published in the ASME 2010 International Design Engineering Technical Conferences in collaboration with Dr. Christian Gogu (Viana et al. [44]). 2.1 Multiple surrogates The simultaneous use of multiple surrogates addresses two of the problems mentioned in Chapter 1: (i) accurate approximation requires more simulations than we can afford; and (ii) surrogate models for global optimization. 2.1.1 How to generate different surrogates Most practitioners in the optimization community are familiar at least with the traditional polynomial response surface [25–27]; some with more sophisticated models such as kriging [19–21], neural networks [16–18], or support vector regression [22–24], and few with the use of weighted average surrogates [30, 45–47] (Appendix A gives an overview of the surrogate techniques used in this work.). The diversity of surrogate models might be explained by three basic components [31]. The first difference is the statistical model. For example, response surface techniques usually assume that the data is noisy and the obtained model is exact, kriging usually assumes that the data is exact and a realization of a Gaussian process. Surrogates also differ in their basis functions. That is, while response surfaces frequently use monomials, support vector regression specifies the basis in terms of a kernel (many different functions are used). Finally, surrogates differ in their loss function. The minimization of the mean square error is the most popular criterion for fitting the surrogate, but there are alternative measures such as the average absolute error (i.e., the L1 norm).
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It is possible to fit different surrogates of the same type, such as polynomials with different choice of monomials. With kriging one can generate different models by changing the correlation function [48]. With support vector regression, one could change the kernel and loss functions [49]. Figure 2-1 illustrates this idea (Section 3.1.1 details the computation of the root mean square error eRMS ).



A



B



Figure 2-1. Different surrogates fitted to five data points of the y = (6x − 2)2 sin (2 (6x − 2)) function (adapted from [7]). A) Kriging surrogates with different correlation functions. B) Support vector regression models with different kernel functions. Different surrogates can greatly differ in terms of accuracy (see their eR MS values). The choice of the surrogate is a difficult problem because it might hard to point the best one just based on the data points. This is discussed in the next subsection. 2.1.2 Multiple surrogates in action As seen in the literature [34], the use of multiple surrogates acts like an insurance policy against poorly fitted models. If only one predictor is desired, one could apply either selection or combination of surrogates. Selection is usually based on a performance index that applies to all surrogates of the set. Because test points might be prohibitively expensive, we make use of the data set to estimate the accuracy of the surrogate models. One popular way of doing that is via cross validation [50, 51]. Cross validation starts by dividing data points into subsets. The surrogate is fit to all subsets except one, and error is checked in the subset
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that was left out. This process is repeated for all subsets. The errors are combined in a measure called PRESS , which is an estimator of the root mean square error (as detailed in Section 3.1.2). One may then select the surrogate with the lowest PRESS [52–54]. Combining surrogates is based on the hope of canceling errors in prediction through proper weighting of the models. This is shown in Figure 2-2, in which the weighted average surrogate created using the four surrogates of Figure 2-1 has smaller eRMS than any of the basic surrogates.



Figure 2-2. Weighted average surrogate based on the models of Figure 2-1. Cross validation errors can be used to obtain the weights via minimization of the integrated square error [34, 46]. Alternatively, the weight computation might also involve the use of local estimator of the error in prediction. For example, Zerpa et al. [55] presented a weighting scheme that uses the prediction variance of the surrogate models (available in kriging and response surface for example). As discussed by Yang [56], the advantages of combination over selection have never been clarified. According to this author, selection can be better when the errors in prediction are small and combination works better when the errors are large. Acar [57] investigated using local error estimates for computing weights in linear combination of surrogates and also presented a pointwise cross validation error as an alternative to using prediction variance. Viana et al. [34] showed while in theory the surrogate with best eRMS can be beaten (via weighted average surrogate), in practice, the quality of information given
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by the cross validation errors makes it very difficult; and on top of that, potential gains diminish substantially in high dimensions. On the other hand, there are cases (e.g., design optimization) where it might be better using the set simultaneously. This might be the simplest attempt to solve the problem of global optimization based on surrogate models. After all, one surrogate may be more accurate in one region of design space and another in a different region. For instance, Mack et al. [28] employed polynomial response surfaces and radial basis neural networks to perform global sensitivity analysis and shape optimization of bluff body devices to facilitate mixing while minimizing the total pressure loss. They showed that due to small islands in the design space where mixing is very effective compared to the rest of the design space, it is difficult to use a single surrogate model to capture such local but critical features. Samad et al. [29] used polynomial response surface, kriging, radial basis neural network, and weighted average surrogate in a compressor blade shape optimization of the NASA rotor 37. It was found that the most accurate surrogate did not always lead to the best design. Glaz et al. [58] used polynomial response surfaces, kriging, radial basis neural networks, and weighted average surrogate for helicopter rotor blade vibration reduction. Their results indicated that multiple surrogates can be used to locate low vibration designs which would be overlooked if only a single approximation method was employed. Saijal et al. [59] used polynomial response surface and neural networks for optimal locations of dual trailing-edge flaps and blade stiffness to achieve minimum hub vibration levels (improved designs resulting in about 27% reduction in hub vibration and about 45% reduction in flap power). This demonstrated that using multiple surrogates can improve the robustness of the optimization at a minimal computational cost. Up to this point, we did not consider sequential optimization (that is, points indicated by the surrogate are used to update the surrogate until convergence of the optimization). Multiple surrogates are also useful in this context, as we will discuss in the next section.
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2.2 Sequential sampling and optimization Sequential sampling fits a se quence of surrogates with each surrogate defining the points that need to be sampled for the next surrogate. This can improve the accuracy for a given number of points, because points may be assigned to regions where the surrogate shows signs of poor accuracy. Alternatively or additionally, this approach may focus the sampling on regions of high potential for the global optimum. 2.2.1 Sequential sampling In the literature [60–62], the word “sequential” is sometimes substituted by “adaptive” or “application-driven”, and the word “sampling” is sometimes replaced by “experimental”, “design of experiment”, or simply “design”. We use the uncertainty model associated with many surrogates to select new simulations so that we reduce the prediction error. The uncertainty structure is readily available in surrogates such as polynomial response surface and kriging. We will show an example with kriging (Appendix A gives more information about kriging). The basic sequential sampling approach samples next the point in the design space that maximizes the kriging prediction standard deviation, sKRG (x ) (here, we will use the square root of the kriging prediction variance). Figure 2-3 illustrates the first cycle of the algorithm. Figure 2-3A shows the initial kriging model and the corresponding prediction error. The maximization of the prediction error suggests adding to the data set. The updated kriging model is shown in Figure 2-3B. There is a substantial decrease in the root mean square error, from 4.7 to 1.7. Jin et al. [60] reviewed various sequential sampling approaches (maximization of the prediction error, minimization of the integrated square error, maximization of the minimum distance, and cross validation) and compared them with a one stage approach (simply filling of the original design). They found that the performance of the sequential sampling methods depended on the quality of the initial surrogate (i.e., there is no guarantee that sequential sampling will do better than the one stage approach). Kleijnen
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A



B



Figure 2-3. Basic sequential sampling. A) Maximization of kriging prediction standard deviation, sKRG (x ), suggests adding x = 0.21 to the data set. B) Updated kriging (KRG) model after x = 0.21 is added to the data set. and Van Beers [61] proposed an algorithm that mixes space filling with sequential sampling. The idea is that after the first model is fitted, the algorithm iterates by placing a set of points by filling as much of the design space as possible (i.e., space filling sampling) and then choosing the one that maximizes the variance of the predicted output (variance of the responses taken from cross validation of the original data set). In a follow up, Van Beers and Kleijnen [62] improved their approach to account for noisy responses. In the works of Kleijnen and Van Beers, an improved kriging variance estimate [63] is used and that might be a reason for better results. Recent developments in sequential sampling are exemplified by [64–68]. Rai [64] introduced the qualitative and quantitative sequential sampling technique. The method combines information from multiple sources (including computer models and the designers qualitative intuitions) through a criterion called “confidence function.” The capabilities of the approach were demonstrated using various examples including the design of a bi-stable micro electro mechanical system. Turner et al. [65] proposed a
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heuristic scheme that samples multiple points at a time based on non uniform rational B-splines (NURBs). The candidate sites are generated by solving a multi-objective optimization problem. They used four objectives: (i) proximity to existing data, (ii) confidence in control point locations (in NURBs, the greater the distance between a control point and its nearest data points, the less confidence there is in the location of the control point), (iii) slope magnitude (authors argue that rapid change could be due to the presence of multiple local optimal and this might be of interest to a designer), and (iv) model (used to search for minima, maxima or extrema in the model). The effectiveness of the algorithm was demonstrated for five trial problems of engineering interest. Gorissen et al. [66] brought multiple surrogates to adaptive sampling. The objective is to be able to select the best surrogate model by adding points iteratively. They tailored a genetic algorithm that combines automatic model type selection, automatic model parameter optimization, and sequential design exploration. They used a set of analytical functions and engineering examples to illustrate the methodology. Rennen et al. [67] proposed nested designs. The idea is that the low accuracy of a model obtained might justify the need of an extra set of function evaluations. They proposed an algorithm that expands an experimental design aiming maximization of space filling and non-collapsing points. Finally, Loeppky et al. [68] used distance based metrics to augment an initial design in a batch sequential manner. They also proposed a sequential updating strategy to an orthogonal array based Latin hypercube sample. 2.2.2 Optimization-driven sequential sampling Surrogate-based optimization has been a standard technology for long time [11]. Traditionally, the surrogate replaces the expensive simulations in the computation of the objective function (and its gradient, if that is the case). Yet, when Jones et al. [9] used kriging to provide prediction values and measure of prediction uncertainty of the objective at every point, they added a new twist by using the uncertainty model of the
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surrogate to direct the optimization. They introduced the efficient global optimization (EGO) algorithm [9, 69, 70], which we will briefly describe here. EGO starts by fitting a kriging model for the initial set of data points (Appendix A gives more details kriging). After fitting the kriging model, the algorithm iteratively adds points to the data set in an effort to improve upon the present best sample. In each cycle, the next point to be sampled is the one that maximizes the expected improvement, E [I (x )].



E [I (x )] is a measure of how much improvement (upon the



present best sample) we expect to achieve if we add a (set of) point(s). Unlike methods that only look for the optimum predicted by the surrogate, EGO will also favor points where surrogate predictions have high uncertainty. After adding the new point to the existing data set, the kriging model is updated. Figure 2-4 illustrates the first cycle of the EGO algorithm. Figure 2-4A shows the initial kriging model and the corresponding expected improvement. The maximization of E [I (x )] adds x



= 0.19 to the data set. In



the next cycle, EGO uses the updated kriging model shown in Figure 2-4B.



A



B



Figure 2-4. Cycle of the Efficient Global Optimization (EGO) algorithm. A) Maximization of the expected improvement, E [I (x )], suggests adding x = 0.19 to the data set. B) Updated kriging (KRG) model after x = 0.19 is added to the data set.
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Since the work of Jones et al. [9], EGO-like algorithms have attracted attention of the scientific community (e.g., [69], and [41, 70–73]). In the follow up of [9], Jones [70] provided a detailed study on the ways that surrogate models can be used in global optimization (from the simple use of the prediction to the elaborated EGO algorithm). Forrester and Keane [69] provided an extended and modern review, which also includes topics such as constrained and multi-objective optimization. Ginsbourger et al. [74], Villemonteix et al. [71], and Queipo et al. [72] shared the common point of proposing alternatives to the expected improvement for selection of points. Villemonteix et al. [71] introduced a new criterion that they called “conditional minimizers entropy” with the advantage of being applicable to noisy applications. Queipo et al. [72] focused on the assessment of the probability of being below a target value given that multiple points can be added in each optimization cycle (this strategy is more cost-efficient than the expected improvement counterpart). Ginsbourger et al. [73] extended the expected improvement as sampling criteria allowing for multiple points in each additional cycle. However, they also mention the high computational costs associated with this strategy. Finally, Viana and Haftka [41] proposed using multiple surrogates to generate multiple candidate points of maximum expected improvement. Preliminary results showed that the multiple-surrogate version of EGO is more efficient than the single surrogate implementation. 2.3 Being safe under limited number of simulations In constrained optimization (constraints being surrogate models) or in reliability-based design optimization (limit state composed by surrogate models), it can happen that after running the optimization the solution turns out to be infeasible due to surrogate errors This section is devoted to approaches that either (i) use conservative constraints so that the optimization is pushed to the feasible region; or (ii) make the constraints more accurate near the boundary between feasible and unfeasible domains.
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2.3.1 Conservative surrogates Usually, surrogate models are fit to be unbiased (i.e., the error expectation is zero). However, in certain applications, it might be important to safely estimate the response (e.g., in structural analysis, the maximum stress must not be underestimated in order to avoid failure). One of the most widely used methods for conservative estimation is to bias the prediction by additive or multiplicative constants (termed safety margin and safety factors, respectively) [75–77]. The choice of the constant is often based on previous knowledge of the problem. However, the practice is fairly recent for surrogate-based analysis. One way of improving the conservativeness of a surrogate is to require it to conservatively fit the data points ([78–80]). However, this approach does not allow tuning in the level of desired conservativeness. Previous work of our research group ([81, 82]), explored and compared different approaches to design conservative surrogate models. They are summarized in Table 2-1. Picheny et al. [81] found that there was no clear advantage of the alternatives over the simple use of safety margin to bias the surrogate model. However, the safety margin approach lacked a basis for selecting its magnitude. Viana et al. [37] proposed a method for selecting the safety margin based on cross validation errors. Table 2-1. Methods for creating conservative surrogates. Adapted from [81]. Method Principle Biased fitting The surrogate is constrained to be above the training points. Constant safety factor The surrogate response is multiplied by a constant. Constant safety margin A constant is added to the surrogate response. Error distribution The prediction error (uncertainty estimate) of surrogates such as kriging and response surface is used to build confidence intervals (conservativeness level).



Figure 2-5 illustrates two of the techniques shown in Table 2-1. Consider a conservative prediction, one that overestimates the actual response. Figure 2-5A shows that the original kriging model (fit to be conservative 50% of the time) would present
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a root mean square error of 1.5. Figure 2-5B and 2-5C are conservative surrogates designed for 90% conservativeness. Figure 2-5B shows that by using safety margin, we shift the surrogate up and that would lead to a root mean square error of 2.5 (i.e., loss in accuracy of 67%). Figure 2-5C illustrates what happens with the error distribution approach. Here, the root mean square error would be 2.9 (i.e., loss in accuracy of 93%).



A



B



C



Figure 2-5. Conservative surrogates via safety margin and error distribution (overestimation means being conservative). A) Original kriging model (fit to be conservative 50% of the time). B) Conservative kriging via safety margin for 90% conservativeness. C) Conservative kriging via error distribution for 90% conservativeness. Conservativeness comes with loss in accuracy. 2.3.2 Accurate approximation of constraints near the boundary between feasible and unfeasible domains One alternative to the use of conservative surrogates is the improvement of the surrogate model near the boundary between the feasible and infeasible domains (i.e., improved accuracy for target values of the actual function). Recent developments in this direction employ of sequential sampling. Audet et al. [83] and Picheny et al. [84] looked at the issue of better characterizing the function of interest at around target values (of the function). Audet et al. [83] used the expected violation to improve the accuracy of the surrogate for the constraint function along the boundaries of the feasible/unfeasible region. Picheny et al. [84] proposed a modified version of the classical integrated mean square error criterion by weighting the prediction variance with the expected proximity to the target level of response. The method showed substantial reduction of error in the target regions, with reasonable loss of global accuracy. Bichon et al. [85] discussed how 31



to formally apply the ideas behind EGO to the reliability-based optimization (RBDO) problem. They present details about the effcient global reliability analysis (EGRA) method including the expected violation and feasibility functions and how EGRA deals with different formulations of the RBDO problem. 2.4



Summary



In this chapter, we reviewed background for this proposal. We discussed (i) simultaneous use of multiple surrogates (ii) sequential sampling and optimization, and (iii) conservative surrogates. We conclude that: 1.



Multiple surrogates: it is attractive because no single surrogate works well for all problems and the cost of constructing multiple surrogates is often small compared to the cost of simulations.



2.



Sequential sampling and optimization: it is an efficient way of making use of limited computational budget. Techniques make use of both the prediction and the uncertainty estimates of the surrogate models to intelligently sample the design space.
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CHAPTER 3 MULTIPLE SURROGATES FOR PREDICTION Previous work from Kohavi [51] and Ronchetti et al. [86] has shown that fitting multiple surrogates and picking one based on cross validation errors (PRESSRMS in particular) is a good strategy, and that cross validation errors may also be used to create a weighted surrogate (linear combination of surrogate models). In this chapter, we discuss how PRESSRMS is employed to estimate the root mean square error and the minimization of the integrated square error as a way to compute the weights of the weighted average surrogate. We found that PRESSRMS is good for filtering out inaccurate surrogates (with enough points PRESSRMS may identify the best surrogate of the set). We also found that weighted surrogates become more attractive in high dimensions (when a large number of points is naturally required). However, it appears that the potential gains from using weighted surrogates diminish substantially in high dimensions. Finally, we also examined the utility of using all the surrogates for forming the weighted surrogates versus using a subset of the most accurate ones. This decision is shown to depend on the weighting scheme. We divulgated the preliminary results of this investigation at some conferences [31–33], and the final results were already published and can be found in Viana et al. [34]. 3.1 Background 3.1.1 Root mean square error eRMS There are several measures that can be used to assess the accuracy of the surrogate model (root mean square error, maximum absolute error, average error, etc.). In this work, we use the root mean square error, though. We choose it because it is a standard measure of global accuracy that can be applied to any surrogate model. Consider y (x) and y^(x) the actual simulation and the surrogate prediction at the point



x = [x1 , ... , xd ]T , respectively. The root mean square error, eRMS , is given by:
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v ∫ u 1 eRMS = u t V D



(^y (x) − y (x)) d x , 2



(3–1)



where V is the volume of the design domain D . We compute eRMS by Monte-Carlo integration at a large number of ptest test points1 : v u u eRMS = t



1



ptest ∑



ptest



i =1



(^yi − yi )



2



,



(3–2)



where y^i and yi are values of the surrogate prediction and actual simulation at the i-th test point, respectively. 3.1.2 Cross validation and PRESSRMS Although test points allow much more accurate assessment of accuracy, in engineering design, their cost might be prohibitive. Because of that, cross validation (assessment based on data points) is becoming popular [51, 54, 86, 89]. Cross validation is attractive because it does not depend on the statistical assumptions of a particular surrogate technique and it does not require extra expensive simulations (test points). Nevertheless, cross validation should be used with caution, since the literature has reported problems such as bias in error estimation [50, 90]. A cross validation error is the error at a data point when the surrogate is fitted to a subset of the p data points that does not include this point. When the surrogate is fitted to all the other p − 1 points, the process has to be repeated p times (leave-one-out strategy) to obtain the vector of cross validation errors, eXV . Figure 3-1 illustrates computation of the cross validation errors for a kriging surrogate. When leave-one-out becomes expensive, the k-fold strategy can also be used for computation of the eXV vector. The classical k-fold strategy [51] divides the available data (p points) into p /k clusters, each fold is constructed



1



We computed the actual errors using large Latin hypercube designs [87, 88]. We will detail this process whenever necessary.
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using a point randomly selected (without replacement) from each of the clusters. Of the k folds, a single fold is retained as the validation data for testing the model, and the remaining k − 1 folds are used as training data. The cross validation process is then repeated k times with each of the k folds used exactly once as validation data2 .



Figure 3-1. Cross validation error at the second sampled point, eXV2 , exemplified by fitting a kriging model (KRG) to p = 6 data points. The square root of the PRESS value3 is the estimator of the eRMS :



PRESSRMS



√



= p1 eXV T eXV .



(3–3)



3.2 Ensemble of surrogates 3.2.1 Selection based on PRESSRMS Since PRESSRMS is an estimator of the root mean square error, eRMS , one possible way of using multiple surrogates is to select the model with best (i.e., smallest)



PRESSRMS value (we call this the BestPRESS surrogate). Because the quality of fit depends on the data points, the BestPRESS surrogate may vary from one design of



We implemented the k-fold strategy by: (1) extracting p /k points of the set using a “maximin” criterion (maximization of the minimum inter-distance), (2) removing these points from the set and repeating step (1) with the remaining points. Each set of extracted points is used for validation and the remaining for fitting. 2



PRESS stands form prediction sum of squares [27, pg. 170]. square root of PRESS 3
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PRESSRMS is the



experiment4 (DOE) to another. This strategy may include selection of surrogates based on the same methodology, such as different instances of kriging (e.g., kriging models with different regression and/or correlation functions). The main benefit from a diverse and large set of surrogates is the increasing chance of avoiding (i) poorly fitted surrogates and (ii) DOE dependence of the performance of individual surrogates. Obviously, the success when using BestPRESS relies on the diversity of the set of surrogates and on the quality of the PRESSRMS estimator. 3.2.2 Weighted average surrogate Alternatively, a weighted average surrogate (WAS ) intends to take advantage of



n surrogates in the hope of canceling errors in prediction through proper weighting selection in the linear combination of the models:



y^WAS (x) =



n ∑



wi (x) y^i (x) = (w (x))T ^y (x)



i =1 n ∑ wi (x) = 1T w (x) = 1 , i =1



,



(3–4)



where y^WAS (x) is the predicted response by the WAS model, wi is the weight associated with the i-th surrogate at the point x = [x1 , ... , xd ]T , y^i (x) is the predicted response by the n ∑ i-th surrogate, and 1 is a n × 1 vector of 1. Furthermore, wi (x = 1 means that if all i =1 surrogates provide the same prediction, so would y^WAS (x). The weights and the predicted responses can be written in the vector form as w(x) and y(x). In this work we study weight selection based on global measures of error, which leads to w(x) = w, ∀x.



4



In the literature [91, 92], design of experiment refers to the data sampled to fit the surrogate model. The expression is sometimes replaced by “experimental design”, “data set,” “sample”, or simply “data”.
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In a specific design of experiment, when considering a set of surrogates, if not all are used, we assume surrogates are added to the ensemble one at a time based on the rank given by the PRESSRMS . Then, the first one to be picked is the BestPRESS . 3.2.3 Heuristic computation of the weights Goel et al. [45] proposed a heuristic scheme for calculation of the weights, namely the PRESS weighted average surrogate, PWS . In PWS , the weights are computed as:



wi



= ∑nwi



wi∗ = (Ei + αEavg )β ,



∗



Eavg =



, wj∗ j =1 n ∑ 1 Ei , n i =1



β


(3–5)



where Ei is the PRESSRMS of the i-th surrogate. The two parameters α and β, control the importance of averaging and importance of individual PRESSRMS , respectively. Goel et al. [45] suggested α = 0.05 and β



= −1.



3.2.4 Computation of the weights for minimum eRMS Using an ensemble of neural networks, Bishop [93, pg. 364–371] proposed a weighted average surrogate obtained by approximating the covariance between surrogates from residuals at training or test points. Here, as in Acar and Rais-Rohani [46], we opt instead for basing Bishop’s approach on minimizing the mean square error WAS ): (eMS WAS eMS



∫ 1 = V eWAS (x) d x = wT Cw , 2



D



(3–6)



where V is the volume of the design domain D , and eWAS (x) = y (x) − y^WAS (x) is the error associated with the prediction of the WAS model. The integral, taken over the domain of interest, permits the calculation of the elements of C as: ∫ 1 cij = ei (x)ej (x)d x , V D
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(3–7)



where ei (x) and ej (x) are the errors associated with the prediction given by the surrogate model i and j , respectively.



C plays the same role as the covariance matrix in Bishop’s formulation. However, we approximate C by using the vectors of cross validation errors, eXV ,



1



cij ≈ eXV Ti eXV j , p



(3–8)



where p is the number of data points and the sub-indexes i and j indicate different surrogate models. Given the C matrix, the optimal weighted surrogate (OWS ) is obtained from WAS as: minimization of the eMS WAS = wT Cw , min eMS



(3–9)



1T w = 1 .



(3–10)



w



subject to:



The solution is obtained using Lagrange multipliers, as:



C− 1 1 w = T −1 . 1 C 1



(3–11)



The solution may include negative weights as well as weights larger than one. Allowing this freedom was found to amplify errors coming from the approximation of



C matrix (Eq. 3–8). One way to enforce positivity is to solve Eq. 3–11 using only the diagonal elements of C, which are more accurately approximated than the off-diagonal terms. We denote this approach OWSdiag . It is worth observing that when α



= 0 and



= −2, PWS gives the same weights of OWSdiag . We also studied the possibility of adding the constraint wi ≥ 0 to the optimization problem; however it was not sufficient to β



overcome the effect of poor approximations of the C matrix.
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OWS is recommended for



the cases when an accurate approximation of C is available (i.e., large number of data points) and OWSdiag for a less accurate one. When employing either selection based on PRESSRMS (i.e., BestPRESS ) or one of the above mentioned WAS schemes, the computational cost of using an ensemble of surrogates depends on the calculation of the cross validation errors. Although the previously mentioned k-fold strategy (Section 3.1.2 gives more details about cross validation) can alleviate the burden, in general we can say that, the larger the number of points in the design of experiment the higher the cost. 3.2.5 Should we use all surrogates? When forming a weighted surrogate, we may use all surrogates we have created; or alternatively, we may use just a subset of the best ones. With an exact C matrix, there is no reason not to use them all. However, with the approximation given by Eq. 3–8, it is possible that adding inaccurate surrogates will lead to loss of accuracy. When we use a partial set, we will add the surrogates according to the rank given by



PRESSRMS . BestPRESS (surrogate with lowest PRESSRMS ) is the first one to be picked. It is expected that the set of surrogates in the ensemble change with the data set, since the performance of individual surrogates may vary from one design of experiment to another. 3.2.6 Combining accuracy and diversity For both selection and combination, the best case scenario would be to have a set of surrogates that are different in terms of prediction values (y^(x)) but similar in terms of prediction accuracy (eRMS ). This would increase the chance that WAS allows error cancellation. In the present work, even though we generated a substantial number of surrogates with different statistical models, loss functions, and shape functions, we usually missed this goal. That is, comparably accurate surrogates were often highly correlated. Future research may include the efficient generation of the set of basic surrogates.
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3.3 Numerical experiments 3.3.1 Basic and derived surrogates Table 3-1 gives details about the 24 different basic surrogates used during the investigation (Appendix A gives a short theoretical review about surrogates). The DACE R tool box of Lophaven et al. [48], the native neural networks MATLAB⃝ tool box [94],



and the code developed by Gunn [49] were used for kriging, the radial basis neural network, and support vector regression algorithms, respectively. The SURROGATES tool box of Viana [43] was used to execute the PRS and WAS algorithms and also for easy manipulation of the surrogates 5 . Table 3-2 summarizes the surrogates that can be selected from the set using different criteria. These include the best choice of surrogate that would be selected if we had perfect knowledge of the function (BestRMSE ), the surrogate selected based on the lowest PRESSRMS (BestPRESS ), as well as the various weighted surrogates. Of these, the ideal weighted surrogate has weights based on perfect knowledge, and it provides a bound to the gains possible by using WAS . 3.3.2 Performance measures The numerical experiments are intended to (i) measure how efficient is PRESSRMS as an estimator of the eRMS (and consequently, how good is PRESSRMS for identifying the surrogate with the smallest eRMS ), and (ii) explore how much the eRMS can be further reduced by the WAS . The first objective is quantified by comparing the correlation between PRESSRMS and eRMS across the 24 surrogates. For both objectives, we compare each basic surrogate, BestPRESS , and WAS model with the best surrogate of



5



The interested reader can certainly find other packages (e.g., those available at http://www.kernel-machines.org, http://www.support-vectormachines.org, http://www.sumo.intec.ugent.be, and the free companion code of [69]) [retrieved April, 10 2010].
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Table 3-1. Information about the set of 24 basic surrogates (Appendix A gives and overview of the surrogate techniques). Surrogates Details (1) krg-poly0-exp (2) krg-poly0-gauss (3) krg-poly1-exp (4) krg-poly1-gauss (5) krg-poly2-exp (6) krg-Poly2-gauss



(7) prs2 (8) rbnn (9) svr-anova-e-full (10) svr-anova-e-short01 (11) svr-anova-e-short02 (12) svr-anova-q (13) svr-erbf-e-full (14) svr-erbf-e-short01 (15) svr-erbf-e-short02 (16) svr-erbf-q (17) svr-grbf-e-full (18) svr-grbf-e-short01 (19) svr-grbf-e-short02 (20) svr-grbf-q (21) svr-spline-e-full (22) svr-spline-e-short01 (23) svr-spline-e-short02 (24) svr-Spline-q



Kriging model: Poly0, Poly1, and Poly2 indicate zero, first, and second order polynomial regression model, respectively. Exp and Gauss indicate general exponential and Gaussian correlation model, respectively. In all cases, θ0i = 10, and 0 ≤ θi ≤ 200, i = 1, 2, ... , d were used. We chose 6 different Kriging surrogates by varying the regression and correlation models. Polynomial response surface: Full model of degree 2. Radial basis neural network: goal = (0.5 × y)2 and spread = 1/3. Support vector regression: anova, erbf, grbf and spline indicate the kernel function (erbf and grbf kernel functions were set with σ = 0.5). “e” and “q” indicate the loss functions (“e” for ϵ–insensitive and “q” for quadratic). “full” and “short” refer to different values for the regularization parameter, C , and for the insensitivity, ϵ. Full adopts C = ∞ and ϵ = 1 × 10−4 , while “short01” and “short02” uses the selection of values according to Cherkassky and Ma [95]. √ For “short01” √ ϵ = σy / p , and for “short02” ϵ = 3σy lnp /p ; and for both C = 100 max | y + 3σy |, | y − 3σy |, where y and σy are the mean value and the standard deviation of the function values at the design data, respectively. We chose 16 different SVR surrogates by varying the kernel function, the loss function (ϵ–insensitive or quadratic) and the SVR parameters (C and ϵ) define these surrogates.



Table 3-2. Selection of surrogates using different criteria. BestRMSE and OWSideal are defined based on testing points; all others are obtained using data points. Surrogates Details BestRMSE Most accurate surrogate for a given DOE (basis of comparison for all other surrogates). BestRMSE Surrogate with lowest PRESSRMS for a given DOE. PWS Weighted surrogate with heuristic computation of weights. OWSideal Most accurate weighted surrogate based on the true C matrix. Depending on the surrogate selection, OWSideal may be less accurate than BestRMSE . OWS Weighted surrogate based on an approximation of the C matrix using cross validation errors. OWSdiag Weighted surrogate based on the main diagonal elements of the approximated C matrix (using cross validation errors).
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the set in a specific design of experiment (BestRMSE ). We define %dierence such as the percent gain by choosing a specific model over BestRMSE : srgt



BestRMSE



− eRMS %dierence = 100 × eRMSe BestRMSE RMS



,



(3–12)



BestRMSE is the e where eRMS RMS of the best surrogate of that specific design of experiment srgt is the e (i.e., BestRMSE) and eRMS RMS of the surrogate we are interested in (it can be



either a single or a WAS model). When %dierence > 0 there is a gain in using the specific surrogate, and when %dierence < 0 there is a loss.



For each basic surrogate and also for BestPRESS , it is expected that %dierence ≤



0, which means that there may be losses and the best case scenario is when one of the basic surrogates (hopefully BestPRESS ) coincides with BestRMSE . When considering



BestPRESS , the smaller the loss the better is the ability of PRESSRMS to select the best surrogate of the set. For the WAS , in a particular design of experiment, we add surrogates according to the rank given by the PRESSRMS value (i.e., we always start from BestPRESS ). Thus, the %dierence may start negative, and as we increase the number of surrogates in the ensemble, it is expected that %dierence turns to positive, which express the potential of WAS to be better than the best surrogate of the set. 3.3.3 Test problems To test the effectiveness of the various approaches, we employ a set of analytical functions widely used as benchmark problems in optimization [96, 97]. These are: •



Branin-Hoo function (2 variables) (



x1 y (x) = x2 − 5.1 4π 2



+



x −6 π



)2



5 1 1



•



(



)



+ 10 1 − π cos(x ) + 10 , −5 ≤ x ≤ 10, 0 ≤ x ≤ 15 . 2



1 8



1



(3–13)



2



Camelback function (2 variables) ) ( 4 ) ( y (x) = x31 − 2.1x12 + 4 x12 +x1 x2 + 4x22 − 4 x22 , −3 ≤ x1 ≤ 3, − 2 ≤ x2 ≤ 2 .
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(3–14)



Figure 3-2 illustrates the complexity of the two dimensional cases. Plots reveal the presence of high gradients.



A



B



Figure 3-2. Plot of the two dimensional test functions. A) Branin-Hoo function. B) Camelback function.



•



Hartman functions (3 and 6 variables)



y (x) = −



q ∑



(



m ∑



ai exp − bij (xj − dij ) i =1 j =1 0 ≤ xj ≤ 1 , j = 1, 2, ... , m.



) 2



,



(3–15)



We use two instances: Hartman3, with 3 variables and Hartman6 with 6 variables. [ ] For both q = 4 and a = 1.0 1.2 3.0 3.2 . Other parameters are given in Table 3-3. Table 3-3. Parameters used in the Hartman function. Function Parameters    Hartman3



Hartman6



3.0 10.0 30.0 0.3689 0.1170 0.1 10.0 35.0  0.4699 0.4387   B= 3.0 10.0 30.0 D =  0.1091 0.8732 0.1 10.0 35.0 0.03815 0.5743   10.0 3.0 17.0 3.5 1.7 8.0 0.05 10.0 17.0 0.1 8.0 14.0  B=  3.0 3.5 1.7 10.0 17.0 8.0  17.0 8.0 0.05 10.0 0.1 14.0  0.1312 0.1696 0.5569 0.0124 0.8283 0.2329 0.4135 0.8307 0.3736 0.1004 D= 0.2348 0.1451 0.3522 0.2883 0.3047 0.4047 0.8828 0.8732 0.5743 0.1091
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0.2673 0.7470 0.5547 0.8828







0.5886 0.9991 0.6650 0.0381



•



Extended Rosenbrock function (9 variables) m∑ −1 [



(



) ]



(1 − xi ) + 100 xi +1 − xi i =1 −5 ≤ xi ≤ 10 , i = 1, 2, ... , m = 9.



y (x) = •



2



2 2



,



(3–16)



Dixon-Price function (12 variables) m [ ∑



]



y (x) = (x1 − 1)2 + i 2xi2 − xi −1 2 , i =2 −10 ≤ xi ≤ 10 , i = 1, 2, ... , m = 12.



(3–17)



The accuracy of fit depends on the training data (function values at DOE). As a consequence, performance measures may vary from one experimental design to another. Thus, for all test problems, a set of 100 different design of experiments were used as a way of averaging out the DOE dependence of the results. They were created R by the MATLAB⃝ Latin hypercube function lhsdesign [94], set with the “maxmin” option



with 1000 iterations. Table 3-4 shows details about the data set generated for each test function. Table 3-4. Specifications for the design of experiments and test points for the benchmark functions of Chapter 3. Test problem Design variables Fitting points Test points Branin-Hoo 2 12, 20, and 42 10, 000 Camelback 2 12 10, 000 Hartman3 3 20 10, 000 Hartman6 6 56 10, 000 Extended Rosenbrock 9 110 and 220 12, 500 Dixon-Price 12 182 20, 000 Naturally, the number of points used to fit surrogates increase with dimensionality. We also use the Branin-Hoo and the Extended Rosenbrock functions to investigate what happens in low and high dimensions, respectively, if we can afford more points. For the computation of the cross validation errors, in most cases we use the leave-one-out



= p in the k-fold strategy detailed in Section 3.1.2). However, for the Dixon-Price function, due to the high cost of the leave-one-out strategy for the 24 surrogates for all 100 DOEs; we adopted the k-fold strategy with k = 14, instead. This strategy (k
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means that the surrogate is fitted 14 times, each time with 13 points left out (that is to the remaining 169 points). For all problems, we use a large Latin hypercube design for evaluating the accuracy of the surrogate by Monte Carlo integration of the eRMS . These R DOEs are also created by the MATLAB⃝ Latin hypercube function lhsdesign, but set



with the “maxmin” option with ten iterations. The eRMS is taken as the mean of the values for the five DOEs. 3.4



Results and discussion



We begin with a short study on the use of the k-fold strategy. When the number of folds is small, the accuracy of the surrogate fit by omitting this fold can be much poorer than that of the original surrogate, so that PRESSRMS is likely to be much larger than



eRMS . Since we mostly used a number of points which is twice that of the polynomial coefficients, two folds would fit a polynomial with the same number of points as the number of coefficients, which is likely to be much less accurate than using all the points. So in this study, we varied the values of k, starting from the smallest value of k that divides the p points into more than two folds For example, if p



= 12, this value is k = 3



(which generates folds of 4 points each). Then we use all possible values of k up to p (when the k-fold turns into the leave-one-out strategy). Due to the computational cost of the cross validation errors, we divided the test problems into two sets: 1.



Low dimensional problems (Branin-Hoo, Camelback and Hartman3). We compute the correlations between eRMS and PRESSRMS for different k values. For a given DOE, the correlation is computed between the vectors of eRMS and PRESSRMS values for the different surrogates. The correlation measures the ability of PRESS to substitute for the exact eRMS for choosing the best surrogate (the closer the correlation is to 1 the better). This is repeated for all DOEs.



2.



High dimensional problems (Hartman6, Extended Rosenbrock, and Dixon-Price). The cost of performing PRESS for several k values is high. To keep low computational cost, we do the study only for the least expensive surrogate, i.e., the PRS (degree = 2) and we calculate the ratio between PRESSRMS and eRMS for each DOE (the closer the ratio is to 1 the better).
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Figure 3-3 shows that in low dimensions the use of the k-fold does not drastically affect the correlation between eRMS and PRESSRMS . It means that the poor correlation has to do with the number of points used to fit the set of surrogates. This is clearly seen in the Branin-Hoo example, Figure 3-3A to 3-3C, where more points improve the correlation.



A



B



C



D



E



Figure 3-3. Boxplot of the correlation coefficient between the vectors of PRESSRMS and eRMS (24 surrogates each) for the low dimensional problems (this coefficient is computed for all 100 DOEs). A) Branin-Hoo, 12 points. B) Branin-Hoo, 20 points. C) Branin-Hoo, 42 points. D) Camelback, 12 points. E) Hartman3, 20 points. In parenthesis, it is the median, mean, and standard deviation of the correlation coefficient, respectively. PRESSRMS is calculated via k-fold strategy (which reduces to the leave-one-out strategy when k is equal to the number of points used for fitting). Except when we use the smallest value of k , there is no significant disadvantage comparing the k-fold and the leave-one-out strategies. Appendix B details box plots.
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Figure 3-4 illustrates that in high dimensions, an increasing of the value of k improves the quality of the information given by the cross validation errors. The best



= p. However, the ratio seems to be acceptable when the each fold has around 10% of the p points (i.e., k = 8 when p = 56; k = 11 when p = 110; and k = 14 when p = 182). This agrees with Meckesheimer et al. [89]. scenario is when k
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Figure 3-4. Boxplot of the PRESSRMS /eRMS ratio for PRS (degree = 2) for the high dimensional problems (this ratio is computed for all 100 DOEs). A) Hartman6, 56 points. B) Extended Rosenbrock, 110 points. C) Extended Rosenbrock, 220 points. D) Dixon-Price, 182 points. PRESSRMS is calculated via k-fold strategy (which equals to the leave-one-out strategy when k is equal to the number of points used for fitting). In parenthesis, it is the median, mean, and standard deviation of the ratio, respectively. As expected, the ratio becomes better as k approaches the number of points. In these cases, it does not pay much to perform more than 30 fits for the cross validations (i.e. k > 30). Appendix B details boxplots. Back to the discussion about as a criterion for surrogate selection, Table 3-5 shows the frequency of best eRMS and the PRESSRMS for each of the surrogates in all test problems. It can be observed that the best surrogate depends (i) on the problem, i.e. no single surrogate or even modeling technique is always the best; and (ii) on the design of experiment (DOE), i.e. for the same problem, the surrogate that performs the best 47



can vary from DOE to DOE. In addition, as the number of points increases, there is a better agreement between eRMS and PRESSRMS . Particularly, the top three surrogates (bold face in Table 3-5) are identified better. However, for the Branin-Hoo problem, we note deterioration in identifying the best surrogate when going from 20 to 42 points. This is because for high density of points, the trend for kriging becomes less important, so surrogates 2, 4, and 6 have very similar performance. In addition, for kriging surrogates in high dimensions, the correlation model is less important since points are so sparse, hence several almost identical surrogates. Figure 3-5 shows histograms of the correlations between eRMS and PRESSRMS . Figure 3-6 complements Figure 3-5 and shows that as the number of points increases, there is a better agreement between the selections given by eRMS and PRESSRMS . Particularly, the top three surrogates are identified better. For the Extended-Rosenbrock with 220 points, the number of surrogates that are almost equally accurate is larger than 3. This explains why the number of times that BestRMSE is within the best 3



PRESSRMS -ranked surrogates drops when compared to the case with 110 points. Altogether, when there are few points (low dimensional problems, i.e., 2 and 3 variables),



PRESSRMS is good for filtering out bad surrogates; when there are more points (high dimensional problems, i.e., 6, 9 and 12 variables) and PRESSRMS can also identify the sub-set of the best surrogates. Table 3-6 provides the mean, median and standard deviation of the %dierence in the eRMS for the best 3 surrogates and BestPRESS (Eq. 3–12). Since a single fixed surrogate cannot beat the best surrogate of the set (which in fact varies from DOE to DOE), there cannot be any gain. As the loss approaches zero, BestPRESS becomes more reliable in selecting the best surrogate of the set, instead of being a hedge against selecting an inaccurate surrogate. It can be observed that: (i) in low dimensions, the poor quality of information given by PRESSRMS makes some surrogates outperform BestPRESS (i.e., %dierence closer to zero, or smaller loss); and (ii) in
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Table 3-5. Frequency, in number of DOEs (out of 100), of best eRMS and PRESSRMS for each basic surrogate. The numbers indicate the identity as in Table 3-1. It can be seen that (i) for both eRMS and PRESSRMS , the best surrogate depends on the problem and also on the DOE, and (ii) especially in the case of the high dimensional problems, the best 3 surrogates according to both eRMS and PRESSRMS tend to be the same (bold face). As the number of points increases most surrogates fall behind, i.e. the advantage of the top surrogates is more pronounced.



(1) (2) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (16) (17) (18) (20) (21) (22) (23) (24) top 3 surrogates
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Figure 3-5. Correlation between PRESSRMS and eRMS . A) Branin-Hoo, 12 points. B) Branin-Hoo, 20 points. C) Branin-Hoo, 42 points. D) Camelback, 12 points. E) Hartman3, 20 points. F) Hartman6, 56 points. G) Extended Rosenbrock, 110 points. H) Extended Rosenbrock, 220 points. I) Dixon-Price, 182 points. In a given DOE, the correlation is computed between the sets of PRESSRMS values and eRMS . Correlation appears to improve with the number of points. high dimension, the quality of information given by PRESSRMS is better and as a consequence, BestPRESS becomes hard to beat. For Dixon-Price for example, the best 3 surrogates practically coincide with BestPRESS , so the %dierence is close to zero for them. Next, we study if we can do any better by using a weighted average surrogate rather than BestPRESS . For a given DOE, surrogates are added according to rank based on PRESSRMS . We start the study considering best possible performance of



OWS , i.e., based on exact computation of the C matrix (which may not be possible 50



Figure 3-6. Success in selecting BestRMSE (out of 100 experiments). Success of using PRESSRMS for surrogates selection increases with the number of points. in real world applications, but it is easy to compute in our set of analytical functions). Figure 3-7A and 3-7B exemplify what ideally happens with the %dierence in the



eRMS as we add surrogates to the WAS for the Branin-Hoo and Extended Rosenbrock functions fitted with 12 and 110 points, respectively. It is seen that we can potentially gain by adding more surrogates, but even the ideal potential gain levels off after a while. Disappointingly, Figure 7 3-7C shows that the maximum possible gain decreases with dimensionality. Keeping the Branin-Hoo and Extended Rosenbrock functions, Figure 7 3-7D and 3-7E compare the ideal gain with the gain obtained with information based on cross validation errors. It can be observed that while in theory (that is with OWSideal), BestPRESS as well as the surrogate with best eRMS (BestRMSE ) can be beaten, in practice none of the WAS schemes is able to substantially improve the results of BestPRESS , i.e., more than 10% gain. In both low and high dimensions, the best scenario is given by OWSdiag , which appears to tolerate well the use of a large number of surroages.



PWS is not able to handle the addition of poorly fitted surrogates. For



this reason, the remainder of the paper does not include PWS .



OWS is unstable in low



dimensions while presenting small gains and the risk of losses in high dimensions. Table 3-7 summarizes the information about the %dierence in the eRMS for all test problems. It is then clear that in low dimension very little can be done to improve
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Figure 3-7.



%dierence in the eRMS , defined in Eq.3–12, when using weighted average



surrogates. A) Ideal OWS for Branin-Hoo, 12 points. B) Ideal OWS for Extended Rosenbrock, 110 points. C) Ideal OWS for all test problems (using all 24 surrogates). D) Median of the %difference of WAS for Branin-Hoo, 12 points. E) Median of the %difference of WAS for Extended Rosenbrock, 110 points. Figure 7 3-7A and 3-7B illustrates the effect of adding surrogates to the ensemble (picked one at a time according to the PRESSRMS ranking) for the Branin-Hoo and Extended Rosenbrock functions (best cases in low and high dimensions, respectively). Figure 7 3-7C shows that the gain in using OWSideal decreases to around 10% for problems in high dimension (BH, CB, H3, H6, ER, and DP are the initials of the test problem and in parenthesis it is the number of points on the DOEs). For Figure 7 3-7D and 3-7E, in parenthesis, it is the median and standard deviation when using five surrogates (after which there is no improvement in practice). While in theory the surrogate with best eRMS (BestRMSE ) can be beaten (OWSideal ), in practice, the quality of information given by the cross validation errors makes it very difficult in low dimensions. In high dimension the quality permits gain, but it is very limited. Appendix B details boxplots. 52



BestPRESS (see mean and median). For the high dimensional problems, OWSdiag seems to handle the uncertainty on the cross validation errors better than OWS . However, the gains are limited to between 10% and 20%. As noted earlier, the behavior for the Branin-Hoo function when going from 12 to 42 points is anomalous because surrogates 2, 4 and 6 become very similar and dependent on the DOE. While PRESSRMS is less reliable in identifying the most accurate surrogate, this is less important, because as can be seen from Figure 3-8, the differences are miniscule for these surrogates. The results of BestPRESS for the Extended Rosenbrock function shown in Table 3-7 are also counter-intuitive. Figure 3-8 shows that unlike the case of 220 points, for 110 points the first three surrogates are equally much better than the remaining surrogates. This makes selection less risky for 110 points. 3.5



Summary



In this chapter, we have explored the use of multiple surrogates for the minimum root mean square error (eRMS ) in meta-modeling. We explored (i) the generation of a large set of surrogates and the use of cross validation errors as a criterion for surrogate selection; and (ii) a weighted average surrogate based on the minimization of the integrated square error (in contrast to heuristic schemes). The study allows the conclusion that the benefits of both strategies depend on dimensionality and number of points: 1.



With sufficient number of points, PRESSRMS becomes very good for ranking the surrogates according to prediction accuracy. In general, PRESSRMS is good for filtering out inaccurate surrogates, and as the number of points increases PRESSRMS can also identify the best surrogate of the set (or another equally accurate surrogate).



2.



As the dimension increases the possible gains from a weighted surrogate diminish even though our ability to approximate the ideal weights improves. In the two dimensional problems, OWSideal presented a median gain of 60%; while in practice, there was a loss of 25% and no improvement over BestPRESS . For the Extended-Rosenbrock function (nine variables), OWSideal presented a median gain of 20%; while in practice, there was a gain of just 6% (for both OWSdiag and



53



A



B



C



D



E



Figure 3-8.



%dierence in the eRMS , defined in Eq. 3–12, for the overall best six



surrogates and BestPRESS . A) Ideal OWS for Branin-Hoo, 12 points. B) Ideal OWS for Extended Rosenbrock, 110 points. C) Ideal OWS for all test problems (using all 24 surrogates). D) Median of the %difference of WAS for Branin-Hoo, 12 points. E) Median of the %difference of WAS for Extended Rosenbrock, 110 points. In parenthesis, it is the median, mean, and standard deviation. Values closer to zero indicate better fits. Numbers on the abscissa indicate the surrogate number in Table 3-1. BestPRESS has performance comparable with the best 3 surrogates of the set
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OWS ; however, the former presents better performance when considering the mean and standard deviation). Therefore, we can say that using multiple surrogates and PRESSRMS for identifying the best surrogate is a good strategy that becomes ever more useful with increasing number of points. On the other hand, the use of weighted average surrogate does not seem to have the potential of substantial error reductions even with large number of points that improve our ability to approximate the ideal weighted surrogate. Additionally, we can point out the following findings: 1.



For large number of points, PRESSRMS as obtained through the k-fold strategy successfully estimates the eRMS . In the set of test problems, there is very little improvement when performing more than 30 fits for the cross validations (i.e. k > 30).



2.



At high point density (possible in low dimensions) the choice of the trend function (or regression function as it is also sometimes called) for kriging is not important. At very low point density (characteristic of high dimensions) the choice of correlation function is not important. Both situations lead to the emergence of multiple almost identical kriging surrogates.



3.



When using a WAS , OWSdiag seems to be the best choice, unless the large number of points allows the use of OWS . In the cases that we have studied, OWSdiag was able to stabilize the addition of lousy surrogates up to the point of using all created surrogates.



4.



While we have been able to generate a large number of diverse surrogates, we were less successful in generating a substantial number of diverse surrogates with comparable high accuracy. This challenge is left for future research.
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Table 3-6.



%dierence in the eRMS , defined in Eq. 3–12, of the best 3 basic surrogates



(according to how often they have the best PRESSRMS , as shown in Table 3-5) and BestPRESS for each test problem. For the basic surrogates, the numbers indicate the identity as in Table 3-1. The negative sign of %dierence indicates a loss in terms of eRMS for the specific surrogate compared with the best surrogate. The loss decreases with increasing number of points. At low number of points, BestPRESS may not be even as good as the third best surrogate. In high dimension, BestPRESS is as good as the best of the three. Problem Surrogate Freq. of best Median Mean StdDev PRESSRMS (9) 19 −3 −21 36 (17) 32 −18 −27 33 Branin-Hoo, 12 points (20) 18 −17 −19 18 BestPRESS — −26 −43 55 (2) 79 0 −13 31 (4) 9 −14 −29 55 Branin-Hoo, 20 points (9) 5 −152 −189 148 BestPRESS — −3 −31 61 (2) 31 −12 −26 57 (4) 28 −3 −21 56 Branin-Hoo, 42 points (6) 41 −21 −42 55 BestPRESS — −18 −37 51 (1) 15 −40 −42 30 (7) 18 −8 −12 13 Camelback, 12 points (9) 11 −24 −31 25 BestPRESS — −29 −35 29 (2) 11 −12 −22 26 (8) 31 −5 −33 206 Hartman3, 20 points (18) 13 −23 −26 17 BestPRESS — −21 −28 31 (17) 18 −7.9 −10.2 9.7 (18) 53 −0.1 −1.7 2.6 Hartman6, 56 points (20) 9 −3.5 −4.0 3.4 BestPRESS — −1.9 −5.2 8.2 (5) 32 −0.09 −0.47 0.85 (6) 41 0.00 −0.19 1.02 Extended Rosenbrock, 110 points (7) 23 −0.13 −0.52 0.94 BestPRESS — −0.02 −1.03 4.15 (5) 39 −1.28 −3.55 7.85 (6) 26 −2.10 −6.55 15.11 Extended Rosenbrock, 220 points (22) 14 −3.75 −9.19 17.54 BestPRESS — −2.80 −7.17 16.49 (5) 21 0.00 0.00 0.00 (6) 40 0.00 −0.01 0.05 Dixon-Price, 182 points (7) 39 0.00 0.00 0.00 BestPRESS — 0.00 0.00 0.03 56



Table 3-7.



%dierence in the eRMS of the WAS schemes and BestPRESS for each test problem when using all 24 surrogates.



Problema



Median



OWSideal



Mean StdDev Median



BestPRESS Mean StdDev Median



OWS



Mean StdDev Median



OWSdiag



Mean StdDev



a



Branin-Hoo, 12



Branin-Hoo, 20



Branin-Hoo, 42



Camelback, 12



Hartman3, 20



points



points



points



points



points



62 61 10 −26 −43 55 −35 −43 39 −119 −144 99



69 68 10 −3 −31 61 −24 −41 55 −249 −356 374



66 66 12 −18 −37 51 −34 −51 61 −61 −104 151



54 55 9 −29 −35 29 −23 −42 131 −84 −181 769



34 34 7 −21 −28 31 −18 −24 26 −182 −205 120



For the Branin-Hoo function, the number of points used for fitting the surrogates is varied. The sign of dierence indicates that there is loss (−) or gain ( ) in using the specific WAS scheme when compared with the best surrogate of the set in terms of eRMS .



%
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Table 3-7. Continued Problema



Mean StdDev Median



BestPRESS Mean StdDev Median



OWS



Mean StdDev Median



OWSdiag



Mean StdDev



a



Extended



Extended



Dixon-Price,



Dixon-Price,



points



Rosenbrock,



Rosenbrock,



24 surrogates,



21 surrogates,



110 points



220 points



182 points



182 points



20.8 21.1 4.6 0.0 −1.0 4.2 6.1 5.3 4.2 6 −13 182



25.8 24.9 3.9 −3.2 −7.6 16.6 11.4 9.1 11.8 15.6 13.6 13.5



9.2 9.7 2.4 0.0 0.0 0.03 −7.0 −7.3 4.9 −9 −153 1396



30.5 30.7 2.5 0.0 −2.6 5.2 4.4 4.1 4.2 17.2 15.5 10.7



12.3 12.7 3.3 −1.9 −5.2 8.2 −2.7 −3.9 5.2 −31 −37 24



Median



OWSideal



Hartman6, 56



For the Dixon-Price function, both the full set of surrogates and a partial set obtained when the first three best surrogates were left out are considered and used. The sign of dierence indicates that there is loss (−) or gain ( ) in using the specific WAS scheme when compared with the best surrogate of the set in terms of eRMS .
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CHAPTER 4 USING CROSS VALIDATION TO DESIGN CONSERVATIVE SURROGATES Usually, surrogates are fit to be unbiased (i.e., the error expectation is zero). However, in certain applications, it might be important to safely estimate the response (e.g., in structural analysis, the maximum stress must not be underestimated in order to avoid failure). In this chapter we use safety margins to conservatively compensate for fitting errors associated with surrogates. This was a collaborative effort with Dr. Victor Picheny. We propose the use of cross validation for estimating the required safety margin for a desired level of conservativeness (percentage of safe predictions). The approach was tested on three algebraic examples for two basic surrogates, namely kriging and polynomial response surface. For these examples we found that cross validation is effective for selecting the safety margin. We divulgated the preliminary results of this investigation at some conferences [35, 36], and the final results were published in a journal [37]. 4.1 Background 4.1.1 Conservative surrogates When the response y (x ) is expensive to evaluate, we approximate it by a less expensive model y^(x ) (surrogate model), based on 1) assumptions on the nature of y (x ) and 2) on the observed values of y (x ) at a set of points, called the experimental design [92, 98] (also known as design of experiment). Figure 4-1A shows a kriging model fitted to seven equally spaced data points of the y



= (6x − 2) sin (2 (6x − 2)) function. In this 2



example, the prediction errors are conservative in half of the design space, as illustrated by Figure 4-1B. Here, when estimates are higher than the true response we call them conservative. Hence, conservative estimations tend to overestimate the actual response. A conservative surrogate y^C (x) obtained by adding a safety margin s to an unbiased surrogate model



y^(x) is an empirical estimator of the type
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Figure 4-1. Illustration of unbiased surrogate modeling. A) kriging model (KRG) for y = (6x − 2)2 sin (2 (6x − 2)) fitted with seven data points. B) Prediction error associated with this surrogate.



y^C (x) = y^(x) + s .



(4–1)



When we check the accuracy of a conservative surrogate, we calculate the root mean square error



v ∫ u 1 eRMS = u t V D



(^yC (x) − y (x)) d x , 2



(4–2)



where V is the volume of the design domain D . The eRMS is computed by Monte-Carlo integration at a large number of ptest test points



v u u eRMS = t



eCi



1



ptest



ptest ∑ i =1



eCi2 ,



= y^Ci − yi = y^i − yi + s ,



(4–3)



(4–4)



where y^Ci and yi are values of the conservative prediction and actual simulation at the



i − th test point, respectively. 4.1.2 Conservativeness level and relative error growth Although there are different measures of the conservativeness of an approximation (e.g., the average error or the maximum non-conservative error); for convenience, we use the percentage of conservative (i.e., positive) errors. With the actual prediction
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errors e (x)



= y^(x) − y (x) (at any point of the design space), we can use the cumulative distribution function of the prediction error FE (e ) to find the fraction of the errors that are conservative. In fact, FE (e ) gives the proportion of the errors that lies bellow any value. Therefore, the percentage of conservative errors %c is obtained by %c = 100 × (1 − FE (0)) .



(4–5)



As illustrated in Figure 4-2, with FE (e ) we can easily obtain the conservativeness level of the surrogate. It might be worth noting that the distribution of the errors is not always symmetric with respect to e



= 0. Both Figure 4-1 and 4-2 show that although



50% of the errors are conservative, the non-conservative errors can have greater magnitude than the conservative ones.



Figure 4-2. Cumulative distribution function of the prediction error FE (e ) of the surrogate shown in Figure 4-1. 50% of the errors are conservative (positive). The safety margin is selected to turn a desired percentage of the errors conservative. That is, for a given conservativeness %c , the safety margin can be expressed in terms of FE (e ) as



s = −FE



−1



(



) % c 1 − 100 .



(4–6)



As stated before, conservative estimators tend to overestimate the true values. As a consequence, the accuracy of the surrogate is degraded. We define the relative error growth (loss in accuracy) in terms of the eRMS as
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REG



= eeRMS −1, ∗



(4–7)



RMS



∗ where eRMS is taken at a given target conservativeness, and eRMS is the eRMS value of



the surrogate without adding any safety margin. Figure 4-3 illustrates how we apply Eq. 4–6 to obtain the safety margin s that would lead to a conservativeness of %c



= 90% of the surrogate shown in Figure 4-1. Figure 4-4 illustrates the effect of using a safety margin to achieve %c = 90% when fitting the data used in Figure 4-1. Figure 4-4A shows the original kriging model and the



= 2.4 makes the eRMS to increase from 1.4 to 2.6. That means that the error increased by approximately 86%. Figure 4-4B illustrates the shifting in the prediction errors. After adding the safety margin, 90% of the domain (0 ≤ x ≤ 1) becomes conservative. conservative counterpart. Adding the safety margin s



A



B



Figure 4-3. Design of safety margin using FE (e ). A) %c = 90% achieved with a safety margin of s = 2.4. B) 90% of the errors are greater than zero for the conservative surrogate. 4.2 Design of safety margin using cross validation errors In practice, FE (e ) is unknown, so the safety margin that ensures a given level of conservativeness cannot be determined exactly. We propose to design the safety margin using cross validation. That is, we replace FE (e ) by the cumulative distribution function of the cross validation errors FEXV (eXV ). The vector of cross validation errors



eXVC associated with the conservative surrogate is simply
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Figure 4-4. Illustration of conservative kriging model (%c = 90%) for the y = (6x − 2)2 sin (2 (6x − 2)) function fitted with seven data points. A) Effect of safety margin on prediction. B) Effect of safety margin on prediction error. Conservativeness comes at the price of losing accuracy.



eXVC



= eXV + s .



(4–8)



That means that when we add a safety margin to a predictor, we do not need to repeat the costly process of cross validation, the computation of PRESSRMS employs Eq. 3–3 with eXVC replacing eXV . This way, the estimated safety margin for a given target conservativeness is:



^s = −FEXV −1



(



) % c 1 − 100 .



Figure 4-5 illustrates how we would design the safety margin for %c



(4–9)



= 90% using



cross validation in the example of Figure 4-1. Using FEXV (eXV ), the safety margin for



%c = 90% is s = 2.7, which means that we would get an slightly more conservative surrogate (actual conservativeness would be %c = 91%). Note that there are two error sources associated with using Eq. 4–9 for estimating s (as compared to the exact value defined by Eq. 4–6). The first is due to finite sampling and the second is due to the use of cross validation errors instead of actual errors. We can estimate the uncertainty due to finite sampling by assuming that I (eXVi ) (which equals 1 if eXVi >



0 and 0 otherwise) are independent and identically distributed random
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Figure 4-5. Design of safety margin using FEXV (eXV ). Cross validation errors would overestimate the safety margin suggesting s = 2.7 as opposed to s = 2.4 suggested by actual errors (Figure 4-3). variables following a Bernoulli distribution with a probability of success c . Although this is a strong assumption (since the prediction errors are spatially correlated), it might be acceptable if the points are far from each other (as in the case of the data points and cross validation errors). With that, the standard interval estimation of the (1 − α) confidence interval, CIS , for the conservatives, c^, is usually taken as [99]:



CIS



= c^ ± κp− / (^c q^) / , q^ = 1 − c^ , 1 2



1 2



κ ≡ zα/2



(4–10)



= − (1 − α/2 ) , 1



(4–11)



where p is the number of data points, (z ) is the standard normal distribution function, and α is some pre-specified value between 0 and 1.



CIS is also known as the Wald



interval. However, as pointed by the literature [100], Eq. 4–10 fails specially for small



p and high values of c (which are the ones of interest many times). An example of well-accepted alternative to the standard interval is the so called Wilson interval [101]:



(^c p) + κ /2 CIW = p+κ 2



2



κp 1/2 ± p + κ2
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(



c^q^ +



κ2



4p



)1 / 2 .



(4–12)



In addition to designing the safety margin, we also use cross validation to estimate the relative error growth (i.e., to estimate of loss in accuracy) using PRESSRMS in Eq. 4–7, instead of eRMS



REGXV



RMS = PRESS −1, PRESS ∗ RMS



(4–13)



∗ is the PRESSRMS value of the surrogate without adding any safety where PRESSRMS



margin. Although the focus of this chapter is the selection of proper safety margin for a given conservativeness level, we also checked immediate benefits of multiple surrogates. Appendix C shows by using cross validation we can minimize the losses in accuracy by selecting between alternate surrogates. 4.3 Numerical experiments 4.3.1 Basic surrogates Table 4-1 details the two surrogates used during the investigation (the strength of the method is that it is not tied to a particular surrogate). The DACE tool box of Lophaven et al. [48],and the SURROGATES tool box of Viana [43] were used to execute the kriging and the polynomial response surface algorithms, respectively. The SURROGATES tool box was also used for easy manipulation of the surrogates. Table 4-1. Information about the two generated surrogates used in the study of conservative surrogates. Surrogates Details prs Polynomial response surface: full second order model. krg Kriging model: Set with zero order polynomial regression model (constant trend function) and Gaussian correlation. θ0i = 10, and 0 ≤ θi ≤ 200, i = 1, 2, ... , d were used. 4.3.2 Test problems As test problems, we employed the three following widely used analytical benchmark problems [96]:



65



•



Branin-Hoo function (2 variables) (



x1 y (x) = x2 − 5.1 4π 2



+



x −6 π



)2



(



5 1 1



•



)



+ 10 1 − π cos(x ) + 10 , −5 ≤ x ≤ 10, 0 ≤ x ≤ 15 . 2



1 8



1



(4–14)



2



Hartman function (6 variables)



y (x) = −



4 ∑



(



ai exp −



i =1 0 ≤ xj ≤ 1[ , j



nv ∑ j =1



)



bij (xj − dij )2 ,



= 1, 2, ... , nv , n]v = 6 , 1.0 1.2 3.0 3.2 ,   10.0 3.0 17.0 3.5 1.7 8.0 0.05 10.0 17.0 0.1 8.0 14.0  B=  3.0 3.5 1.7 10.0 17.0 8.0  , 17.0 8.0 0.05 10.0 0.1 14.0   0.1312 0.1696 0.5569 0.0124 0.8283 0.5886 0.2329 0.4135 0.8307 0.3736 0.1004 0.9991  D= 0.2348 0.1451 0.3522 0.2883 0.3047 0.6650 , 0.4047 0.8828 0.8732 0.5743 0.1091 0.0381 a=



•



(4–15)



Extended Rosenbrock function (9 variables) m∑ −1 [



) ]



(



(1 − xi ) + 100 xi − xi i −5 ≤ xi ≤ 10 , i = 1, 2, ... , m = 9.



y (x) =



2



=1



+1



2 2



,



(4–16)



The quality of fit, and thus the performance, depends on the experimental design. Hence, for all test problems, a set of different Latin hypercube designs [87, 88] were used as a way of averaging out the experimental design dependence of the results. R We used the MATLAB⃝ Latin hypercube function lhsdesign [94], set with the “maxmin”



option with 1, 000 iterations to generate the experimental designs for fitting. For the Branin-Hoo and Hartman6 we used 1, 000 experimental designs and for Rosenbrock we used 100 (because of the high cost of cross validation). Table 4-2 details the data set generated for each test function. For the Branin-Hoo function, we chose 17 points because to have reasonable accuracy for the two surrogates (34 is just the double). For Hartman6, we chose 56 points because 56 is twice the number of terms in the full quadratic polynomial in six dimensions (110 is roughly the double). For Rosenbrock,
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we chose 110 points because 110 is twice the number of terms in the full quadratic polynomial in nine dimensions. We also use the Branin-Hoo and the Hartman6 functions to investigate to investigate the effect of the point density. For the computation of the cross validation errors, in most cases we use the leave-one-out strategy (k



=p



in the k-fold strategy, as described in Section 3.1.2). However, for the Rosenbrock function, due to the high cost of the leave-one-out strategy; we used the k-fold strategy with k



= 22, instead. For all problems, we use a large Latin hypercube design for



evaluating the actual conservativeness, Eq. 4–5, and the relative error growth of the R surrogates, Eq. 4–7. These experimental designs are also created by the MATLAB⃝



Latin hypercube function lhsdesign, but set with the “maxmin” option with ten iterations. Table 4-2. Experimental design specifications for benchmark functions of Chapter 4. Test problema Branin-Hoo Hartman6 Extended Rosenbrock a



Design variables Fitting points



Test points



2 6 9



10, 000 10, 000 12, 500



17 and 34 56 and 110 110



For the BraninHoo function, we chose 17 points to have reasonable accuracy for the two surrogates (34 is just the double). For Hartman, we chose 56 points, because 56 is twice the number of terms in the full quadratic polynomial in six dimensions (110 is roughly the double). For Rosenbrock, we chose 110 points, because 110 is twice the number of terms in the full quadratic polynomial in nine dimensions.



4.4



Results and discussion



First, we checked whether cross validation is reliable for selecting the safety margin. Figure 4-6 illustrates the performance of the polynomial response surface model in estimating the conservativeness level. We designed the safety margin for a given target conservativeness using Eq. 4–9 (cross validation errors). We checked the actual conservativeness using Eq. 4–6 (large set of test points). For small number of points, for example Figure 4-6A and 4-6B, we can incur large errors in the conservativeness level (due to wrong selection of safety margin). However, increasing the number of 67



points allows better accuracy in selection of safety margin, as seen in Figure 4-6C to 4-6E (although it is difficult to know precisely the required number of points for a given application). Note that sparseness does not seem to be important. Figure 4-6C to 4-6E shows that the Hartman6 and Rosenbrock functions with 56 and 110 points, respectively, do well even though there is less than one point per orthant. Additionally, we can make two observations: •



Figure 4-6A shows that we under-estimate the actual conservativeness. It means when we ask for 50% conservativeness, the distribution of cross validation errors actually says that we should add a negative safety margin. Although, this is not a safe practice, we observed that it happens more frequently in the low levels of conservativeness. In most applications, we are interested in high levels of conservativeness.



•



Figure 4-6E shows we could adequately estimate the safety margin even when we use the k-fold strategy for cross validation. Figure 4-7 is the counterpart of Figure 4-6 for the kriging model. Again, the



safety margin is designed using cross validation errors and actual conservativeness is checked with test points. Here, kriging strongly overestimates the safety margin for the Branin-Hoo. We believe that the reason for such behavior is the void created when we left out one point during cross validation. Figure 4-8A illustrates the volume fraction of the largest empty circle that can fit in between points when one point is removed for cross validation. On average, this void occupies a volume as large as 30% and 16% of the design space when 17 and 34 points are used, respectively. Figure 4-8B shows the ratio of the volume fraction of the voids of cross validation data and the original experimental design. The volume of the voids in cross validation is about 50% times bigger than the voids in the original data set. Surrogates that do interpolation of the data, such as kriging, are very sensitive to this. As a result, cross validation tends to overestimate the errors, as seen in Figure 4-8C and 4-8D. Because of that, we close the discussions on kriging for Branin-Hoo function knowing that we overestimate the safety margins, which leads to over-conservative (safer than desired) surrogates. From
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Figure 4-6. Estimation of actual conservativeness using polynomial response surface (prs) and cross validation errors. A) Branin-Hoo, 17 points. B) Branin-Hoo, 34 points. C) Hartman6, 56 points. D) Hartman6, 110 points. E) Rosenbrock, 110 points. Solid line represents the median of the actual conservativeness over the experimental designs (1, 000 of them for all functions but Rosenbrock, which has only 100). Gray area represents the [10 90] percentiles. Dashed lines represent perfect estimation (target %c = actual %c ). Increasing the number of points (in spite of sparsity) allows better accuracy. this point on, for Branin-Hoo, we only show the results for the polynomial response surface. For all other functions, both kriging and polynomial response surface benefits from increased number of points and the cross validation tends to estimate the errors efficiently. Next, we estimate the errors due to limited sampling in the actual conservativeness using the Wilson interval. Figure 4-9 shows the comparisons between the confidence limits of the actual conservativeness over the experimental designs and its estimation based on Eq. 4–12. With enough points, the Wilson interval gives a reasonable estimate
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Figure 4-7. Estimation of actual conservativeness using kriging (krg) and cross validation errors. A) Branin-Hoo, 17 points. B) Branin-Hoo, 34 points. C) Hartman6, 56 points. D) Hartman6, 110 points. E) Rosenbrock, 110 points. Solid line represents the median of the actual conservativeness over the experimental designs (1, 000 of them for all functions but Rosenbrock, which has only 100). Gray area represents the [10 90] percentiles. Dashed lines represent perfect estimation (target %c = actual %c ). Increasing the number of points (in spite of sparsity) allows better accuracy. of the confidence intervals for higher levels of conservativeness (as shown the results for Hartman6). For Rosenbrock, the results are not as good in the lower levels of conservativeness (we have to remember that in practice we are interested on the opposite range, that is higher levels of conservativeness). We suspect that several factors contribute for that such as the use of k-fold cross validation (since a large number of points is left out, it is harder to estimate the smaller errors needed in the lower conservativeness range) and the small number of experimental designs (we used only 100, and we expect that by the time that we get to 1, 000 experimental designs,
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Figure 4-8. Analysis of cross validation for Branin-Hoo. A) Box plots of the volume fraction of the largest empty circle that can fit in between points when one point is removed for cross validation (out of the 1, 000 experimental designs). B) Box plots of the ratio between the volume fraction of the largest empty circles that can fit in between points when one point is removed for cross validation VfXV and for the original data set Vf (out of the 1, 000 experimental designs). C) Error ratio for Branin-Hoo fitted with 17 points. D) Error ratio for Branin-Hoo fitted with 34 points. Figure 4-8C and 4-8D show the box plots of the ratio between PRESSRMS and eRMS out of the 1, 000 experimental designs. Appendix B describes box plots. Estimation of accuracy with cross validation might not always benefit from the data density because of the high impact of the voids in surrogates that interpolates data such as kriging. the figure would be less noisy). We believe that the use of the k-fold strategy is an interesting topic of future research. Finally, we check whether cross validation allows estimation of relative error growth. Figure 4-10 compares the actual and the estimated relative error growth as a function of the target conservativeness. The actual relative error growth is checked with Eq. 4–7 (large set of test points) and using the of the unbiased surrogates as reference. The
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Figure 4-9. Estimation of the error in the actual conservativeness versus target conservativeness: coverage probability of the [10 90] percent interval (results for 1, 000 experimental designs for all functions but Rosenbrock, which has only 100). A) Branin-Hoo, 17 points: prs. B) Branin-Hoo, 34 points: prs. C) Hartman6, 56 points: prs. D) Hartman6, 110 points: prs. E) Rosenbrock, 110 points: prs. F) Hartman6, 56 points: krg. G) Hartman6, 110 points: krg. H) Rosenbrock, 110 points: krg.
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estimated relative error growth is obtained with Eq. 4–13 and uses the of the unbiased surrogates as reference. Once again, the estimates are poor for small number of points, but increasing the number of points permits better estimation. This trend is observed from Figure 4-10A to 4-10E. 4.5



Summary



We proposed using cross validation for designing conservative estimators and multiple surrogates for improved accuracy. The approach was tested on three algebraic examples for ten basic surrogates including different instances of kriging, polynomial response surface, radial basis neural networks and support vector regression surrogates. For these examples we found that: 1.



The best surrogate changes with sampling points (density and location) and with target conservativeness.



2.



Cross validation appears to be useful for both estimation of safety margin and selection of surrogate. However, it may not be accurate enough when the number of data points is small.



3.



The uncertainty in the estimation of the actual conservativeness can be estimated using the Wilson interval.
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Figure 4-10. Spreads with the [10 50 90] percentiles of the relative error growth (results for 1, 000 experimental designs for all functions but Rosenbrock, which has only 100). A) Branin-Hoo, 17 points: prs. B) Branin-Hoo, 34 points: prs. C) Hartman6, 56 points: prs. D) Hartman6, 110 points: prs. E) Rosenbrock, 110 points: prs. F) Hartman6, 56 points: krg. G) Hartman6, 110 points: krg. H) Rosenbrock, 110 points: krg. More points allow good estimation of relative error growth.
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CHAPTER 5 EFFICIENT GLOBAL OPTIMIZATION ALGORITHM ASSISTED BY MULTIPLE SURROGATES Surrogate-based optimization for design of complex engineering systems proceeds in cycles. Each cycle consists of analyzing a number of designs, fitting a surrogate, performing optimization based on the surrogate for a candidate optimum, and finally analyzing that candidate. Algorithms that use the surrogate uncertainty estimator to guide the selection of the next sampling candidate are readily available, e.g., the efficient global optimization (EGO) algorithm. However, adding one point at a time may not be efficient when one can run simulations in parallel and the main concern is wall-clock time rather than the total number of simulations. Additionally, the need for uncertainty estimates limits adaptive sampling to surrogates such as kriging and polynomial response surface (normally implemented with uncertainty estimates). We propose the multiple surrogate efficient global optimization (MSEGO) algorithm, which adds several points per optimization cycle with the help of multiple surrogates. We import uncertainty estimates from one surrogate to another to allow use of surrogates that do not provide them. The approach is tested on three analytic and one engineering examples for ten basic surrogates including kriging, radial basis neural networks, radial basis function, linear Shepard, and six different instances of support vector regression. We found that (i) our MSEGO works well with the imported uncertainty estimates, and (ii) MSEGO delivered better results in a fraction of the optimization cycles needed by EGO. We divulgated the preliminary results of this investigation at two conferences [39, 41], and the final results were submitted to a journal [102]. 5.1 Background: efficient global optimization algorithm We just give an overview of the efficient global optimization (EGO) algorithm by Jones et al. [9]. EGO starts by constructing a kriging surrogate (Appendix A gives more
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information about kriging ) interpolating the initial set of data points 1 . After constructing the kriging model, the algorithm iteratively adds points to the data set in an effort to improve upon the present best sample yPBS . The improvement at a point x is



I (x) = max(yPBS − Y (x), 0) ,



(5–1)



which is a random variable because Y is a random variable (recollect that kriging models the response y (x ) as a realization of a Gaussian process Y (x )). Thus, the expected improvement 2 is



EI (x) = E [I (x)] = s (x) [u (u ) + ϕ(u )] , u = [yPBS − y^(x)]/s (x) ,



(5–2)



where (.) and ϕ(.) are the cumulative density function (CDF) and probability density function (PDF) of a normal distribution, respectively, yPBS is the present best sample,



y^(x) is the kriging prediction, and s (x) is the prediction standard deviation (here estimated as the square root of the kriging prediction variance3 ).



1



In practice, there is no particular reason to restrict the efficient global optimization algorithm to kriging. The only requirement is a surrogate with an uncertainty model. Kriging is a popular choice in the design of computer experiments community. If interpolation is desired, some implementations of radial basis functions [103] could also be used. If there interpolation is not a limitation (such as in experimental optimization), even the traditional polynomial response surface could be used (in which case, one has to be aware that the same point might be sampled more than once). 2



Algebra necessary to get Eq. 5–2 from Eq. 5–1 can be found in Appendix D and also in [69, 73]. 3



Kriging uncertainty has been known to underestimate the actual error of the function due to the maximum likelihood estimate of regression coefficients and correlation function parameters [63]. The interested reader can learn from [104] how the quality of the uncertainty estimates influences the efficient global optimization algorithm.
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After adding the new point to the existing data set, the kriging model is updated (usually without the costly update of the correlation parameters). Figure 5-1 illustrates two cycles of the efficient global optimization (EGO) algorithm. Figure 5-1A shows the initial kriging model and the corresponding expected improvement EI (x). The maximization of EI (x) adds x



= 0.19 to the data set. In this cycle the expected



improvement is maximal where the uncertainty is high, leading to exploration of the design space. In the next cycle, EGO uses the updated kriging model shown in Figure 5-1B. This time, the maximization of EI (x) adds x



= 0.74 to the data set. That is, the



expected improvement is maximal near the present best solution indicating a refinement or an exploitation cycle.



A



B



Figure 5-1. Cycle of the efficient global optimization (EGO) algorithm. A) Maximization of the expected improvement, EI (x), suggests adding x = 0.19 to the data set. B) Updated kriging (KRG) model after x = 0.19 is added to the data set. EGO iterates until the stopping criterion is met. Due to high computational cost of actual simulations, it is common to use the maximum number of function evaluations as the stopping criterion. Another alternative is to set a target value for the expected improvement. 77



Traditional implementations of EGO-like algorithms add a single simulation point per cycle. However, opportunities for parallel computing and the human effort associated with setting up simulations drive complex applications towards running multiple simulations per cycle. The fragility of some simulations (i.e., they may abort) also encourages a large number of simulations per cycle, which makes the approach less sensitive to a few failed simulations. In addition, in many engineering applications, it may take weeks to complete simulations, and only very few cycles are undertaken. In such cases it may pay to run multiple simulations at one time even if this will increase the total number of simulations needed to reach the optimum as compared to doing them one at a time. One possible strategy for providing multiple points per optimization cycle would be searching for those multiple local optima. However, this does not give control of the number of points per cycle (number of points is not a designer choice but it is tighten with the number of local optima. Alternatively, research into multiple point cycles first extended the expected improvement to include multiple points [105, 106]. However, the optimization of the design of experiments to maximize the multiple point expected improvement is computationally challenging [73]. We propose the multiple surrogate efficient global optimization (MSEGO) algorithm. MSEGO uses a set of surrogates to provide multiple points per cycle. One could implement it with different instances of kriging (created by changing correlation function for example). However, we will illustrate the algorithm with a set of surrogates created based on different techniques (e.g., radial basis neural networks, linear Shepard, and support vector regression). This version of MSEGO requires running EGO with surrogates that commonly do not furnish uncertainty estimates (such as support vector regression models). Those estimates can certainly be provided by sophisticated and mathematically sound approaches (such as the Bayesian approach of Seok et al. [107]). Here, we propose importing error estimates from kriging and using them with all other
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surrogates. Although less attractive from the theoretical point of view, this heuristic approach avoids the overhead associated with estimating the uncertainty for each single one of the surrogates. We hope that MSEGO improves the global and local search capabilities of the traditional EGO (with only one point provided by kriging) by using several simulations per cycle. With that, we expect to reduce the number of cycles for convergence. When kriging is an accurate surrogate, it may be better to use multiple local optima of the kriging expected improvement. However, MSEGO is expected to be more robust to the cases in which kriging poorly fits the data. 5.2 Importing error estimates from another surrogate Before we explore importing uncertainty estimates, we check whether the estimates are accurate for surrogates that have such uncertainty estimates. There might exist many possible measures of the quality of the prediction variance. We follow our previous work [38] and use the correlation between the absolute errors |e (x)| and the square root of the prediction variance s (x) at a large number ptest of test points ρ = corr (|e (x)| , s (x)) ,



e (x) = y^(x) − y (x) .



(5–3)



ρ is not an indicator of accuracy of the surrogate model, but an indicator of how well the prediction variance captures the spatial variation of the error. Figure 5-2A provides visual information on how well the error magnitude agrees with the uncertainty estimates. We can see that kriging uncertainty might not always be accurate. Figure 5-2B illustrates how well the uncertainty estimate captures the variations of the error magnitude. Ideally, points would lie on the dashed line. ρ approaching one does not mean that we have good agreement between the magnitudes. ρ is one if the variation of s (x) is linear with |y^KRG (x) − y (x)| (no matter the slope). For this case, we have ρ



=



0.91. Figure 5-2B also shows a curious branching of the uncertainty. We explain it by 79



looking at the interval 0 ≤



x ≤ 0.5. Figure 5-2A shows that s (x) follows |y^KRG (x) − y (x)|



= 0 to x = 0.235. As a consequence, those points will appear much closer to the 45 deg line of Figure 5-2B. Figure 5-2C shows the same plot considering only 0 ≤ x ≤ 0.5. very closely only from x
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Figure 5-2. Error estimation of the kriging model of Figure 5-1A (200 points evenly spread between 0 and 1). A) Kriging uncertainty estimate and prediction error. B) Kriging uncertainty estimate versus prediction error. C) Kriging uncertainty estimate versus prediction error with 0 ≤ x ≤ 0.5. s (x) is the square root of the kriging prediction variance. In this case, we have ρ = 0.91. We propose importing uncertainty estimates from surrogates that share some common aspects (e.g., interpolation of data points). We illustrate the mechanism with a simple example. Suppose that instances of kriging and support vector regression are built from four points, as illustrated in Figure 5-3A. The kriging model has a Gaussian correlation function and a constant for the low frequency component (trend function). The support vector regression model uses a Gaussian kernel function with for the -insensitive loss function. As a result, both surrogates are interpolators. We propose combining the predictor of a model with the uncertainty estimate of another model, as shown in Figure 5-3B. By comparing Figure 5-3C and 5-3A, we can see that the kriging uncertainty performs just a little worse in estimating the errors in support vector regression than in kriging itself.
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We check next the correlation between the absolute errors of surrogate a and the square root of the prediction variance imported from surrogate b (same principle as in Eq. 5–3)



ρab



= corr (|ea (x)| , sb (x)) .



(5–4)



Figure 5-3D illustrates what we would get for the support vector regression (counterpart of Figure 5-3B). While the kriging surrogate presents ρ support vector regression model has ρ



= 0.91, the



= 0.83. That is, the kriging uncertainty structure



captures very well the variations of the support vector regression prediction errors.
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C



D



Figure 5-3. Importing uncertainty estimates (same data points as in Figure 2 5-1A). A) Kriging (KRG) and support vector regression (SVR) models fitted to five data points. B) SVR and the square root of prediction variance imported from KRG (in gray). C) Square root of kriging prediction variance and absolute error of SVR. D) KRG uncertainty estimate versus SVR prediction error. Although not based on the SVR statistical assumptions, the KRG uncertainty estimate offers a reasonable replacement. Here we have ρ = 0.83.
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5.3 Efficient global optimization algorithm with multiple surrogates We assume that multiple surrogates are available (with native or imported error estimates). We propose running the efficient global optimization (EGO) algorithm with multiple surrogates simultaneously. In each optimization cycle, we maximize the expected improvement, Eq. 5–2, of each surrogate of the set. We call it the multiple surrogate efficient global optimization (MSEGO) algorithm. We hope that the multiple surrogates potentially suggest multiple points that will reduce the number of cycles EGO needs for convergence. In terms of wall clock time, MSEGO is advantageous only if running one or multiple simulations takes approximately the same time (true for parallel computation of the simulations). For simplicity, we illustrate the approach using only two surrogates, kriging and support vector regression (that imports the prediction variance from the kriging model). The multiple surrogate efficient global optimization (MSEGO) algorithm iteratively adds two points to the data set that come from the individual maximization of the expected improvement of both surrogates. After adding the new points to the existing data set, both surrogates are updated. Figure 5-4 illustrates one cycle of the MSEGO algorithm running with these two surrogates. Figure 5-4A shows the initial kriging model and the corresponding expected improvement. The maximization of the kriging expected improvement suggests adding x



= 0.19 to the data set. Figure 5-4B shows the initial



support vector regression model and the corresponding expected improvement. Here, the expected improvement suggests adding x



= 0.77. We add both points and in the



next cycle, our algorithm uses the updated models shown in Figure 5-4C. Here the use of two surrogates favors exploration of the design space since the suggested points are far apart. If the two points are close, they may instead accelerate the local search as illustrated in Figure 5-5. Figure 5-5A shows that by maximizing the kriging expected improvement, we would add x



= 0.69 to the data set. Figure 5-5B shows that the 82
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Figure 5-4. Global search with MSEGO and two surrogates. The function [ ] y = (6x − 2)2 sin (2 (6x − 2)) is initially sampled at x = 0 0.5 0.68 1 T . A) Maximizing the expected improvement of the kriging model. B) Maximizing the expected improvement of the support vector regression model. C) Updated models after x = 0.19 and x = 0.77 are added to the set. support vector regression suggests adding x



= 0.81 to the data set. After including both



points we obtain the updated models shown in Figure 5-5C. In both Figures 5-4 and 5-5, we observed that sometimes the point suggested by a support vector regression (or any other surrogate in a more general sense) happens to be very close to the second or third best point that kriging would suggest (local optima of the kriging expected improvement). We do not believe that this would be a general observation (particularly in high dimensional problems, where surrogates tend
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Figure 5-5. Local search with MSEGO and two surrogates. The function [ ] y = (6x − 2)2 sin (2 (6x − 2)) is initially sampled at x = 0 0.5 0.68 1 T . A) Maximizing the expected improvement of the kriging model. B) Maximizing the expected improvement of the support vector regression model. C) Updated models after x = 0.69 and x = 0.81 are added to the set. to disagree with each other). Nevertheless, we find this to be positive in MSEGO. That is, at a given optimization cycle, there is a chance that another surrogate might suggest a point close to where kriging would suggest in the next cycles (potentially reducing the exploration efforts). MSEGO benefits from the diversity of the points suggested by the set of surrogates (no matter what). Sometimes those points are far apart, in which case exploration is more evident. However, sometimes points are close to each other, in which case we
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reinforce our confidence that there will be some improvement in that particular region. We are changing the shape of the expected improvement by changing the surrogate prediction y^(x ) that we use in Eq. 5–2 (considering the same uncertainty s (x ) and present best solution yPBS ). From Figures 5-4 and 5-5, we learned that even small differences in the surrogate prediction can lead to different points of maximum expected improvement. In the case of multiple surrogate efficient global optimization (MSEGO) algorithm, we have a heuristic approach for introducing diversity of surrogates by using different techniques (kriging plus support vector regression, radial basis neural network, etc). Unfortunately, this heuristic does not control the level of diversity (this challenge is left for future research). In MSEGO, the number of points is the same as the number of surrogates. In terms of implementation: •



We could virtually create as many surrogates as we want (easily more than the number of points requested per optimization cycle). We advice that the created surrogates come from different techniques (as a way to generate diversity) and that a subset used for optimization be selected according to accuracy (here we use PRESSRMS ). We believe that the choice of surrogates might impact the final result. However, we think that accuracy is a natural policy for selection. After all, we do not expect poor surrogates to perform well (although they might).



•



We might want to avoid points that are closer together than a given threshold for surrogates such as kriging that suffer from ill conditioning in that case. 5.4 Numerical experiments



5.4.1 Set of surrogates Table 5-1 details the different surrogates used during this investigation. The DACE R tool box of Lophaven et al. [48], the native neural networks MATLAB⃝ tool box [94], the



code written by Jekabsons [108], and the tool box developed by Gunn [49] were used for kriging, the radial basis neural network, and support vector regression algorithms, respectively. The SURROGATES tool box of Viana [43] was used to run the Shepard (adapted from SHEPPACK [109]) and the MSEGO algorithms.
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Table 5-1. Set of surrogates used in the study of EGO assisted by multiple surrogates. (Appendix A reviews these surrogate techniques). Surrogates Details Provide uncertainty estimate? (1) krg Kriging model: constant trend function and GausYES sian correlation. θ0i = p 1/nv , and 10−3 ≤ θi ≤ 2θ0 , i = 1, 2, ... , nv were used. (2) rbnn Radial basis neural network: goal = (0.5 × y)2 and NO spread = 1/3. (3) rbf Radial basis function: Multiquadric basis function and NO spread = 2. (4) shep Linear Shepard model: Subroutine LSHEP from SHEP- NO (5) svr-grbf-e-full (6) svr-grbf-e-short (7) svr-grbf-q (8) svr-poly-e-full (9) svr-poly-e-short (10) svr-poly-q



PACK [109] Support vector regression: grbf and poly indicate the kernel function (Gaussian and second order polynomial, respectively). “e” and “q” indicate the loss functions (“e” for ϵ– insensitive and “q” for quadratic). ‘full” and “short” refer to different values for the regularization parameter C and for the insensitivity ϵ. Full adopts C = ∞ and ϵ = 1 × 10−4 , while “short” uses √ ϵ = σy / p and C = 100 max | y + 3σy |, | y − 3σy |, where y and σy are the mean value and the standard deviation of the function values at the design data, respectively [95].



5.4.2 Analytic examples We employed the following two analytic benchmark problems to compare EGO and MSEGO without having to worry about the computational cost of the objective function: •



Sasena function (2 variables, illustrated in Figure 5-6) [110] ( ) y (x) = 2 + 0.01 x2 − x12 2 + (1 − x1 )2 + 2(2 − x2 )2 + 7 sin (0.5x1 ) sin (0.7x1 x2 ) ,



0≤x



1



•



≤ 5, 0 ≤ x2 ≤ 5 .



Hartman functions (3 and 6 variables)([96] ) q m ∑ ∑ y (x) = − ai exp − bij (xj − dij )2 , i =1 j =1



0 ≤ xj ≤ 1 , j = 1, 2, ... , m.
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(5–5)



(5–6)



Figure 5-6. Illustration of the Sasena function. We use two instances: Hartman3, with 3 variables and Hartman6 with 6 variables. [ ] For both q = 4 and a = 1.0 1.2 3.0 3.2 . Other parameters are given in Table 5-2. Table 5-2. Parameters used in the Hartman function. Function Parameters    Hartman3



Hartman6



3.0 10.0 30.0 0.3689 0.1170 0.1 10.0 35.0  0.4699 0.4387   B= 3.0 10.0 30.0 D =  0.1091 0.8732 0.1 10.0 35.0 0.03815 0.5743   10.0 3.0 17.0 3.5 1.7 8.0 0.05 10.0 17.0 0.1 8.0 14.0  B=  3.0 3.5 1.7 10.0 17.0 8.0  17.0 8.0 0.05 10.0 0.1 14.0  0.1312 0.1696 0.5569 0.0124 0.8283 0.2329 0.4135 0.8307 0.3736 0.1004 D= 0.2348 0.1451 0.3522 0.2883 0.3047 0.4047 0.8828 0.8732 0.5743 0.1091







0.2673 0.7470 0.5547 0.8828







0.5886 0.9991 0.6650 0.0381



To average out the influence of the initial data set, we repeat the experiments with



100 different Latin hypercube designs [87, 88]. The experimental designs are created by R the MATLAB⃝ Latin hypercube function lhsdesign [94], set with the “maxmin” option with



1, 000 iterations.
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We start sampling Sasena, Hartman3, and Hartman6 with 12, 20, and 56 points, respectively. Then, we let EGO run for six, ten, and fourteen cycles for Sasena, Hartman3, and Hartman6 functions, respectively. We run MSEGO algorithm with five and ten surrogates (with one of them being kriging). Given the experimental design, we select the surrogates that will assist kriging based on PRESSRMS . We pair kriging with the surrogates with smallest PRESSRMS in the set. In each cycle, we add at most the same number of points as the number of surrogates (that is five, or ten points per cycle but avoiding repeated points) until the maximum number of optimization cycles is reached (e.g., six and ten for the Sasena and the Hartman3 functions, respectively). Full details are given in Table 5-3. Table 5-3. EGO setup for the analytic test problems. Surrogates with small PRESSRMS are chosen to pair with kriging. Setup Sasena Hartman3 Hartman6 Points in the initial experimental design 12 20 56 Maximum number of optimization cycles



6



10



14



Number of function evaluations running EGO with kriging (1 point per cycle)



6



10



14



Maximum number of function evaluations running EGO with 5 surrogates (5 points per cycle)



30



50



70



Maximum number of function evaluations running EGO with 10 surrogates (10 points per cycle)



60



100



140



5.4.3 Engineering example: torque arm optimization This example was originally presented by Bennett and Botkin [111]. It consists of the design of a piece called torque arm. The model, illustrated in Figure 5-7A, is under a horizontal and vertical load, Fx



= −3000N and Fy = 5000N respectively, transmitted



from a shaft at the right hole, while the left hole is fixed. The torque arm consists of a material with Young’s modulus E



= 200GPa and Poisson’s ratio ν = 0.29. The goal



is minimizing the mass m of the torque arm such that the maximum von Misses stress
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does not exceed σYield



= 250MPa. The linear stress analysis is done by finite element



analysis using ANSYS [112]. Six design variables are defined to modify the initial shape. Figure 5-7B and Table 5-4 show the design variables and their lower and upper bounds, respectively.



A



B



Figure 5-7. Baseline design of the torque arm. A) Fixed dimensions, boundary conditions and loading (the torque arm thickness is fixed at 0.01 m). B) Design variables and initial values. The mass of the baseline design is baseline = 167MPa. mbaseline = 2.28Kg and the maximum von Misses stress is σmax Table 5-4. Range of the design variables (meters). Design variable x1 x2 x3 Lower bound 0.05 0.04 0.10 Upper bound 0.06 0.05 0.14 The optimization problem is formally defined as
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x4



x5



x6



0.01 0.04



0.20 0.30



0.01 0.03



minimize m  (x) =



m(x) , mbaseline



such that



G (x) =



σmax (x) − σYield , σYield baseline σmax



xiL ≤ xi ≤ xiU , i



(5–7)



= 250MPa ,



= 1, 2, ... , 6 ,



where the lower and upper bounds for each design variable, xiL and xiU , respectively, are defined in Table 5-4. We have normalized the constrained by using the baseline design as reference so that we reduce the impact of the order of magnitude of the responses in the optimization task (but one could certainly use σYield ). This is a constrained optimization problem; but both EGO and MSEGO were proposed to handle unconstrained optimization. The interested reader might find in the literature [69, 83, 84, 113] sequential sampling algorithms that handle constrained optimization (when objective function and/or constraints are expensive). Here, we just want to illustrate the use of the multiple surrogate efficient global optimization (MSEGO) algorithm, so we opted for incorporating the constraint via penalty. Thus, the optimization problem solved by EGO and MSEGO is the following minimize J (x) = m  (x) + f × G (x) , where    f > 0,



if σmax (x) > σYield ,



  f



otherwise ,



= 0,



(5–8)



= 1, 2, ... , 6 . We start by sampling the design space with 56 data points. We take the baseline design and add other 55 points using a Latin hypercube created by the MATLAB⃝ Latin hypercube function lhsdesign [94], set with the “maxmin” option with 1, 000 iterations. We create surrogates for the functional J (x) and that is what is used by EGO and xiL ≤ xi ≤ xiU , i



R
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MSEGO in the optimization task. We compare EGO running with kriging versus MSEGO running with the ten surrogates from Table 5-1 after 14 optimization cycles. Table 5-5 summarizes the setup used in the engineering example. Table 5-5. Optimization setup for the engineering example. Details EGO MSEGO Surrogates (Table 5-1 gives further details) krg All surrogates from Table 5-1 (all using krg uncertainty) Number of points in the initial data set 56 56 Number of optimization cycles



14



14



Number of finite element analysis per cycle



1



10



Maximum number of finite element analysis



14



140



5.4.4 Optimizing the expected improvement The efficient global optimization (EGO) algorithm is sequential in nature and involves optimizing Eq. 5–2 at each cycle. We have chosen using the population based global optimization algorithm called differential evolution to maximize Eq. 5–2. Differential Evolution (DE) [114, 115] was proposed to solve unconstrained global optimization problems of continuous variables. Like most population based algorithms, in DE, candidate solutions are taken from the population of individuals and recombined to evolve the population to the next DE iteration. At each DE iteration, new candidate solutions are generated by the combination of individuals randomly chosen from the current population (this is also referred to as “mutation” in the DE literature). The new candidate solutions are mixed with a predetermined target vector (operation called “recombination”). Finally, each outcome of the “recombination” is accepted for the next DE iteration if and only if it yields a reduction in the objective function (this last operator is referred to as “selection”). The free companion code of [115] was used to execute the DE algorithm with the following specifications:
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•



Initial population: a population of 10 × nv (where nv is the number of design variables) candidate solutions is randomly spread over the design space.



•



Number of iterations: 50.



•



DE-stepsize: 0.8.



•



Crossover probability: 0.8.



•



Strategy: “DE/rand/1/bin”. To increase the chances of success in the DE optimization, we run it four times



and take the best solution (in terms of the expected improvement) (success of multiple independent optimization was studied by Schutte et al. [116]). This point is then used to evaluate the objective function EGO is trying to optimize and later on update kriging. 5.5



Results and discussion



5.5.1 Analytic examples We first illustrate importing uncertainty. Figure 5-8 shows box plots (Appendix B describes box plots) of the correlation between the square root of the kriging prediction variance and the absolute error of all the surrogates (for all 100 experimental designs). There are two important observations. First, the correlation between the square root of the kriging prediction variance and the kriging absolute error is much smaller than suggested by the earlier examples (Figures 5-2 and 5-3). For Sasena and Hartman3, the values are mostly between 0.25 and 0.5. In higher dimensions, such as for Hartman6, the correlations are even smaller. The other observation is that the correlations for the imported cases are overall comparable with what we see with kriging for at least three other surrogates from the set. We also checked how well cross validation selects the surrogates to be paired with kriging. Figure 5-9 gives box plots of both PRESSRMS and eRMS for all surrogates for all test problems. For all test functions there is at least one surrogate that is as good as kriging in terms of eRMS . For the Sasena function, Figure 5-9A shows that the support vector regression models with the polynomial kernel (variations of “svr-poly”)
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Figure 5-8. Box plots of the correlation between error and uncertainty estimates ρ = corr (|e (x)| , s (x)) (for 100 experimental designs). A) Sasena, 12 points. B) Hartman3, 20 points. C) Hartman6, 56 points. All surrogates use the kriging error estimate. Appendix B explains box plots. may outperform kriging in terms of the eRMS . For Hartman3, Figure 5-9B illustrates that kriging is comparable to the radial basis neural network (“rbnn”). For Hartman6, Figure 5-9C shows that most of the surrogates are equally good, except for “svr-grbf-e-full” and “shep” that are just slightly less accurate than the other surrogates. To some extent, the selection of the surrogates based on PRESSRMS is almost the same as that based on eRMS . Table 5-6 shows how the surrogates rank according to overall performance. The agreement between the ranks given by eRMS (error estimate based on test points) and PRESSRMS (error estimate based on data set) for Hartman3 and Hartman6 is better than for Sasena. The rank according to PRESSRMS and eRMS is the same for Hartman6. Overall, most of the time the surrogates chosen to assist kriging will be the most accurate ones. Figure 5-10 shows the median of the optimization results out of the 100 experimental designs for the traditional efficient global optimization (EGO) algorithm (running only with kriging) and MSEGO (EGO assisted by multiple surrogates). Using multiple simulations
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Figure 5-9. Box plots of PRESSRMS and eRMS of surrogates for the test problems (over 100 experimental designs). A) Sasena, 12 points. B) Hartman3, 20 points. C) Hartman6, 56 points. Data obtained with the initial experimental designs (12, 20, and 56 points for Sasena, Hartman3, and Hartman6, respectively). For both Sasena and Hartman3, eRMS ranges from 8% to 52% of the response range. For Hartman6, the variation is from 8.5% to 70%. In terms of prediction, other surrogates might be just as good as kriging. Appendix B explains box plots.
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per cycle accelerates convergence. In fact, there is substantial improvement particularly for the Hartman6 function. There, using five surrogates for two cycles provides the same improvement as using kriging alone for 14 cycles. For all cases, the more points added per cycle (i.e., more surrogates), the faster the convergence. Unfortunately, the convergence rate does not scale up with the number of points (or surrogates, for that matter). That is, the results using 5 and 10 surrogates are very comparable. This indicates that among the surrogates, probably one is contributing the most in each cycle. Because it is hard to detect a priori which surrogates are important for MSEGO (after all, this choice is very problem dependent), we advice limiting the number of points per cycle according to the computational capabilities.
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C



Figure 5-10. Median (over 100 experimental designs) of the optimization results as a function of the number of cycles. A) Sasena, 12 points. B) Hartman3, 20 points. C) Hartman6, 56 points. More points per cycle (more surrogates) speeds up performance. Figure 5-11 shows box plots of the optimization results out of the 100 experimental designs for the traditional EGO (efficient global optimization algorithm running only with
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kriging) and MSEGO (EGO assisted by nine surrogates) iteration by iteration. Cycle number 0 (initial data set) locates the initial sample with respect to the range of values of the objective function (which is actually reflects how much the room for improvement there is). For Sasena, that means an average of 6% (with maximum of about 17%). For Hartman6, the average relative value of the initial best sample is 40% (with 78% maximum). A benefit from the use of multiple surrogates is the reduced dispersion of the results. Due to parallel computation, in terms of wall clock time, MSEGO takes only a fraction of the time a traditional EGO implementation would need. Using multiple surrogates is mostly attractive when the main concern is the number of cycles rather than the total number of simulations. However, it is interesting to look at what penalty is paid for accelerated time convergence by having to run more simulations. For that purpose, we compare the algorithms for a fixed number of total simulations rather than a fixed number of cycles. Figure 5-12 shows the median over



100 experimental designs of the optimization results with respect to number of function evaluations for EGO and MSEGO. For Sasena there is a substantial penalty in the number of function evaluations and for Hartman3 there is a significant penalty early on, but better final convergence. For Hartman6 the multiple surrogate approach has a distinct advantage. In general, we did not see a clear advantage of any of the methods above the other. Perhaps in a high dimensional space, where more exploration is needed, the diversity of the set of surrogates might present some advantage. We believe that the difference in performance between traditional EGO and MSEGO is due to a combination of factors. One factor is that since the traditional EGO uses only kriging, it is sensitive to experimental designs for which the kriging model is a poor surrogate. In contrast, MSEGO would have other surrogates to balance that. Figure 5-13 illustrates this effect with the experimental design for which EGO had the poorest performance (experimental design #8 out of 100). The for the nine surrogates ranged from 8% to 17%, with kriging being the least accurate surrogate (three surrogates had
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Figure 5-11. Box plot (over 100 experimental designs) of the optimization results as a function of the number of cycles. A) Sasena: EGO. B) Sasena: MSEGO. C) Hartman3, EGO. D) Hartman3: MSEGO. E) Hartman6: EGO. F) Hartman6: MSEGO. Results of MSEGO are obtained with 10 surrogates. Again, MSEGO achieves better results than the traditional EGO. Appendix B explains box plots. below 10%). Another reason for the superiority of MSEGO is that diversity of surrogates tends to improve both exploration and exploitation. Figure 5-14 shows two intersite distance measures of the final data set (we computed the distance between all possible pairs). The median intersite distance (left-hand plots) illustrates how much exploration there is. In all test problems, MSEGO tends to spread the points over the design space more than kriging alone. On the other hand, MSEGO does not prevent points from
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Figure 5-12. Median (over 100 experimental designs) of the optimization results with respect to the number of evaluations. A) Sasena, 12 points. B) Hartman3, 20 points. C) Hartman6, 56 points. It is not clear if multiple points per cycle imply in more function evaluations for a given improvement. clustering. This makes the minimum intersite distance (right-hand plots of Figure 5-14 for Sasena and Hartman3) smaller compared to traditional EGO (although this tendency is reversed for Hartman6). Since we are aiming to reduce the number of cycles needed to achieve a certain normalized distance to the global optimum , we see that the benefits of faster exploration counterbalance the effects of clustering (on top of that, Figure 5-5 illustrates that having points close to each other may not necessarily be bad). 5.5.2 Engineering example: torque arm optimization Figure 5-15 illustrates the data used to build the surrogate models. Figure 5-15A shows the maximum von Misses stress versus mass plot for the 56 training points. Only twelve out of the 56 points are feasible (maximum von Misses bellow allowable value). The best initial sample (which is the lightest feasible one) is 6% lighter than the baseline design. Figure 5-15B illustrates how we determined the penalty factor by looking at the
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Figure 5-13. Contour plots of for experimental design #8 of Sasena function. A) Kriging results: 6 extra points. B) MSEGO results: 54 extra points. For this experimental design, eRMS ranged from 8% to 17% of the response range. Kriging, the least accurate surrogate, returns y = 4.33 after 6 cycles. MSEGO offered an insurance against it, returning y = −1.45 (global optimum is y = −1.46). inclination of the line that passes through the best initial sample and the first point to the right of the constraint violation. That line has inclination −0.45. We conservatively chose the penalty factor f



= 0.5. The objective function J (x) is linearly penalized with



the constraint violation as shown in Figure 5-15C (recollect that the constraint is violated when G (x) > 0). Next, we briefly examine the surrogates created based on the initial 56 points. Table 5-7 presents the PRESSRMS values and the order in which the surrogates rank according to PRESSRMS . Four surrogates (svr-poly, svr-poly-e-full, svr-grbf-q, and svr-grbf-e-full) can be considered equally good at the top (with PRESSRMS bellow 10% of the response range), other five (krg, rbf, shep, svr-poly-e-short, and svr-grbf-e-short) are reasonably good (with PRESSRMS about 15% of the response range), and rbnn seems poorly fitted (with PRESSRMS on the order of 365% of the response range). Nevertheless, we ran MSEGO both with and without rbnn to see whether the rbnn overall accuracy renders it invalid for optimization.
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Figure 5-14. Box plots of intersite distance measures (over 100 experimental designs). A) Sasena (60 points added). B) Hartman3 (100 points added). C) Hartman6 (140 points added). Appendix B explains box plots. Figure 5-16 shows the optimization results obtained by both EGO (efficient global optimization algorithm running only with kriging) and MSEGO (EGO running with nine and all ten surrogates). Figure 5-16A confirms what we learned from previous section. That is, indeed MSEGO speeds up the convergence when compared to traditional EGO. It also shows that rbnn was vital for the overall performance, even though much less accurate than the other surrogates used in MSEGO. Surprisingly, rbnn played an important support role. Table 5-8 shows the identity of the surrogates that brought mass reduction along the optimization. In none of the cases, the mass reduction was obtained
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Figure 5-15. Initial data set for the torque arm example. A) 56 data points (initial best sample has mass of 2.15Kg and maximum von Misses stress of 234MPa). B) Normalization of the initial 56 data points and zoomed region used to calculate the penalty factor. C) Objective function J (x), Eq. 5–8, used for fitting surrogates. Initial best sample (lightest feasible) is 6% lighter than the baseline design. The line between the initial best sample and the first point to the right of the constraint violation has inclination −0.45, as shown in Figure 5-15B. We conservatively penalized the objective function, Eq. 5–8, with constraint violation by a factor of f = 0.5. at a point suggested by rbnn. This means that rbnn was essentially used in exploration of the design space. Figure 5-16B shows that, at the end of fourteen optimization cycles the stress constrain was not active. This means that both EGO and MSEGO (both versions) did not find the global solution of the optimization problem stated in Eq. 5–7. The optimal design configuration is expected to have the maximum von Misses stress equal the allowable value. Figure 5-16B indicates that the choice of the penalty factor as f
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= 0.5



was rather conservative. Based on that, we decided to run MSEGO for five more cycles but now with f



= 0.25. Unfortunately, we did not find any improvement.



We surmised that this is an indication that possible improvements are restricted to a small area of the design space. Then, we switched the optimization algorithm to R the Nelder-Mead Simplex offered by the MATLAB⃝ function fminsearch and used it



= 0.25. Figure 5-16C illustrates all five resulting designs from this exercise. We can observe the 6% improvement in the initial sample compared to the baseline. Then, we see the 7% and 11% improvement over the initial best sample obtained by EGO and MSEGO, respectively. Finally, we have an extra 7% improvement to solve Eq. 5–7 with f



over MSEGO obtained with fminsearch.
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Figure 5-16. Comparison between EGO and MSEGO for the torque arm problem. A) Optimization history for mass. B) Optimization history for maximum von Misses stress. C) Comparison in the response space. Although MSEGO outperforms EGO, both failed in reaching the global solution of Eq. 5–7. This is not a surprise considering that both are global optimization methods. Nevertheless, EGO with 14 extra function evaluations (14 cycles) is not as good as MSEGO with 20 extra function evaluations (2 cycles). The R native MATLAB⃝ function fminsearch is able to finish the optimization locally.
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Figure 5-16A shows that, as early as in the second cycle, MSEGO outperformed the design found by traditional EGO over the fourteen cycles. In terms of number of function evaluations (meaning finite element analysis), MSEGO required eighteen extra points. We also checked what happens if EGO runs for 140 cycles. Figure 5-17 illustrates the results. We can see that EGO would outperform MSEGO with 19 function evaluations. Nevertheless, we can only say that for this particular problem, with this particular initial set of points and optimization setup (changes on any of these would certainly impact both EGO and MSEGO and results could be completely different).



Figure 5-17. Optimization history for mass with respect to the function evaluations for the torque arm design. It takes 19 cycles for EGO to outperform MSEGO. Finally, Figure 5-18 illustrates different design configurations of the torque arm obtained in this exercise. Apparently, most of the mass is taken away reducing the outer radius of both grips (design variables x1 and x2 ). Then, the geometry of the inside cavity controls the maximum von Misses stress. 5.6



Summary



We proposed a multiple surrogate efficient global optimization (MSEGO) algorithm, which uses multiple surrogates to add multiple design sites at each cycle of the efficient global optimization (EGO) algorithm. The approach is based on importing uncertainty estimates to furnish such structures for the surrogates that lack them in their original implementation. MSEGO is a cheap alternative to adding multiple points in each EGO cycle based on single kriging model (computationally very difficult).
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Figure 5-18. Torque arm designs (geometry, mass and maximum von Misses stress). A) Baseline design: mass of 2.28Kg and maximum von Misses stress of 167MPa. B) Best initial design: mass of 2.15Kg and maximum von Misses stress of 234MPa. C) Design obtained with EGO: mass of 1.99Kg and maximum von Misses stress of 239MPa. D) Design obtained with MSEGO: mass of 1.91Kg and maximum von Misses stress of 215MPa. E) Design obtained with fminsearch (refinement of MSEGO design): mass of 1.77Kg and maximum von Misses stress of 250MPa. Three algebraic and one engineering examples and ten surrogates were used to study how well importing uncertainty estimates works and to compare the traditional implementation of EGO (running with kriging alone) with MSEGO (EGO assisted by a set of surrogates). We found that 1.



the imported uncertainty structure performed reasonably well and allowed non-kriging surrogates to be used in the EGO algorithm;



2.



MSEGO reduced substantially the number of cycles required for convergence (MSEGO benefits from the diverse set of surrogates, which reduces the risks associated with poorly fitted surrogates);



3.



the penalty in terms of total number of function evaluations was substantial for one of the three analytic examples, but for another MSEGO provided a substantial reduction in the number of function evaluations and a very large reduction in the number of cycles;



4.



the engineering example showed that there is no reason to discard less accurate surrogates (provided the computational resources to run a certain number of
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additional simulations per cycle). Although accuracy is certainty desirable, diversity also plays an important role in global optimization. Here, there is no penalty in terms of total number of function evaluations for short cycle optimization (up to two optimization cycles, i.e., 20 function evaluations). However, there is some penalty on the long run (considering the 140 function evaluations).
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Table 5-6. Ranking of the surrogates according to median values (over 100 experimental designs) of PRESSRMS and eRMS . PRESSRMS satisfactorily ranks the surrogates. Rank Sasena, 12 points Hartman3, 20 points Hartman6, 56 points PRESSRMS eRMS PRESSRMS eRMS PRESSRMS eRMS 1 svr-poly-q svr-poly-e-full rbnn rbnn rbnn rbnn 2 svr-poly-e-full svr-poly-q krg krg svr-poly-q svr-poly-q 3 svr-poly-e-short rbnn svr-poly-e-short svr-poly-q svr-poly-e-short svr-poly-e-short 4 svr-grbf-q svr-poly-e-short svr-grbf-q svr-poly-e-short krg krg 5 svr-grbf-e-short svr-grbf-e-short svr-poly-q svr-grbf-q svr-grbf-q svr-grbf-q 6 krg shep svr-grbf-e-short shep svr-grbf-e-short svr-grbf-e-short 7 shep krg shep svr-poly-e-full svr-poly-e-full svr-poly-e-full 8 rbnn svr-grbf-q svr-poly-e-full svr-grbf-e-short rbf rbf 9 rbf svr-grbf-e-full rbf rbf shep shep 10 svr-grbf-e-full rbf svr-grbf-e-full svr-grbf-e-full svr-grbf-e-full svr-grbf-e-full



Table 5-7.



PRESSRMS analysis for the torque arm example. In parenthesis the percent PRESSRMS relative to the sampled objective function (which ranges from 0.9 to 4.33). For the rank, the smaller the PRESSRMS value the better. Surrogate PRESSRMS Rank krg rbf rbnn shep svr-grbf-e-full svr-grbf-e-short svr-grbf-q svr-poly-e-full svr-poly-e-short svr-poly-q



0.597 0.663 18.631 0.756 0.406 0.857 0.406 0.404 0.838 0.404



(12%) (13%) (365%) (15%) (8%) (17%) (8%) (8%) (16%) (8%)



5 6 10 7 4 9 3 2 8 1



Table 5-8. Identity of surrogate that suggested designs with reduction in mass. Optimization cycle MSEGO without rbnn MSEGO with rbnn 2 svr-grbf-e-short svr-grbf-e-full 3 krg svr-grbf-e-full 10 — svr-grbf-e-short
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CHAPTER 6 SURROGATE-BASED OPTIMIZATION WITH PARALLEL SIMULATIONS USING THE PROBABILITY OF IMPROVEMENT In Chapter 5 we showed that optimization-based adaptive sampling algorithms can take advangate of multiple surrogates for generating multiple candidate solutions per optimization cycle. Nevertheless, we have found that the approach has the drawback of linking the number of points with the number of surrogates (making it less convinient as the number of points increase). In this chapter, we pursue the alternative of selecting the multiple points using a single surrogate. We chose doing so by maximizing the probability of improvement (that is, the probability of being below a target value). We propose a cheap to evaluate approximation of the probability of improvement (based on the assumption that the correlation between points can be neglected). The approach is tested on three analytic examples. For these examples we compare our approach with traditional sequential optimization based on kriging. We found that indeed our approach was able to deliver better results in a fraction of the optimization cycles needed by the traditional kriging implementation. The results were divulged at the 13th AIAA/ISSMO Multidisciplinary Analysis and Optimization Conference (Viana and Haftka [40]). 6.1 Background: single point probability of improvement After constructing the kriging surrogate model, the efficient global optimization (EGO) algorithm [9] can also add points to the data set by maximizing the probability of improving upon a target value yT (which is a designer choice). Considering the surrogate mean y^(x) and the variance s 2 (x) at a given point x of the design space (which fully characterize a normal distribution), the probability of improvement is



PI (x) = Pr (Y (x) < yT ) = 



(



yT − y^(x) s (x)



) ,



(6–1)



where (.) is the cumulative density function (CDF) of a normal distribution, yT is the target, y^(x) is the kriging prediction, and s (x) is the prediction standard deviation (here estimated as the square root of the kriging prediction variance).
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After adding the new point to the existing data set, the kriging model is updated (usually without the costly update of the correlation parameters). Figure 6-1 illustrates cycles of EGO when the probability of improvement is set with different targets. Figure 6-1A illustrates the initial kriging model and the corresponding probability of



= −4.6 (25% below the present best sample). The maximization of PI (x) suggests including x = 0.63 to the data set. This cycle



improvement considering a target yT



drives optimization towards exploitation of surrogate. However, if the is more ambitious at yT



= −5.5, the maximization of PI (x) suggests x = 0.21 (Figure 6-1B). This is an



exploitation cycle 1 .



A



B



Figure 6-1. Cycle of the efficient global optimization (EGO) algorithm using the probability of improvement. A) Maximization of the probability of improvement with yT = −4.6. B) Maximization of the probability of improvement with yT = −5.5. The point suggested by the maximization of the probability of improvement depends on the target yT . For yT = −4.6 and yT = −5.5, the suggested points are x = 0.63 and x = 0.21, respectively. 6.2



Optimizing the approximated multipoint probability of improvement



When n new multiple sites Xnew can be added, we are interested in the probability of having at least one of the prediction sites below the target yT [72]



1



The choice of the target has a clear impact on the selected point. Further reading on setting the target for optimization can be found in [70, 72, 117]
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PI (X) = Pr (at least Yinew < yT ) = 1 − Pr (Ynew > T) ,



(6–2)



where X an n × ndv matrix that defines the n points, Ynew is the n × 1 vector of the values of the function evaluated at the new prediction sites and T is a n × 1 vector with all elements equal to yT . We can compute the right hand side of Eq. 6–2 using algorithms for evaluating Gaussian cumulative probability distributions in high dimensions [118] 2 . Nevertheless, our experience is that evaluating Eq. 6–2 becomes expensive enough to inhibit its use in optimization (particularly for large number of new prediction sites). On the other hand, if we assume that the multiple sites Xnew are not highly correlated (in practice, the optimization has to be such that points are far enough), the correlation between points can be neglected. Then, we can approximate Eq. 6–2 by



PI (X) = Pr (at least Yinew < yT ) ∼ =1−



n ∏ i =1



(1 − Pr (Yinew < yT )) ,



(6–3)



where Pr (Yinew < yT ) is the probability of improvement of the i − th prediction site computed using Eq. 6–1. The computation of the approximated PI (X) using Eq. 6–3 is substantially simpler and faster than Eq. 6–2 because (i) it does not require building complex covariance matrices needed in 6–2 [72], and (ii) the integral required in Eq. 6–1 is readily available in a closed form (that is, it does not involve expensive numerical evaluation, such as via Monte Carlo integration for example).



R When computing the probabilities with Eq. 6–2, we used the native MATLAB⃝ function mvncdf [94]. For bivariate and trivariate distributions, mvncdf uses adaptive quadrature on a transformation of the t density [119, 120] with 10−8 default absolute error tolerance. For four or more dimensions, mvncdf uses a quasi-Monte Carlo integration algorithm [121, 122] with 10−4 default absolute error tolerance and maximum number of integrand evaluations of 107 .
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When we select points by maximizing (just once) Eq. 6–1, we solve an optimization problem with the same number of variables of the original surrogate (that is, the total number of variables in the maximization of Eq. 6–1 is ndv ). On the other hand, maximization of 6–3 increases the number of variables of the optimization problem by the number of points per cycle (that is, the total number of variables is n × ndv ). Obviously, that makes it a harder problem to solve. One way to overcome this limitation is to constraint the search such that points are apart from at least a δ. Thus, the location of the new data points is obtained by solving the following optimization problem



maximize such that



PI (X) = 1 −



∏n new < y )) , T i =1 (1 − Pr (Yi



min d (x , x ) > δ , √∑ ndv d (x , x ) = k (xik − xjk ) i



i



2



j



(6–4)



j



=1



,



Fortunately, the optimization can be further simplified. Solving Eq. 6–4 is equivalent to sequentially maximize Eq. 6–1 such that points are apart from at least a δ



3



. That is,



we repeat the maximization of Eq. 6–1 n times. Every time we store the candidate solution and impose a constraint such that the next points are at least δ from all previously found points. Figure 6-2 illustrates the idea with the maximization of the multipoint probability using the surrogate of Figure 6-1. Sequential maximization of Eq. 6–1 suggests five new candidate solutions. By comparing Figures 6-2A and 6-2B, we notice that optimizing the



= −4.60 and yT = −5.50 populates the regions around x = 0.2 and x = 0.6 (when yT = −4.60 there is also a point at



multipoint probability of improvement using both yT



The choice of δ is by and large a designer’s choice. Here we have used 10% of the diagonal that cuts the origin and the diametrically opposed corner of the design space 3
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x



= 0.74). This indicates that the multipoint probability of improvement might be slightly



less sensitive to the target than the single point probability of improvement.



A



B



Figure 6-2. Cycle of the efficient global optimization (EGO) algorithm using the multipoint probability of improvement. A) Maximization of the multipoint probability of improvement with yT = −4.6. B) Maximization of the multipoint probability of improvement with yT = −5.5. Five new candidate solutions are suggesting by sequentially maximize Eq. 6–1 such that points are apart from at least a δ = 0.05 (equivalent to solving Eq. 6–4). 6.3 Numerical experiments 6.3.1 Kriging model Table 6-1 details the setup of the kriging model used during this investigation. The DACE tool box of Lophaven et al. [48] was used to run the kriging algorithm. The SURROGATES tool box of Viana [43] was used for easy manipulation of the surrogate and for running the efficient global optimization (EGO) algorithm (using single point probability of improvement and the approximation of the probability of improvement). Table 6-1. Kriging model used in the optimization with probability of improvement study. Kriging component Details Regression model (trend) Zero order polynomial regression model (constant trend function). Correlation model Gaussian correlation with θ0i = 10 and 0 ≤ θi ≤ 200, i = 1, 2, ... , d for optimizating hyper-parameters.
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6.3.2 Analytic examples As test problems, we employed the two following analytical benchmark problems: •



Sasena function (2 variables, illustrated Figure 5-6) [110] ( ) y (x) = 2 + 0.01 x2 − x12 2 + (1 − x1 )2 + 2(2 − x2 )2 + 7 sin (0.5x1 ) sin (0.7x1 x2 ) ,



0≤x



1



•



≤ 5, 0 ≤ x2 ≤ 5 .



Hartman functions (3 and 6 variables)([96] ) q m ∑ ∑ y (x) = − ai exp − bij (xj − dij )2 , j =1 i =1



(6–5)



(6–6)



0 ≤ xj ≤ 1 , j = 1, 2, ... , m.



We use two instances: Hartman3, with 3 variables and Hartman6 with 6 variables. [ ] For both q = 4 and a = 1.0 1.2 3.0 3.2 . Other parameters are given in Table 6-2. Table 6-2. Parameters used in the Hartman function. Function Parameters    Hartman3



Hartman6



3.0 10.0 30.0 0.3689 0.1170 0.1 10.0 35.0  0.4699 0.4387   B= 3.0 10.0 30.0 D =  0.1091 0.8732 0.1 10.0 35.0 0.03815 0.5743   10.0 3.0 17.0 3.5 1.7 8.0 0.05 10.0 17.0 0.1 8.0 14.0  B=  3.0 3.5 1.7 10.0 17.0 8.0  17.0 8.0 0.05 10.0 0.1 14.0  0.1312 0.1696 0.5569 0.0124 0.8283 0.2329 0.4135 0.8307 0.3736 0.1004 D= 0.2348 0.1451 0.3522 0.2883 0.3047 0.4047 0.8828 0.8732 0.5743 0.1091







0.2673 0.7470 0.5547 0.8828







0.5886 0.9991 0.6650 0.0381



First, we study the estimates of the probability of improvement using one twenty-point experimental design of the Hartman3 function. We compare accuracy and computation times when nnew



= 5, 10, and 20 points per cycle are added to the data set. We generate



1, 000 sets of nnew points (randomly selected over the design space without duplicating already sampled points). The global probability of improvement is taken as the ratio of the number of points below yT and the total number of tested points (1, 000 × nnew ). For



113



each set, we also compute the multipoint probability of improvement using Eqs. 6–2 and 6–3 and we use their mean (over the 1, 000 sets) as the estimator of the global probability of improvement. Next, we check how good the approximation (Eq. 6–3) is as an estimate of the probability of improvement. We start sampling Sasena, Hartman3, and Hartman6 with



12, 20, and 56 points, respectively. Then we build an estimate of the global probability of improvement over the design space. We use Monte Carlo simulation with 50, 000 sets of nnew points (nnew = 1, 5, and 10, randomly selected over the design space without duplicating already sampled points). The global probability of improvement is taken as the ratio of the number of points below yT and the total number of tested points (50, 000 × nnew ). For each entry of the set we also compute the probability of improvement using Eq. 6–3 and we use its mean (over the 50, 000 sets) as the estimator of the probability of improvement. Finally, we use the probabilities for optimization driven sequential sampling. We start sampling Sasena, Hartman3, and Hartman6 with 12, 20, and 56 points, respectively. In the sequence, we let EGO run for six, ten, and fourteen cycles for Sasena, Hartman3, and Hartman6 functions, respectively. To average out the influence of the initial data set, we repeat the experiments with 100 different Latin hypercube R Latin designs [87, 88]. The experimental designs are created by the MATLAB⃝



hypercube function lhsdesign [94], set with the “maxmin” option with 1, 000 iterations. Full details of the sequential sampling study are given in Table 6-3. 6.3.3 Optimizing the probability of improvement The efficient global optimization (EGO) algorithm is sequential in nature and involves optimizing Eq. 6–1 (as many times as the requested number of points per cycle) at each cycle. We have chosen using the population based global optimization algorithm called differential evolution to maximize Eq. 6–1. Differential Evolution (DE) [114, 115] was proposed to solve unconstrained global optimization problems of
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Table 6-3. EGO setup for the analytic test problems. When multiple points per cycle are added, we maximize the approximated multipoint probability of improvement. Setup Sasena Hartman3 Hartman6 Points in the initial experimental design 12 20 56 Maximum number of optimization cycles



6



10



14



Number of function evaluations running EGO with 1 point per cycle



6



10



14



Number of function evaluations running EGO with 5 points per cycle



30



50



70



Number of function evaluations running EGO with 10 points per cycle



60



100



140



continuous variables. Like most population based algorithms, in DE, candidate solutions are taken from the population of individuals and recombined to evolve the population to the next DE iteration. At each DE iteration, new candidate solutions are generated by the combination of individuals randomly chosen from the current population (this is also referred to as “mutation” in the DE literature). The new candidate solutions are mixed with a predetermined target vector (operation called “recombination”). Finally, each outcome of the “recombination” is accepted for the next DE iteration if and only if it yields a reduction in the objective function (this last operator is referred to as “selection”). The free companion code of [115] was used to execute the DE algorithm with the following specifications: •



Initial population: a population of 10 × nv (where nv is the number of design variables) candidate solutions is randomly spread over the design space.



•



Number of iterations: 50.



•



DE-stepsize: 0.8.



•



Crossover probability: 0.8.



•



Strategy: “DE/rand/1/bin”.
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To increase the chances of success in the DE optimization, we run it four times and take the best solution (in terms of the expected improvement) (success of multiple independent optimization was studied by Schutte et al. [116]). This point is then used to evaluate the objective function EGO is trying to optimize and later on update kriging. 6.4



Results and discussion



First, we study the different estimates of the probability of improvement using the Hartman3 function. Figure 6-3A shows that overall the kriging overestimates the global probabilities. However, the differences between Eqs. 6–2 and 6–3 in terms of accuracy are minute. Figure 6-3B and 6-3C show the results for the computational time. With Eq. 6–2, evaluating the probability of improvement of a single set of points ranged from a fraction to almost ten seconds, as seen in Figure 6-3B. These numbers makes 6–2 unattractive for optimization. On the other hand, Figure 6-3C shows that the numbers are much better for the approximation given by 6–3, as they all stay in the fraction of a millisecond range. Figure 6-3D illustrates the ratio between the computational times of these two approaches. The approximation runs between 100 and 100, 000 faster than the computation that takes the correlation between points into account. Next, we check how difficult it might be to achieve the target for the three test problems. Figure 6-4 shows de box plots of the initial best sample yIBS and the target values yT (for both 10% and 25% improvement) and contrasts them with test points ytest R (created with the MATLAB⃝ Latin hypercube function lhsdesign, using the “maxmin”



option with 100 iterations). For the Sasena function (Figure 6-4A), the target values lie in the lower tail of the distribution of ytest and do not go below the global optimum y ⋆ . This is partly due to the fact that the function changes sign near the median of yIBS , so that the target is often very modest. This would mean that it should be reasonably easy to achieve the target. For Hartman3 (Figure 6-4B), some target values for 10% improvement and most of them for 25% improvement are actually below y ⋆ , so that the target values would be difficult or impossible to achieve. For Hartman6 (Figure



116



A



B



C



D



Figure 6-3. Comparison of estimates of probability of improvement for a single twenty-point experimental design of the Hartman3 function. A) Global and estimated probability of improvement when new points fill the design space with maximization of the distance. B) Computational time using Eq. 6–2. C) Computational time using Eq. 6–3. D) Ratio of computational times. R Simulations conducted on an Intel⃝ Core 2 Quad CPU Q 6600 at 2.40GHz , R R ⃝ with 3GB of RAM running MATLAB 7.7 R2008b under Windows XP⃝ . 6-4C), some target values are below y ⋆ , but here the interesting observation is that both



yIBS and yT lie in the outliers of the distribution of ytest . This would mean that random experimental designs would have a low probability of achieving the target, and the search for the maximum probability of achieving the target would be more arduous. In addition, we can see the difficulties in setting a good target value both because we do not know whether it will fall below the global optimum, and because the distribution of the function can make it difficult to reach.
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Figure 6-4. Box plots of the initial best sample yIBS , target yT , and test points ytest (yIBS and yT are taken over 100 experimental designs). A) Sasena, 12 initial points. B) Hartman3, 20 initial points. C) Hartman6, 56 initial points. The global optimum y ⋆ is also shown. Appendix B details box plots. We also checked how well Eq. 6–3 estimates of the probability of improvement. Figure 6-5 shows the median (over 100 experimental designs) of the global and estimated probability of improvement for two different target settings and for different number of points. As shown in Figure 6-5A, the Sasena function shows high probabilities of improvements. Also the agreement between the estimate and the global probability of improvement is reasonable. For Hartman3 (Figure 6-5B), there is underestimation when the target is 10% improvement. This may be due to the approximation of treating the probabilities as independent, or due to the inaccuracy of the kriging uncertainty model. When the target is 25% improvement, since it is most of the time below the global optimum, the global probability of improvement is usually zero. However, since the estimated probability of improvement is never zero we still get some small values. For Hartman6, Figure 6-4C showed that typically there is room for improvement (except the cases in which the target falls below the present best sample), but Figure 6-5C



118



shows that kriging grossly underestimates the global probabilities. Two factors contribute to this. First, the global minimum is fairly deep (as we saw in Figure 6-4C). Second (and as a consequence), the kriging prediction often is trapped in the higher values of the objective function. The result is very small probability of meeting the target. Figure 6-6 illustrate such case showing both the cumulative distribution function of the kriging prediction for one 56 point experimental design and the Hartman6 function (based on



10, 000 test points). The kriging prediction is substantially more distributed towards the upper 15% of the response (that is, between −0.5 and 0). This makes the probability of being below the target yT = −1.7 very small. Nevertheless, an overall conclusion from Figure 6-5A may be that probability of improvement approximated by Eq. 6–3 may not be very good when the global probabilities are small. We have seen that Eqs. 6–2 and 6–3 are only poor estimates of the global probability of improvement. Nevertheless, we believe they may still be useful for optimization. So next we compare the probability of improvement (Eq. 6–1) with the expected improvement (Eq. 5–2) as criteria for point selection to be used by EGO. Figure 6-7 shows the median (over 100 experimental designs) of the optimization history when running EGO with these two criteria. Except for the Sasena function, the probability of improvement exhibits performance comparable to the expected improvement most of the time (with very little sensitivity with respect to the target value). Next, we investigate how good the multipoint probability of improvement approximated by Eq. 6–3 is as an infill criterion. Figure 6-8 shows the median (over 100 experimental designs) of the optimization history when the probability of improvement is used with increasing number of points per cycle. We can see that although there is no dramatic difference due to different target settings, there is clear benefit of adding more points per cycle. For all cases, the more points added per cycle, the faster the convergence. Unfortunately, the insignificant difference between 5 and 10 points per cycle shows that the gains do not scale very well with the number of points per cycle.
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Figure 6-5. Median of the global and estimated probability of improvement (over 100 experimental designs). A) Sasena, 12 initial points. B) Hartman3, 20 initial points. C) Hartman6, 56 initial points. Kriging struggles in estimating the probability of improvement.
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Figure 6-6. Cumulative distribution function for kriging prediction in one experimental design of Hartman6 fitted with 56 points. Most of the time kriging prediction is substantially above the target. That makes the probability of meeting the target very small. Using multiple points per cycle is mostly attractive when the main concern is the number of cycles rather than the total number of simulations. However, it is interesting to look at what penalty is paid for accelerated time convergence by having to run more simulations. For that purpose, we compare the algorithms for a fixed number of total simulations rather than a fixed number of cycles. Figure 6-9 shows the median over



100 experimental designs of the optimization history with respect to number of function evaluations. As Chapter 5, we did not see a clear advantage or penalty of any of the strategies (as far as number of points per cycle) above the other. There is a small advantage in setting the target to 25% though. We found that the success in using the probability of improvement for optimization seemed orthogonal to the first learning that the Eqs. 6–1, 6–2 and 6–3 are poor estimates of the global probability of improvement. We saw that the probability and expected improvement are possibly equally useful for EGO (Figure 6-7). But we still need to understand why optimizing poor probability estimates is effective. One possible way to look at it is to check the probabilities of points that were selected by EGO. Differently from any other points in the design space, these points present the highest probability values and potentially might lead to actual improvement. Table 6-4 show the median (out of 100 experimental designs) of the probability of improvement of
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Figure 6-7. Median (over 100 experimental designs) of the optimization history for single point expected improvement EI (x ) (Eq. 5–2) and probability of improvement PI (x ) (Eq. 6–1). A) Sasena, 12 initial points. B) Hartman3, 20 initial points. C) Hartman6, 56 initial points. Probability of improvement may be as suitable for optimization as the expected improvement. points selected in the first optimization cycle (by maximizing Eqs. 6–1 and 6–3). For Sasena, we do not see significant differences between points that met and did not met the target. This is probably because of the point density (12 points in two dimensional space) does not impact the kriging estimates. On the other hand, both Hartman3 and Hartman6 show that for reasonable target (i.e., 10%) points that met the target have in general higher probability of improvement than points that did not. This tendency is also observed when targeting 25% improvement in Hartman3. Overall, we understand
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Figure 6-8. Median (over 100experimental designs) of the optimization history with respect to the number of points per cycle. A) Sasena, 12 initial points. B) Hartman3, 20 initial points. C) Hartman6, 56 initial points. We optimize Eqs. 6–1 and 6–3 to obtain the single point and multipoint per cycle, respectively. As expected, more points per cycle speeds up performance. 123
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Figure 6-9. Median (over 100 experimental designs) of the optimization history with respect to the number of function evaluations. A) Sasena, 12 initial points. B) Hartman3, 20 initial points. C) Hartman6, 56 initial points. We optimize Eqs. 6–1 and 6–3 to obtain the single point and multipoint per cycle, respectively. Surprisingly, multiple points per cycle might not necessarily imply in more function evaluations for a given improvement. 124



that although results might depend on the selected target, the kriging probability of improvement relates reasonable well with actual improvement in the promising regions of the design space. Table 6-4. Median (out of 100 experimental designs) of the probability of improvement of points points selected by kriging. Function Target Points per Points that met the Points that did not cycle target meet the target Sasena 10% 1 0.07 0.07 5 0.30 0.29 10 0.30 0.30 25% 1 0.07 0.06 5 0.30 0.27 10 0.29 0.29 Hartman3 10% 1 0.40 0.27 5 0.91 0.81 10 0.89 0.81 25% 1 0.08 0.03 5 0.32 0.13 10 0.23 0.15 Hartman6 10% 1 0.14 0.05 5 0.39 0.26 10 0.37 0.22 25% 1 0.01 0.001 5 0.01 0.01 10 0.02 0.01 6.5



Summary



We proposed running the efficient global optimization (EGO) algorithm with an approximated multipoint probability of improvement. The approach relies on using an estimate of the probability of improvement that neglects the correlation between data points. In the numerical experiments, we used three algebraic examples that allowed us to find that 1.



the cheap-to-evaluate multipoint approximation of the probability of improvement is good enough for point selection (we found it to be a cheap alternative to the multipoint expected improvement),



2.



from the points selected by maximizing the probability of improvement, those which met the target present higher probabilities of improvement than those that did not 125



meet the target. This is an indication that the kriging probability of improvement might correlate with actual improvement only locally, and 3.



the number of cycles for convergence is reduced as we increase the number of points per cycle.
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CHAPTER 7 CONCLUSIONS AND FUTURE WORK 7.1 Summary and Learnings Design analysis and optimization based on high-fidelity computer experiments is commonly expensive. Surrogate modeling is often the tool of choice for reducing the computational burden. However, even after years of intensive research, surrogate modeling still involves a struggle to achieve maximum accuracy within limited resources. Although it is possible to improve the surrogate accuracy by using more simulations, limited computational resources often makes us face at least one of the following problems: •



Desired accuracy of a surrogate requires more simulations than we can afford.



•



We use the surrogate for optimization, but we find that the solution is infeasible when we run the high-fidelity analysis.



•



We use the surrogate for global optimization and we do not know how to simultaneously obtain multiple possible optimal solutions. This work discussed and proposed sophisticated and yet straightforward techniques



to address these three issues. We focused on (i) use of multiple surrogates (ii) safe estimators under limited budget, and (iii) sequential sampling and driven by optimization. First, we discussed multiple surrogates and cross validation for estimating prediction error. We discussed potential advantages of selection and combination of surrogates. We found that: 1.



Using multiple surrogates is attractive because no single surrogate works well for all problems and the cost of constructing multiple surrogates is often small compared to the cost of simulations.



2.



Cross validation is effective in filtering out inaccurate surrogates. With sufficient number of points, cross validation may even identify the best surrogate of the set.



3.



Cross validation for either selection or combination becomes more attractive in high dimensions (when a large number of points is naturally required). However, it appears that the potential gains from combination diminishes substantially in high dimensions.



127



We also examined the utility of using a very large set of surrogates versus a selected subset for combination. This decision is shown to depend on the weighting scheme. Next, we approached surrogates that safely predict the actual response (particularly useful in constrained optimization or in reliability-based design optimization). One widely used method for safe estimation is to bias the prediction response by additive or multiplicative constants (termed safety margin and safety factors, respectively). We proposed a strategy for designing conservative surrogates via estimation of safety margins with cross valiation. We found that: 1.



Cross validation appears to be useful for both estimation of safety margin and selection of surrogate. However, it may not be accurate enough when the number of data points is small.



2.



The uncertainty in the estimation of the actual conservativeness can be estimated using the Wilson interval. Finally, we studied modern algorithms for surrogate-based global optimization



with parallel function evaluation. We focused on approaches that use the surrogate uncertainty estimator to guide the selection of the next sampling candidate – e.g., the efficient global optimization (EGO) algorithm. We proposed two strategies for enabling optimization with parallel function evaluations. First, we proposed using multiple surrogates – we called it multiple surrogate efficient global optimization (MSEGO) algorithm. The strategy is not limited to only surrogates that provide uncertainty estimates (such as kriging). In such case, we proposed importation of uncertainty estimates from other models. We found that: 1.



The imported uncertainty structure enable non-kriging surrogates to run the EGO algorithm.



2.



MSEGO speeds up the optimization convergence. Substantial reduction in the number of required cycles is achieved by using several simulations per cycle. There is also a benefit from the diversity of the set of surrogates. We found that this reduced the risks associated with poorly fitted surrogates.
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3.



It is not clear whether there is penalty in terms of total number of function evaluations. Out of three analytic examples, there was substantial penalty for only one. However, for another, MSEGO provided reduction in the number of function evaluations. The second strategy uses a cheap-to-evaluate approximation of the probability of



improvement to provide multiple points per cycle. The approximation is based on the assumption that correlation among different points can be neglected provided that they are sufficiently distant from one another. We found that: 1.



Estimates of the probability of improvement (either when considering or neglecting correlation) might be unsatisfactory when the actual probabilities are low. While that fact has prevented such estimates to be used for stopping criterion, we found that it does not hinder optimization.



2.



The proposed cheap-to-evaluate multipoint approximation of the probability of improvement was successfully applied for point selection.



3.



As with MSEGO, multiple points per cycle speeded up optimization convergence. 7.2



Perspectives



There are few directions that would be worth pursuing in multiple surrogates for prediction and optimization. With respect to multiple surrogates, we point the following topics for future research: 1.



Variable fidelity framework: multiple surrogates can potentially identify regions of high uncertainty. That information might be used for properly designating the fidelity level of extra simulations.



2.



Reliability-based desgin optimization: multiple surrogates might be used first as an insurance against poorly represented limit state, or in sequential sampling (for further accuracy of the limit state approximation).



3.



Visualization and design space exploration: this is very promising since different surrogates might be more accurate in different regions of the design space. In addition, recent developments in computer hardware (e.g., graphics processing units) might make multiple surrogates visualization more affordable. With respect to safe estimators under limited budget, we suggest the combined use



of conservative predictions and sequential sampling strategies. This could potentially
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increase surrogate accuracy in the regions near the optimum (reducing chances of overdesign or failure). With respect to sequential sampling driven by optimization, we see potential in: 1.



Estimation of the expected improvement and probability of improvement: current metrics are useful for point selection. We believe that research in better estimators would improve both sampling and information used to stop optimization.



2.



Combined use of space-filling and adaptive sampling: this might increase robustness in short cycle optimization.



3.



Influence of the surrogate accuracy: when simulations are extremely expensive, the poor quality of the surrogates might be an issue even when using multiple surrogates. Finally, complexity and in some cases the lack of commercial software may hinder



these techniques from popularity in the near term. So, we believe that investments in packages and learning tools together with ongoing scientific investigation are very beneficial.
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APPENDIX A OVERVIEW OF THE SURROGATE TECHNIQUES USED IN THIS WORK A.1



Response surface



Response surface assumes that while data is contaminated with noise (random with standard normal distribution) and that the actual model is known (sum of basis functions fi (xj )). An observation at a point xj of the design space (function evaluation or experimentation) is modeled by:



y (x) = ej +



nb ∑ i =1



bi fi (xj ) ,



(A–1)



The estimated response y^(x) at any point x is obtained by with the estimators βi of the coefficients bi



y^(x) = where nβ



= nb .



nβ ∑ i =1



βi fi (xj ) ,



(A–2)



According to the response surface theory [25–27], the coefficients βi can estimated by least squares provided the set of (enough) data points X



= [x , ... , xp ]T and 1



respective observations y:



β



=



( T )−1 T F F F y,



(A–3)



where F is the Gramian matrix (matrix of linear equations constructed using the basis functions fi (x) [25–27]) of the design matrix X. Response surface models also offers a point-wise measure of uncertainty, the so-called prediction variance at a point x can estimated by [



(y − ^y)T (y − ^y) sPRS (x = p−n 2



β
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]



(



)− 1



f0T FT F



f0 ,



(A–4)



where y and ^ y are the values of the actual and estimated responses at the p sampled points, nβ is the number of coefficients of the response surface, and f0 and F are the Gramian matrices of x and the design matrix X, respectively. Figure A-1 depicts the concepts presented so far showing both the prediction and the error estimates of the response surface.



Figure A-1. Quadratic polynomial response set of five ( surface y^PRS (x ) of an arbitrary ) points of the function y (x ) = 10 cos(2x ) + 15 − 5x + x 2 /50. Uncertainty (which amplitude is sPRS (x )) associated with y^PRS (x ) is shown in gray. Within the response surface framework, the obtained model is expected to filter the noise of the observed data (this might explain the popularity in industrial applications and experimental sciences [123]). It is also possible to identify the significance of different design factors directly from the coefficients in the normalized regression model (in practice, using t -statistics). In spite of the advantages, there is always a drawback when applying response surface to model highly nonlinear functions (as in Figure A-1). Even though higher-order polynomials can be used for example, it may be difficult to take sufficient sample data to estimate well all coefficients. In this work, the SURROGATES tool box [43] was used to execute the (polynomial) response surface. A.2



Kriging



Kriging estimates the value of a function as a combination of known functions fi (x) (e. g., a linear model such as a polynomial trend) and departures (representing low and high frequency variation components, respectively) of the form
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y^(x) =



m ∑ i =1



βi fi (x) + z (x) ,



(A–5)



where z (x) is assumed to be a realization of a stochastic process Z (x) with zero mean, process variance σ 2 , and spatial covariance function given by



cov (Z (xi ), Z (xj )) = σ R (xi , xj ) ,



(A–6)



= p1 (y − Xb)T R− (y − Xb) ,



(A–7)



2



σ2



1



where R (xi , xj ) is the correlation between xi and xj , y is value of the actual responses at the sampled points, X is the Gramian design matrix constructed using basis functions in the trend model at the design points, R is the matrix of correlations among design points, b is an approximation of the vector of coefficients βi of Eq. A–5. We can estimate the uncertainty in y^(x) using the kriging prediction variance 2 sKRG (x) (also known as mean squared error of the predictor):



2 sKRG (x) = σ2



(



1 + uT



) ( T − 1 )− 1 X R X u − rT X−1 r ,



(A–8)



where u = XT R−1 r − f , r is the vector of correlations between the point x and the design points, f is the vector of basis functions in the trend model at point x. Figure A-2 depicts the concepts presented so far showing both the prediction and the error estimates of kriging. We can see the implications of the kriging statistical assumptions; as an interpolator, the error vanishes at data points. Although conventional kriging models interpolate training data, the extension to noisy data is already available [124]. Kriging is a flexible technique since different instances can be created by choosing different pairs of trend and correlation functions. See [19–21] for more details about kriging. In this research, the tool box of Lophaven et al. [48] was used to execute the kriging interpolator.
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Figure A-2. Kriging (model y^KRG (x ) of an arbitrary ) set of five points of the function y (x ) = 10 cos(2x ) + 15 − 5x + x 2 /50. Uncertainty (which amplitude is sKRG (x )) associated with y^KRG (x ) is shown in gray. A.3



Radial basis neural networks



A radial basis neural network is an artificial neural network which uses radial basis functions as transfer functions. A radial basis neural network consists of two layers: a hidden radial basis layer and an output linear layer, as shown in Figure A-3. Radial basis neural network estimates the value of a function as:



y^(x) =



nH ∑ i =1



ai ρ (x, ci ) ,



(A–9)



where nH is the number of neurons in the hidden layer, ai are the weights of the linear output neuron, ci is the center vector for neuron i , and ρ (x, ci ) is the radial basis function. A typical basis function is the following ( ) ρ (x, ci ) = exp −β∥x − ci ∥2 .



(A–10)



Figure A-4 illustrates a radial basis neural network fitted to the same data points of Figure A-1. A radial basis neural network may require more neurons than standard feedforward and backpropagation networks, but often they can be designed in a fraction of the time it takes to train standard feedforward networks. A crucial drawback for some applications



134



Figure A-3. Radial basis neural network architecture.



Figure A-4. Radial basis neural network model y^RBNN (x ) of an) arbitrary set of five points ( of the function y (x ) = 10 cos(2x ) + 15 − 5x + x 2 /50. Current implementation does not offer uncertainty estimates. is the need of too many training points. Radial basis neural network is comprehensively presented in [17, 18]. R Here, we use the native neural networks MATLAB⃝ tool box [94] to execute the



radial basis neural network algorithm. A.4



Linear Shepard



Shepard is an interpolation method based on weighted average of values at the data points. It is an instance of moving least square that estimates the value of a function as n ∑



y^(x) =



i =1



Wi (x)Pi (x) n ∑



i =1



Wi (x)
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,



(A–11)



where Pi (x) is a local approximation function centered at x (k ) and Wi (x) are weight functions. We use the linear Shepard that, which has weight functions of the form [125] (



) 2 k Rw − dk (x)  + Wk (x) =    , (k ) Rw dk (x) ( )



where dk (x) is the Euclidean distance between the points x and x(k ) , Rw(k )



(A–12)



=



√



Nw D 2 > 0 4n



is the radius of influence about the point x(k ) chosen large enough to include Nw points, and D is the maximum distance between two data points. The linear Shepard uses



Pi (x) = yk +



m ∑ aj(k ) (xj − xj(k ) ) , j =1



(A–13)



where aj(k ) are the minimum norm solution of the linear least square problem



mina∈E m ∥Aa − b∥ , ( ) Aj = √wij k x ij − x k t ( ) bj = √wij k yij − yk . 2



( )



( )



,



(A–14)



Figure A-7 illustrates a linear Shepard model fitted to the same data points of Figure A-1.



Figure A-5. Linear Shepard (model y^SHEP (x ) of an arbitrary ) set of five points of the 2 function y (x ) = 10 cos(2x ) + 15 − 5x + x /50. Current implementation does not offer uncertainty estimates.
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An open issue the linear Shepard is the choice of Nw . To learn more about Shepard algorithm see [126, 127]. In this thesis, the code developed by Mr. David Easterling and Mr. Nick Radcliffe (based on SHEPPACK[127]) to execute the linear Shepard algorithm. A.5 Support vector regression Support vector regression is a particular implementation of support vector machines. In support vector regression, the aim is to find y^(x) that has at most a deviation of magnitude ϵ from each of the training data. Support vector regression estimates the value of a function as



y^(x) =



p ∑ i =1



(ai − ai∗) K (xi , x) + b ,



(A–15)



where K ((x )i , (x )) is the so-called kernel function, (x )i are different points of the original data set and (x ) is the point of the design space in which the surrogate is evaluated. Parameters ai , ai∗ , and b are obtained during the fitting process. Table A-1. Example of kernel functions. Name Formula Gaussian radial basis function (GRBF) Exponential radial basis function (ERBF) Spline ANOVA



(



′ 2



(



′



K (x, x′ ) = exp − ∥x2−σx2∥



K (x, x′ ) = exp − ∥x2−σx2 ∥



)



)



= 1 + ⟨x, x′⟩ + ⟨x, x′⟩ min (x, x′) − (min (x, x′)) ∏ K (x, x′ ) = Ki (xi , x ′ i ) i Ki (xi , x ′ i ) = 1 + xi x ′i + (xi x ′i ) + ′ ′ (x(i x i ) min (xi , x i ) −) xi x ′i (xi + x ′i ) (min (xi , x ′i )) + xi + 4xi x ′ i + x ′ i (min (xi , x ′ i )) − ′ ′ ′ (xi + x i ) (min (xi , x i )) + (min (xi , x i )) K (x, x′ )
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During the fitting process, support vector regression minimizes an upper bound on the expected risk unlike empirical risk minimization techniques, which minimize the error on the training data. This is done by using alternative loss functions. Figure A-6
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shows two of the most common possible loss functions. Figure A-6A corresponds to the conventional least squares error criterion and Figure A-6B illustrates the ϵ-insensitive loss function, which is given by the following equation:



l (x) =



  



if |y (x) − y^ (x)| ≤ ε



ε,



 |y (x) − y^ (x)| ,



A



.



(A–16)



otherwise



B



Figure A-6. Loss functions used in support vector regression. A) Quadratic. B) ϵ-insensitive. The implication is that in support vector regression minimizes the goal is to find a function that has at most ϵ deviation from the training data. In other words, the errors are considered zero as long as they are less than ϵ. Besides ϵ, the fitting the support vector regression minimizes model has a regularization parameter C .



C determines the compromise between the complexity and



the degree to which deviations larger than ϵ are tolerated in the optimization formulation. If C is too large (infinity), the tolerance is small and the tendency is to have the most possible complex support vector regression model. Figure A-7 illustrates a support vector regression model fitted to the same data points of Figure A-1. An open issue in support vector regression minimizes is the choice of the values of parameters for both kernel and loss functions. To learn more about support vector regression see [22–24].
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Figure A-7. Support vector regression model y^SVR (x ) of an)arbitrary set of five points of ( the function y (x ) = 10 cos(2x ) + 15 − 5x + x 2 /50. Current implementation does not offer uncertainty estimates. In this thesis, the code developed by Gunn [49] was used to execute the support vector regression algorithm.
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APPENDIX B BOX PLOTS In a box plot, the box is defined by lines at the lower quartile (25%), median (50%), and upper quartile (75%) values. Lines extend from each end of the box to show the coverage of the rest of the data (i.e., they are plotted at a distance of 1.5 times the inter-quartile range in each direction or the limit of the data, if the limit of the data falls within 1.5 times the inter-quartile range). Outliers are data with values beyond the ends of the lines by placing a “+” sign for each point. R The example given in the MATLAB⃝ tutorial [94] (see Figure B-1) shows the box



plot of car mileage grouped by countries.



Figure B-1. Example of box plot.
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APPENDIX C CONSERVATIVE PREDICTORS AND MULTIPLE SURROGATES In this appendix, we show the benefits of multiple surrogates in terms of the relative error growth. We do not expect to make the select the surrogate with best estimation of the safety margin (see the issues faced in the Branin-Hoo example while discussing Figures 4-7 and 4-6). Instead, we expect to reduce the relative error growth due to inadequate choice of the surrogate. Given a set of surrogates, we re-define the relative error growth by



REG



= eeRMS −1, ∗ RMS



(C–1)



∗ is the eRMS of the set where eRMS is taken at a given target conservativeness, and eRMS



of surrogates without adding any safety margin. Eq. C–1 implies that even for the unbiased surrogates, there might be relative error growth. Only the most accurate surrogate (i.e., surrogate with smallest eR MS , which we call BestRMSE ) has REG



= 0. As we ask for conservative estimation, two things



happen: (i) because of Eq. 4–3, the identity of BestRMSE might change, and (ii) even



BestRMSE looses some accuracy (but the loss is minimal). Thus, if the goal is to reduce the losses, we suggest to select the surrogate that has smallest estimated relative error growth. That is, for every target conservativeness, we pick the surrogate with smallest



PRESSRMS , which we call BestPRESS (we update the PRESSRMS values using Eqs. 4–8 and 3–3). We employed the Hartman6 function sampled with 110 points and fitted to the surrogates shown in Table C-1 to illustrate our strategy for surrogate selection. Again, we used the DACE tool box of Lophaven et al. [48] and SURROGATES tool box of Viana [43] to execute the kriging and polynomial response surface methods. Additionally, we R also used the native neural networks MATLAB⃝ tool box [94] and the code developed by



Gunn [49] to run radial basis neural network and support vector regression algorithms,
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respectively. We use multiple instances of different surrogates in the same fashion of Viana et al. [34] and Sanchez et al. [30]. This is possible because kriging allows different instances by changing parameters such as basis and correlation functions. As we said, although there might be better implementations, for the purpose of this paper it is advantageous to have some poor surrogates in the mix, because it is when surrogates are least accurate that compensating for their errors by conservativeness is most important. We use 1, 000 experimental designs to average out the dependency of the data points. Table C-1. Surrogates used in the study of conservative predictors and multiple surrogates. Surrogates Details krg0 Kriging model: krg0, krg1, and krg2indicate zero, first, and krg1 second order polynomial regression model, respectively. krg2 In all cases, a Gaussian correlation and θ0i = 10, and 0 ≤ θi ≤ 200, i = 1, 2, ... , d were used. We chose 3 different kriging surrogates by varying the regression model. rbnn Radial basis neural network: goal = (0.5 × y)2 and spread = 1/3. svr-grbf-full Support vector regression: “grbf” and “poly” indicate the svr-grbf-short kernel functions (Gaussian and second order polynomial svr-poly-full respectively). svr-poly-short All use ϵ–insensitive loss functions. “full” and “short” refer to different values for the regularization parameter, C , and for the insensitivity, ϵ. Full adopts C = ∞ and ϵ = 1 × 10−4 , while “short01” and “short02” uses the selection of values according to Cherkassky and Ma [95]. √ √ For “short01” ϵ = σy / p , and for “short02” ϵ = 3σy lnp /p ; and for both C = 100 max | y + 3σy |, | y − 3σy |, where y and σy are the mean value and the standard deviation of the function values at the design data, respectively. We chose 4 different surrogates by varying the kernel function and the parameters C and ϵ. prs2 Polynomial response surface: Full models of degree 2 and prs3 3. Figure C-1 shows in black, the frequency in which different unbiased surrogates appear as most accurate of the set out of 1, 000 experimental designs. The gray bars
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in Figure C-1 show the frequency in which the surrogates are most accurate for the experimental design #50 when the target conservativeness varies from 50% to 100%. We can extend what is known in the literature by saying that the accuracy will depend not only on the problem and experimental design but also on the conservativeness level. We hope that by selecting the surrogate using PRESSRMS we can avoid further losses of a poorly fitted model.



Figure C-1. eRMS analysis for Hartman6 (110 points): 1, 000 experimental design and 51 target %c (from 50% to 100%). Most accurate surrogate changes not only with the design of experiment but also with the target %c . Figure C-2 gives the median over 1, 000 experimental designs of the relative error growth for the Hartman6 function fitted with 110 points. The actual relative error growth is checked with Eq. C–1 (large set of test points) using the eRMS of the most accurate unbiased surrogate of the set as reference. This figure shows four surrogates: •



“krg0”: most accurate surrogate for target conservativeness close to 50% (unbiased case).



•



“rbnn”: most accurate surrogate for high values of target conservativeness.



•



BestPRESS : surrogate with the smallest PRESSRMS at each conservativeness level.



•



BestRMSE : surrogate with the smallest eRMS at each conservativeness level. Figure C-2A reinforces the idea that the loss in accuracy depends on the experimental



design and on the conservativeness level. It shows that changing the target conservativeness may change the surrogate that offers the minimum relative error growth. For example,
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at target conservativeness close to 50%, the choice of “krg0” leads to a median of 0% relative error growth, while the choice of “rbnn” leads to a relative error growth of 10%. However, for high levels of conservativeness, for example 95%, the difference between the surrogates favors “rbnn” by 18%. So, just by comparing at the unbiased surrogates we would never know that the performance of the conservative surrogates may be different. We further see that cross validation successfully selects the surrogate for minimum loss of accuracy. Figure C-2A shows that BestPRESS (selection based on data points) performs almost as well as BestRMSE (selection based on test points, not practical).



A



B



Figure C-2. Median of the actual relative error growth versus target conservativeness for the Hartman6 with 110 points. A) Single surrogates versus the best of the set. B) BestPRESS versus the best surrogate of the set. We can see that (i) most accurate surrogate changes with target %c and (ii) cross validation successfully selects the best choice.
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APPENDIX D DERIVATION OF THE EXPECTED IMPROVEMENT Jones et al. [9] defined the improvement at a point x as



I (x) = max(yPBS − Y (x), 0) ,



(D–1)



which is a random variable because Y (x) is a random variable (recollect that kriging models the response y (x ) as a realization of a Gaussian process Y (x )). The expected improvement is calculated as the expectation of I (x). Considering



w



= (y − y^(x))/s (x), we have: EI (x) = E [I (x)] =



∫ yPBS



(yPBS − y (x)) fY (y )dy , ∫ yPBS EI (x) = −∞ (yPBS − y^(x) + y^(x) − y (x)) fY (y )dy , ∫ yPBS ∫ yPBS EI (x) = −∞ (yPBS − y^(x)) fY (y )dy + −∞ (^y (x) − y (x)) fY (y )dy , ∫ yPBS −y /s ∫ yPBS −y /s EI (x) = (yPBS − y^(x)) × −∞ fW (w )dw − s (x) × −∞ wfW (w )dw , ) ( ∫ y −y /s − s (x) × −∞PBS wfW (w )dw . EI (x) = (yPBS − y^(x)) × FW yPBSs −y ^(x))



(



−∞



(x)



^(x))



(



(



^(x) (x)



^(x))



(x)



(x)



(D–2) For Gaussian distribution: ϕ(A) = −



∫A



−∞



z ϕ(z )dz .



(D–3)



Substituting in Equation D–2, (



)



+ s (x) × ϕ EI (x) = s (x) [u (u ) + ϕ(u )] , u = [yPBS − y^(x)]/s (x) .



EI (x) = (yPBS − y^(x)) × 



yPBS −y^(x) s (x)
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(



yPBS −y^(x) s (x)



) , (D–4)
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