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Abstract In this paper, we reconsider the full characterization of Nash implementation provided in the celebrated papers by Moore and Repullo (1990) and Dutta and Sen (1991), since we are able to show that it exhibits some logical problems. We prove that an amended version of the conditions proposed in these papers, both for the case of three or more agents and for the case of two agents, is still necessary and sufficient for Nash implementability. Then, by using our necessary and sufficient condition, we show that, if there are two agents, Maskin’s impossibility result can be avoided under no restrictions on outcomes and restrictions on agents’ preferences much weaker than those previously imposed by Moore and Repullo (1990) and Dutta and Sen (1991). Journal of Economic Literature Classification Numbers: C72, D71, D78.
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Introduction



In this paper, we reconsider the full characterization of Nash implementation provided in the celebrated papers by Moore and Repullo (1990) and ∗ We would like to thank Nick Baigent and Marcellino Gaudenzi for their comments and suggestions. † Dipartimento di Scienze Economiche, Universit`a degli Studi di Udine, Via Tomadini 30, 33100 Udine, Italy. ‡ Dipartimento di Scienze Economiche, Universit`a degli Studi di Udine, Via Tomadini 30, 33100 Udine, Italy.
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Dutta and Sen (1991). The seminal paper on Nash implementation is Maskin (1999), whose first version appeared in 1977. This author showed that a Social Choice Rule (SCR) is Nash implementable only if it satisfies monotonicity and that, if there are three or more agents, monotonicity - together with no veto power - is also sufficient for Nash implementability. He also proved that, if there are two agents, a SCR is Nash implementable if and only if it is dictatorial. Moore and Repullo (1990) improved upon Maskin’s results, providing a condition which is both necessary and sufficient for Nash implementability in the case of three or more agents. Moreover, they proposed a full characterization of two-agent Nash implementation, which, under some restrictions on outcomes and agents’ preferences, allowed them to avoid Maskin’s impossibility result. Analogous results on Nash implementability with two agents were independently obtained by Dutta and Sen (1991). Here, we show that both Moore and Repullo’s and Dutta and Sen’s necessary and sufficient conditions for Nash implementability exhibit problems of logical dependence. In order to eliminate them, we propose an amended version of these conditions. Then, we consider the mechanisms used by Moore and Repullo and Dutta and Sen to prove sufficiency in the case of two agents. We show that Moore and Repullo’s mechanism exhibits some logical redundancies, which parallel the redundancies inherent in their implementability condition. We overcome this problem by providing a reformulation of Moore and Repullo’s mechanism, which is consistent with the amended version of their necessary and sufficient condition. We argument that our mechanism is also an improvement upon the mechanism proposed by Dutta and Sen, which - as admitted by these authors themselves - is not completely specified. Finally, using our necessary and sufficient condition, we obtain the main result of the paper: we show that, if there are two agents, Maskin’s impossibility can be avoided without imposing any restriction on outcomes and under restrictions on agents’ preferences much weaker than those imposed by Moore and Repullo and Dutta and Sen.
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Notation and definitions



Consider an environment with a set I = {1, . . . , n} of agents and a, possibly infinite, set A of outcomes. Each agent i ∈ I has a rational, i.e. complete and transitive, preference relation on A, which is denoted by Ri . For each i ∈ I, P (Ri ) denotes the strict preference relation corresponding to Ri . An ordered n-tuple of preference relations R = (R1 , . . . , Rn ) is called a preference profile. The unrestricted domain of preferences, denoted by RA , is the set of all preference profiles on A. The unrestricted domain of strict preferences, denoted by R∗A , is the set of all profiles of linear orderings - i.e. the complete, transitive and antisymmetric preference relations - of A. A domain of preferences is a set R ⊂ RA of preference profiles. For any i ∈ I, R ∈ R, and a ∈ A, let Li (a, R) ≡ {c ∈ A : aRi c}, SLi (a, R) ≡ {c ∈ A : aP (Ri )c}, Ui (a, R) ≡ A \ SLi (a, R), SUi (a, R) ≡ A \ Li (a, R), and Mi (C, R) ≡ {a ∈ C : aRi c, for all c ∈ C}, for any C ⊂ A. Given a domain of preferences R, a Social Choice Rule (SCR) is a correspondence f : R → A, which associates a nonempty set f (R) ⊂ A with each preference profile R ∈ R. A SCR f is monotonic if, for all R, R∗ ∈ R and a ∈ f (R) such that Li (a, R) ⊂ Li (a, R∗ ), for all i ∈ I, we have a ∈ f (R∗ ). A SCR f satisfies no veto power if, for all i ∈ I, R ∈ R, and a ∈ f (R) such that a ∈ Mj (A, R), for all j 6= i, we have a ∈ f (R). A SCR f is dictatorial if there exists i ∈ I for whom f (R) = Mi (A, R), for all R ∈ R. A SCR f is weakly Pareto optimal if, for all R ∈ R and a ∈ f (R), there is no b ∈ A such that bP (Ri )a, for all i ∈ I. A mechanism is a function g : S → A, which associates an outcome Q g(s) ∈ A with each vector of strategies s = (s1 , . . . , sn ) ∈ S = i∈I Si , where Si denotes the strategy space of agent i ∈ I. For each R ∈ R, the pair (g, R) defines a game in normal form. Let N E(g, R) ⊂ S denote the set of pure strategy Nash equilibria of the game (g, R). A mechanism is said to implement the SCR f if, for all R ∈ R, {g(s) : s ∈ N E(g, R)} = f (R).



3



Three or more agents



Moore and Repullo (1990) provided a necessary and sufficient condition for the Nash implementability of a SCR in the case of three or more agents, which they called Condition µ. Here, we introduce this condition using the 3



notation of the previous section. Definition 1. A SCR f satisfies Condition µ if there is a set B and, for each i ∈ I, R ∈ R, and a ∈ f (R), there is a set Ci (a, R) ⊂ B, with a ∈ Mi (Ci (a, R), R), such that, for each R∗ ∈ R, we have T ∗ ∗ (i) if a ∈ i∈I Mi (Ci (a, R), R h T), then a ∈ f (R i ); (ii) if c ∈ Mi (Ci (a, R), R∗ )∩ j6=i Mj (B, R∗ ) , for some i ∈ I, then c ∈ f (R∗ ); T (iii) if d ∈ i∈I Mi (B, R∗ ), then d ∈ f (R∗ ). We show now that µ(i), µ(ii), and µ(iii) exhibit some problems of logical dependence. Let f be a SCR satisfying Condition µ. Take a preference profile ∗ R the following cases. First, let c ∈ Mi (Ci (a, R), R∗ ) ∩ h T ∈ R and consider i ∗ ∗ j6=i Mj (B, R ) , for some i ∈ I, R ∈ R \ {R }, and a ∈ f (R), with c = a. Then, c ∈ f (R∗ ), both by µ(i) and µ(ii) (the fact that µ(i) and µ(ii) may be nested was implicitly considered by Dutta and Sen (1991), with reference to T the case of two-agent Nash implementation). Second, let d ∈ i∈I Mi (B, R∗ ), with d ∈ f (R), for some R ∈ R \ {R∗ }. Then, d ∈ f (R∗ ), by µ(i), µ(ii), and T µ(iii). Third, let d ∈ i∈I Mi (B, R∗ ), with d 6∈ f (R), for each R ∈ R \ {R∗ }, and d ∈ Ci (a, R) \ {a}, for some i ∈ I, R ∈ R, and a ∈ f (R). Then, d ∈ f (R∗ ) both by µ(ii) and µ(iii). To eliminate these redundancies, we propose the following reformulation of Condition µ, which we call Condition µ0 . Definition 2. A SCR f satisfies Condition µ0 if there is a set B and, for each i ∈ I, R ∈ R, and a ∈ f (R), there is a set Ci (a, R) ⊂ B, with a ∈ Mi (Ci (a, R), R), such that, for each R∗ ∈ R, we have T (i) if a ∈ i∈I Mi (Ci (a, R), R∗ ), for some R ∈ R \ {R∗ } and a ∈ f (R), then a ∈ f (R∗ ); hT i (ii) if c ∈ Mi (Ci (a, R) \ {a}, R∗ ) ∩ j6=i Mj (B, R∗ ) , for some i ∈ I, R ∈ R, and a ∈ f (R), then c ∈ f (R∗ ); T (iii) if d ∈ i∈I Mi (B, R∗ ), with d 6∈ f (R), for each R ∈ R \ {R∗ }, and d 6∈ Ci (a, R) \ {a}, for each i ∈ I, R ∈ R, and a ∈ f (R), then d ∈ f (R∗ ). By readapting the proof of Theorem 1 in Moore and Repullo (1990), it is easy to show that Condition µ0 is necessary and sufficient for the Nash implementability of a SCR, as asserted by the following theorem. Theorem 1. Suppose there are n ≥ 3 agents. A SCR f is Nash implementable if and only if it satisfies Condition µ0 . 4
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Two agents



The papers by Moore and Repullo (1990) and Dutta and Sen (1991) are the fundamental contributions to Nash implementation with two agents. As for this case, they gave necessary and sufficient conditions for the Nash implementability of a SCR - respectively called Condition µ2 and Condition β which coincide in the substance. We start with considering Moore and Repullo’s approach, and introduce their Condition µ2 using the notation of the previous section. Definition 3. Suppose there are n = 2 agents. A SCR f satisfies Condition µ2 if there is a set B and, for each i ∈ I, R ∈ R, and a ∈ f (R), there is a set Ci (a, R) ⊂ B, with a ∈ Mi (Ci (a, R), R), such that, for each R∗ ∈ R, we have (i) if a ∈ M1 (C1 (a, R), R∗ ) ∩ M2 (C2 (a, R), R∗ ), then a ∈ f (R∗ ); (ii) if c ∈ Mi (Ci (a, R), R∗ ) ∩ Mj (B, R∗ ), for some i, j ∈ I, i 6= j, then c ∈ f (R∗ ); (iii) if d ∈ M1 (B, R∗ ) ∩ M2 (B, R∗ ), then d ∈ f (R∗ ); moreover, for each 4-ple (a, R, a0 , R0 ) ∈ A × R × A × R, with a ∈ f (R), a0 ∈ f (R0 ), there is e = e(a, R, a0 , R0 ) ∈ C1 (a, R) ∩ C2 (a0 , R0 ) such that, for each R∗ ∈ R, we have (iv) if e = e(a, R, a0 , R0 ) ∈ M1 (C1 (a, R), R0 ) ∩ M2 (C2 (a0 , R0 ), R∗ ), then e ∈ f (R∗ ). We show now that also µ2(i), µ2(ii), µ2(iii), and µ2(iv) exhibit problems of logical dependence. Let f be a SCR satisfying Condition µ2. Take a preference profile R∗ ∈ R and consider the following cases. First, let a ∈ M1 (C1 (a, R), R∗ )∩ M2 (C2 (a, R), R∗ ) and a = e(a, R, a, R), for some R ∈ R \ {R∗ } and a ∈ f (R). Then, a ∈ f (R∗ ), both by µ(i) and µ(iv)1 . Second, let c ∈ Mi (Ci (a, R), R∗ ) ∩ Mj (B, R∗ ), for some i, j ∈ I, i 6= j, R ∈ R \ {R∗ }, and a ∈ f (R), with c = a. Then, c ∈ f (R∗ ), both by µ2(i) and µ2(ii) (this logical dependence does not appear in Dutta and Sen’s Condition β). Moreover, in this case, if a = e(a, R, a, R), then, c ∈ f (R∗ ) also by µ(iv). Third, let 1



Within the proof of necessity of Condition µ2 proposed by Moore and Repullo (1990), it must be that e(a, R, a, R) = a, for all R ∈ R and a ∈ f (R) (see their footnote 14, p. 1091). Therefore, this proof implies that Condition µ2(i) is logically redundant, since it is a special case of Condition µ2(iv). The same argument holds for Dutta and Sen’s Condition β, as they used the same proof of necessity proposed by Moore and Repullo.
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c ∈ Mi (Ci (a, R), R∗ ) ∩ Mj (B, R∗ ), for some i, j ∈ I, i 6= j, R ∈ R, and a ∈ f (R), with c 6= a and c = e(a, R, a0 , R0 ), for some R0 ∈ R and a0 ∈ f (R0 ). T Then, c ∈ f (R∗ ), both by µ2(ii) and µ2(iv). Fourth, let d ∈ i∈I Mi (B, R∗ ), with d ∈ f (R), for some R ∈ R \ {R∗ }. Then, d ∈ f (R∗ ), by µ(i), µ(ii), and µ(iii). Moreover, in this case, if d = e(d, R, d, R), then, d ∈ f (R∗ ) also by T µ(iv). Finally, let d ∈ i∈I Mi (B, R∗ ), with d 6∈ f (R), for each R ∈ R \ {R∗ }, d ∈ Ci (a, R) \ {a}, for some i ∈ I, R ∈ R, and a ∈ f (R). Then, d ∈ f (R∗ ), both by µ(ii) and µ(iii). Moreover, in this case, if d = e(a, R, a0 , R0 ), for some R0 ∈ R and a0 ∈ f (R0 ), then, d ∈ f (R∗ ) also by µ(iv). To eliminate these redundancies, we provide an amended version of Condition µ2, which we call Condition µ20 (this condition turns out to be a reformulation also of Dutta and Sen’s Condition β, since this latter coincides with µ2). Definition 4. Suppose there are n = 2 agents. A SCR f satisfies Condition µ20 if there is a set B and, for each i ∈ I, R ∈ R, and a ∈ f (R), there is a set Ci (a, R) ⊂ B, with a ∈ Mi (Ci (a, R), R); moreover, for each 4-ple (a, R, a0 , R0 ) ∈ A × R × A × R, with a ∈ f (R), a0 ∈ f (R0 ), there is e = e(a, R, a0 , R0 ) ∈ C1 (a, R) ∩ C2 (a0 , R0 ), with e(a, R, a, R) = a; finally, for each R∗ ∈ R, we have (i) if e = e(a, R, a0 , R0 ) ∈ M1 (C1 (a, R), R∗ ) ∩ M2 (C2 (a0 , R0 ), R∗ ), for some 4ple (a, R, a0 , R0 ) ∈ A × R × A × R \ {a, R∗ , a, R∗ }, with a ∈ f (R), a0 ∈ f (R0 ), then e ∈ f (R∗ ); (ii) if c ∈ Mi (Ci (a, R), R∗ ) ∩ Mj (B, R∗ ), for some i, j ∈ I, i 6= j, R ∈ R, and a ∈ f (R), with c 6= e(a, R, a0 , R0 ), for each R0 ∈ R and a0 ∈ f (R0 ), then c ∈ f (R∗ ); T (iii) if d ∈ i∈I Mi (B, R∗ ), with d 6∈ f (R), for each R ∈ R \ {R∗ }, and d 6∈ Ci (a, R) \ {a}, for each i ∈ I, R ∈ R, and a ∈ f (R), then d ∈ f (R∗ ). We consider now the mechanism - called here g1 - that Moore and Repullo used to show that their Condition µ2 is sufficient for the Nash implementability of a SCR. Using our notation, this mechanism can be formalized as follows. For each i ∈ I, let Si = {(Ri , ai , bi , ni ) ∈ R × A × B × N : ai ∈ f (Ri )}, where N denotes the set of nonnegative integers, and let g1 : S → A be a mechanism such that, for any s ∈ S, (1) if (R1 , a1 ) = (R2 , a2 ) = (R, a), then g1 (s) = a; (2) if (R1 , a1 ) 6= (R2 , a2 ) and n1 = n2 = 0, then g1 (s) = e(a2 , R2 , a1 , R1 ); 6



(3) if (R1 , a1 ) 6= (R2 , a2 ) and n1 > n2 = 0, then (



g1 (s) =



b1 e(a2 , R2 , a1 , R1 )



if b1 ∈ C1 (a2 , R2 ), otherwise;



(4) if (R1 , a1 ) 6= (R2 , a2 ) and n2 > n1 = 0, then (



g1 (s) =



b2 e(a2 , R2 , a1 , R1 )



if b2 ∈ C2 (a1 , R1 ), otherwise;



(5) if (R1 , a1 ) 6= (R2 , a2 ) and n1 ≥ n2 > 0, then g1 (s) = b1 ; (6) if (R1 , a1 ) 6= (R2 , a2 ) and n2 > n1 > 0, then g1 (s) = b2 . In order to prove that g1 (s) ∈ f (R∗ ), for any R∗ ∈ R and s ∈ N E(g1 , R∗ ), Moore and Repullo considered the four cases in which (1), (2), (3) or (4), (5) or (6), respectively, apply. They obtained their result by using Condition µ2(i) in the first case, µ2(iv) in the second, µ2(ii) in the third, and µ2(iii) in the fourth. However, when considering the case where (1) applies, they implicitly assumed that n1 = n2 = 0. In this case, we have g1 (s) = a ∈ M1 (C1 (R, a), R∗ ) ∩ M2 (C2 (R, a), R∗ ), and this implies that g1 (s) ∈ f (R∗ ) by µ2(i). Nevertheless, there is no reason to exclude that (1) applies also with n1 , n2 6= 0. Therefore, we have to consider two further cases. First, suppose that n1 > n2 = 0 or n2 > n1 = 0. In this case, we have, respectively, g1 (s) = a ∈ M1 (C1 (a, R), R∗ ) ∩ M2 (B, R∗ ) or g1 (s) = a ∈ M1 (B, R∗ ) ∩ M2 (C2 (a, R), R∗ ). This, in turn, implies that g1 (s) ∈ f (R∗ ) by µ2(ii) (and, clearly, also by µ2(i)). Second, suppose that n1 ≥ n2 > 0 or n2 > n1 > 0. In this case, we have g1 (s) = a ∈ M1 (B, R∗ ) ∩ M2 (B, R∗ ). This, in turn, implies that g1 (s) ∈ f (R∗ ) by µ2(iii) (and also by µ2(i)). In order to overcome the problems pointed out above, we propose a reformulation of Moore and Repullo’s mechanism, called g2 , obtained by including the different cases related to (1) in (2), (3), (4), (5), and (6). This reformulation is consistent with the amended version of Moore and Repullo’s Condition µ2 introduced in Definition 4, where Condition µ2(i) has been included in Condition µ2(iv). For each i ∈ I, let Si = {(Ri , ai , bi , ni ) ∈ R × A × B × N : ai ∈ f (Ri )}, where N denotes the set of nonnegative integers, and let g2 : S → A be a mechanism such that, for any s ∈ S, (1) if n1 = n2 = 0, then g2 (s) = e(a2 , R2 , a1 , R1 ); 7



(2) if n1 > n2 = 0, then (



g2 (s) =



b1 e(a2 , R2 , a1 , R1 )



if b1 ∈ C1 (a2 , R2 ), otherwise;



b2 e(a2 , R2 , a1 , R1 )



if b2 ∈ C2 (a1 , R1 ), otherwise;



(3) if n2 > n1 = 0, then (



g2 (s) =



(4) if n1 ≥ n2 > 0, then g2 (s) = b1 ; (5) if n2 > n1 > 0, then g2 (s) = b2 . By using mechanism g2 , we are now ready to show that Condition µ20 is necessary and sufficient for the Nash implementability of a SCR. Theorem 2. Suppose there are n = 2 agents. A SCR f is Nash implementable if and only if it satisfies Condition µ20 . Proof. The proof of necessity can be obtained by simply readapting the proof of Theorem 1 in Moore and Repullo (1990) (see p. 1088), so we omit it here. We prove now sufficiency, using mechanism g2 . Also the proof that f (R) ⊂ {g2 (s) : s ∈ N E(g2 , R)}, for all R ∈ R, can be obtained by readapting the argument used in Moore and Repullo (1990) (see the proof of their Theorem 2, p.1098). As for the proof that {g2 (s) : s ∈ N E(g2 , R∗ )} ⊂ f (R∗ ), for all R∗ ∈ R, let s ∈ N E(g2 , R∗ ) and consider the following cases. First, if (1) applies, then g2 (s) = e(a2 , R2 , a1 , R1 ) ∈ M1 (C1 (a2 , R2 ), R∗ ) ∩ M2 (C2 (a1 , R1 ), R∗ ). In the case where (R1 , a1 ) = (R2 , a2 ) = (R∗ , a), g2 (s) ∈ f (R∗ ) is trivially satisfied; otherwise g2 (s) ∈ f (R∗ ) by µ20 (i). Second, if (2) applies, then g2 (s) ∈ M1 (C1 (a2 , R2 ), R∗ ) ∩ M2 (B, R∗ ). In the case where g2 (s) = e(a2 , R2 , a0 , R0 ), for some R0 ∈ R and a0 ∈ f (R0 ), then, if (R2 , a2 ) = (R0 , a0 ) = (R∗ , a), g2 (s) ∈ f (R∗ ) is trivially satisfied; otherwise g2 (s) ∈ f (R∗ ) by µ20 (i). If g2 (s) 6= e(a2 , R2 , a0 , R0 ), for each R0 ∈ R and a0 ∈ f (R0 ), then g2 (s) ∈ f (R∗ ) by µ20 (ii). A symmetric argument can be used if (3) applies. Finally, if (4) applies, then g2 (s) ∈ M1 (B, R∗ ) ∩ M2 (B, R∗ ). If g2 (s) = e(a, R, a0 , R0 ), for some 4-ple (a, R, a0 , R0 ) ∈ A × R × A × R \ {a, R∗ , a, R∗ }, with a ∈ f (R), a0 ∈ f (R0 ), then g2 (s) ∈ f (R∗ ) by µ20 (i). If g2 (s) ∈ Ci (a, R), for some i ∈ I, R ∈ R, and a ∈ f (R), and g2 (s) 6= e(a, R, a0 , R0 ), for each R0 ∈ R and a0 ∈ f (R0 ), then g2 (s) ∈ f (R∗ ) by µ20 (ii). If g2 (s) 6∈ f (R), for each R ∈ R \ {R∗ }, and g2 (s) 6∈ Ci (a, R) \ {a}, for each i ∈ I, R ∈ R, and 8



a ∈ f (R), then g2 (s) ∈ f (R∗ ) by µ20 (iii). A symmetric argument can be used if (5) applies. We compare now the mechanism g2 , that we have used in the proof of Theorem 2, with the mechanism - called here g3 - that Dutta and Sen used in the proof of sufficiency of their Condition β. Using our notation, this mechanism can be formalized as follows. For each i ∈ I, let Si = {(Ri , ai , ri , ni ) ∈ R × A × {F, N F } × N : ai ∈ f (Ri )}, where {F, N F } is the set comprising the two elements “flag” “no flag” and N denotes the set of nonnegative integers, and let g3 : S → A be a mechanism such that, for any s ∈ S, (1) if s1 = (R, a, N F, n1 ) and s2 = (R, a, N F, n2 ), then g3 (s) = a; (2) if s1 = (R1 , a1 , N F, n1 ) and s2 = (R2 , a2 , N F, n2 ), then g3 (s) = e(a2 , R2 , a1 , R1 ); (3) if si = (Ri , ai , F, ni ) and sj = (Rj , aj , N F, nj ), then agent i gets to choose any outcome from Ci (aj , Rj ); (4) if s1 = (R1 , a1 , F, n1 ), s2 = (R2 , a2 , F, n2 ), and n1 ≥ n2 , then agent 1 gets to choose any outcome from B; (5) if s1 = (R1 , a1 , F, n1 ), sj = (R2 , a2 , F, n2 ), and n2 > n1 , then agent 2 gets to choose any outcome from B. Dutta and Sen themselves admitted that their mechanism is not completely specified, as the outcome g3 (s) in (3) and (4) is not defined. This entails that g2 , which is completely specified and well-defined, represents an improvement also upon g3 . Anyhow, it is useful to compare g2 with another mechanism - called here 0 g3 - which was only informally suggested by Dutta and Sen (1991) in order to provide a full-fledged specification for g3 (see their footnote 3, p. 124). Dutta and Sen’s suggestion can be formalized as follows. For each i ∈ I, let Si = {(Ri , ai , bi , ri , ni ) ∈ R × A × B × {F, N F } × N : ai ∈ f (Ri )}, where {F, N F } is the set consisting of the two elements “flag” “no flag” and N denotes the set of nonnegative integers, and let g30 : S → A be a mechanism such that, for any s ∈ S, (1) if s1 = (R, a, b1 , N F, n1 ) and s2 = (R, a, b2 , N F, n2 ), then g30 (s) = a; (2) if s1 = (R1 , a1 , b1 , N F, n1 ) and s2 = (R2 , a2 , b2 , N F, n2 ), then g30 (s) = e(a2 , R2 , a1 , R1 );
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(3) if si = (Ri , ai , bi , F, ni ) and sj = (Rj , aj , bj , N F, nj ), then (



g30 (s) =



bi e(aj , Rj , ai , Ri )



if bi ∈ Ci (aj , Rj ), otherwise;



(4) if s1 = (R1 , a1 , b1 , F, n1 ), s2 = (R2 , a2 , b2 , F, n2 ), and n1 ≥ n2 , then g30 (s) = b1 (5) if s1 = (R1 , a1 , b1 , F, n1 ), sj = (R2 , a2 , b2 , F, n2 ), and n2 > n1 , then g30 (s) = b2 . Using mechanism g30 , it is straightforward to show that both Condition β and Condition µ20 are sufficient for the Nash implementability of a SCR. Nevertheless, g30 has a higher dimensional strategic space with respect to g2 . Therefore, the strategic choice in the set {F, N F } is clearly redundant and can be omitted. We can then conclude that g2 is the simplest well-defined mechanism among the mechanisms considered above.
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Two agent Nash implementation and dictatorhip



Maskin (1999) showed that a two-agent, weakly Pareto optimal SCR, defined on the unrestricted domain of preferences, is Nash implementable if and only if it is dictatorial (see also Hurwicz and Schmeidler (1978)). Moore and Repullo derived this result as a corollary of their characterization theorem. Here, we present an analogous result as a corollary of our Theorem 2. Corollary 1. Suppose there are n = 2 agents. A weakly Pareto optimal SCR f : R → A, with R∗A ⊂ R, is Nash implementable if and only if it is dictatorial. Proof. It is obvious that a dictatorial SCR is Nash implementable. Conversely, if a SCR f is Nash implementable, by Theorem 2 above, it must satisfy Condition µ20 . Therefore, the same argument proposed in Moore and Repullo (1990) (see p. 1092) can be used to show that, under the stated conditions, f must be dictatorial. In order to avoid Maskin’s impossibility result, Moore and Repullo and Dutta and Sen introduced some restrictions both on the set of outcomes and the domain of preferences. In particular, Moore and Repullo made the following assumption. 10



Assumption MR. A is a subset of a finite-dimensional Euclidean space and R is a preference domain such that, for all i ∈ I, R ∈ R, and a ∈ A, SLi (a, R) satisfies (i) if SLi (a, R) 6= ∅, then Closure SLi (a, R) = Li (a, R); (ii)Mi (SLi (a, R), R∗ ) = ∅, for all R∗ ∈ R. Moreover, these authors introduced the following condition and showed that, under Assumption MR, together with monotonicity, it implies Condition µ2 (see Moore and Repullo (1990), Corollary 4, p. 1096). Definition 5. Suppose there are n = 2 agents. A SCR f satisfies nonempty lower intersection if, for each 4-ple (a, R, a0 , R0 ) ∈ A × R × A × R, with a ∈ f (R), a0 ∈ f (R0 ), we have SL1 (a, R) ∩ SL2 (a0 , R0 ) 6= ∅. Following Moore and Repullo’s approach, we show now that, under Assumption MR, monotonicity and nonempty lower intersection imply our Condition µ20 . To this end, let us introduce the following lemma. Lemma. Suppose there are n = 2 agents. Under Assumption MR, if a SCR f satisfies monotonicity and nonempty lower intersection, then it satisfies Condition µ0 (i). Proof. According to Moore and Repullo, for each i ∈ I, R ∈ R, and S a ∈ f (R), let Ci (a, R) = SLi (a, R) ∪ {a} and B = i∈I,R∈R,a∈f (R) Ci (a, R). It is immediate to verify that Ci (a, R) ⊂ B and a ∈ Mi (Ci (a, R), R). Take a T preference profile R∗ ∈ R. Suppose that a ∈ i∈I Mi (Ci (a, R), R∗ ), for some R ∈ R \ {R∗ } and a ∈ f (R). This implies that SLi (a, R) ⊂ Li (a, R∗ ), for each i ∈ I. Moreover, Assumption MR(i) and nonempty lower intersection imply that Closure SLi (a, R) = Li (a, R), for each i ∈ I. At this stage, the argument used by Moore and Repullo is to be integrated in order to show that Li (a, R∗ ) is closed, for each i ∈ I. Suppose that SLi (a, R∗ ) = ∅, for some i ∈ I. This implies that, for this agent i, Mi (SLi (a, R), R∗ ) 6= ∅, contradicting Assumption MR(ii). But then, Li (a, R) ⊂ Li (a, R∗ ), for each i ∈ I, and monotonicity imply that a ∈ f (R∗ ). So we can obtain the following result. Corollary 2. Suppose there are n = 2 agents. Under Assumption MR, if a SCR f satisfies monotonicity and nonempty lower intersection, then it is Nash implementable.
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Proof. We show that f satisfies Condition µ20 . We define the sets Ci (·, ·) and B as in the proof of the Lemma. For each 4-ple (a, R, a0 , R0 ) ∈ A × R × A × R, with a ∈ f (R), a0 ∈ f (R0 ), let e = e(a, R, a0 , R0 ) be an element of SL1 (a, R) ∩ SL2 (a0 , R0 ), if (a, R) 6= (a0 , R0 ), and e(a, R, a0 , R0 ) = a, otherwise. Take a preference profile R∗ ∈ R. To prove that f satisfies µ20 (i), suppose that e = e(a, R, a0 , R0 ) ∈ M1 (C1 (a, R), R∗ ) ∩ M2 (C2 (a, R), R∗ ) for some 4-ple (a, R, a0 , R0 ) ∈ A × R × A × R \ {a, R∗ , a, R∗ }, with a ∈ f (R), a0 ∈ f (R0 ). We have to consider the following cases. First, if (a, R) = (a0 , R0 ), then e ∈ f (R∗ ) by the Lemma, so µ20 (i) is satisfied. Second, if (a, R) 6= (a0 , R0 ), then e ∈ M1 (SL1 (a, R), R∗ ) ∩ M2 (SL2 (a0 , R0 ), R∗ ), contradicting Assumption MR(ii). To prove that f satisfies µ20 (ii), suppose that c ∈ Mi (Ci (a, R), R∗ ) ∩ Mj (B, R∗ ), for some i, j ∈ I, i 6= j, R ∈ R, and a ∈ f (R), with c 6= e(a, R, a0 , R0 ), for each R0 ∈ R and a0 ∈ f (R0 ). Then, c ∈ Mi (SLi (a, R), R∗ ), contradicting Assumption MR(ii). To prove that f satisfies µ20 (iii), suppose T that d ∈ i∈I Mi (B, R∗ ), with d 6∈ f (R), for each R ∈ R \ {R∗ }, and d 6∈ Ci (a, R) \ {a}, for each i ∈ I, R ∈ R, and a ∈ f (R). Then, obviously, d ∈ f (R∗ ). We support our result with the following example showing that there exists a SCR which satisfies the assumptions of Corollary 2 and is nondictatorial, weakly Pareto-optimal, and Nash-implementable. Example 1. Let I = {1, 2} and A the open interval on the real line (0, 1). Moreover, let R1 = {R1 , R10 }, R2 = {R1 , R20 }, and R = R1 × R2 ⊂ R∗A . R1 is such that, if 0 < a ≤ 12 and 21 < b < 1, then bR1 a; if 0 < a, b ≤ 12 and b ≥ a, then aR1 b; if 21 < a, b < 1 and b ≥ a, then bR1 a. R10 is such that if 0 < a ≤ 13 and 13 < b < 1, then bR10 a; if 0 < a, b ≤ 31 and b ≥ a, then aR10 b; if 31 < a, b < 1 and b ≥ a, then bR10 a. R2 is such that if 0 < a ≤ 12 and 1 < b < 1, then bR2 a; if 0 < a, b ≤ 12 and b ≥ a, then aR2 b; if 21 < a, b < 1 2 and b ≥ a, then aR2 b. R20 is such that if 0 < a ≤ 13 and 31 < b < 1, then bR20 a; if 0 < a, b ≤ 13 and b ≥ a, then aR20 b; if 31 < a, b < 1 and b ≥ a, then aR20 b. It is straightforward to verify that A and R satisfy Assumption M R. Let f be a SCR such that f (R1 , R2 ) = { 23 , 34 }, f (R1 , R20 ) = { 32 , 34 }, f (R10 , R2 ) = { 32 , 34 }, f (R10 , R20 ) = { 32 , 34 }. Then, it is immediate to verify that f is non-dictatorial, weakly Pareto-optimal, monotonic and satisfies nonempty lower intersection. Now, let g : S → A be a mechanism such that S1 = {s1 , s01 }, S2 = {s2 , s02 }, g(s1 , s2 ) = 32 , g(s1 , s02 ) = 15 , g(s01 , s2 ) = 15 , g(s01 , s02 ) = 43 . Then, it is straight12



forward to verify that f is Nash implemented by g. We proceed now to compare these results with those obtained by Dutta and Sen. These authors criticized the approach, introduced by Moore and Repullo, which we have followed to prove our Corollary 2. In this regard, they said: “One feature of their proof is that the Ci (·, ·) sets are chosen to be open sets. This construction eliminates several “undesirable” equilibria simply because individuals are forced to maximize on open sets.” (see Dutta and Sen (1991), Remark, p. 126). Example 1 above contradicts Dutta and Sen’s Remark, since, in that example, all the sets Ci (·, ·) are closed. Anyhow, they introduced a new set of assumptions, on the basis of which they stated a different possibility result. We describe now their approach, starting from the following assumption. Assumption DS. A is a subset of a finite-dimensional Euclidean space2 and R is a preference domain such that (i) for all i ∈ I, R ∈ R, and a ∈ A, the sets Li (a, R) and Ui (a, R) are closed; (ii) for all R ∈ R and for all sets Z = {x ∈ A : d(x, x0 ) ≤ ², x0 ∈ A, ² > 0}, where d(·, ·) is the Euclidean distance function, M1 (Z, R) ∩ M2 (Z, R) = ∅. Using Example 1, it is straightforward to verify that Assumption MR does not imply Assumption DS(i). Dutta and Sen also introduced a condition, called Condition β ∗ , where β ∗ (i) coincides with nonempty lower intersection; β ∗ (ii) is a strong version of monotonicity, saying that, for all R, R∗ ∈ R and a ∈ f (R) such that SLi (a, R) ⊂ Li (a, R∗ ), for all i ∈ I, we have a ∈ f (R∗ ); β ∗ (iii) coincides with µ2(iii), when B = A. Dutta and Sen showed that, under Assumption DS, a SCR satisfying their Condition β ∗ is Nash implementable. They obtained this result showing that such a SCR satisfies Condition β, which in turn coincides with Moore and Repullo’s Condition µ2 (see Dutta and Sen (1991), Proposition 5.1, p. 126). Following Dutta and Sen’s approach we show that, under Assumption DS, Condition β ∗ (ii) and nonempty lower intersection imply our Condition µ20 . Corollary 3. Suppose there are n = 2 agents. Under Assumption DS, if a SCR f satisfies Condition β ∗ (ii) and nonempty lower intersection, then it is Nash implementable. 2



Dutta and Sen actually imposed the more restrictive assumption that the set A is compact. Nevertheless, this assumption is not required for their main result to hold.
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Proof. We show that f satisfies Condition µ20 . We define the sets Ci (·, ·, ) and B as in the proof of the Lemma. Moreover, let e = e(a, R, a0 , R0 ) as in the proof of Corollary 2. Take a preference profile R∗ ∈ R. To prove that f satisfies µ20 (i), suppose that e = e(a, R, a0 , R0 ) ∈ M1 (C1 (a, R), R∗ ) ∩ M2 (C2 (a0 , R0 ), R∗ ), for some 4-ple (a, R, a0 , R0 ) ∈ A×R×A×R\{a, R∗ , a, R∗ }, with a ∈ f (R), a0 ∈ f (R0 ). We have to consider the following cases. First, if (a, R) = (a0 , R0 ), then e ∈ f (R∗ ) by Condition β ∗ (ii), so µ20 (i) is satisfied. Second, if (a, R) 6= (a0 , R0 ), then e ∈ M1 (SL1 (C1 (a, R), R∗ ) ∩ M2 (SL2 (a0 , R0 ), R∗ ), and then, by Assumption DS(i), there is a closed ball Z ∈ A such that M1 (Z, R) ∩ M2 (Z, R) 6= ∅, contradicting Assumption DS(ii). To prove that f satisfies µ20 (ii), suppose that c ∈ Mi (Ci (a, R), R∗ ) ∩ Mj (B, R∗ ), for some i, j ∈ I, i 6= j, R ∈ R, and a ∈ f (R), with c 6= e(a, R, a0 , R0 ), for each R0 ∈ R and a0 ∈ f (R0 ). Then, by Assumption DS(i), there is a closed ball Z ∈ A such that M1 (Z, R) ∩ M2 (Z, R) 6= ∅, contradicting Assumption DS(ii). The proof that f satisfies µ20 (iii) is as in Corollary 23 . In an example, Dutta and Sen introduced a class of SCR, which they claimed to satisfy Assumption DS and Condition β ∗ . We first present their result, then we shall provide a counterexample showing that there exists a SCR in their class, which does not satisfy Condition DS(ii). Example 2. Let I = {1, 2} and A = L, where L denotes the set of lotteries over the set of social alternatives X = {a1 , . . . , ak }. Moreover, for each i ∈ I, let U i denote the set of the von Neumann-Morgenstern utility functions over X of agent i and ui be an element of U i . Finally, let R denote the set of preference profiles induced by the utility functions in a subset U ⊂ U 1 × U 2 , which satisfies the following assumptions. Assumption L1. For all i ∈ I, for all u ∈ U, and for all al , ak ∈ X, if al 6= ak , then uil 6= uik . Assumption L2. For all u ∈ U, u1 6= u2 . Assumption L3. For all u ∈ U, either there is a pair (al , ak ) ∈ X such that, if uil > uik , then ujl > ujk , or there are pairs (al , ak ), (am , ar ) ∈ X such 3



Let us notice that both Dutta and Sen’s Proposition 5.1 and our Corollary 3 hold also in the case where sets Z in Assumption DS(ii) are allowed to be open.
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that



uil − uik ujl − ujk . = 6 uim − uir ujm − ujr Dutta and Sen claimed that A and R satisfy Assumption DS. Let now f ∗ be a SCR such that, for each R ∈ R, f ∗ (R) = B(R) ∩ P O(R), where B(R) = {p ∈ L : pRi p¯, for all i ∈ I}, with p¯ ∈ L denoting the uniform lottery, and P O(R) = {p ∈ L : there is no q ∈ L such that qP (Ri )p and qRj p, for some i, j ∈ I, i 6= j}. Dutta and Sen showed that the SCR f ∗ satisfies Condition β ∗ . Our counterexample is as follows. Example 3. Consider Example 2 and put X = {a1 , a2 }. In order to satisfy Assumption L3, preferences must be induced by utility functions such that, for each u ∈ U, either ui1 > ui2 , for all i ∈ I, or ui2 > ui1 , for all i ∈ I. Then, for all R ∈ R and for all closed balls Z ∈ A, we have M1 (Z, R) ∩ M2 (Z, R) 6= ∅, contradicting Assumption DS(ii)4 . In the remaining of this section, we provide a generalization of Dutta and Sen’s conditions, and we show that they are sufficient for the Nash implementability of a SCR. Then, we propose an example which supports our result. To begin with, consider the following condition, which we call empty maximal lower intersection. Definition 7. Suppose there are n = 2 agents. A SCR f satisfies empty maximal lower intersection if, for each 4-ple (a, R, a0 , R0 ) ∈ A × R × A × R, with a ∈ f (R), a0 ∈ f (R0 ), and, for each R∗ ∈ R, we have (i) Mi (SLi (a, R), R∗ ) ∩ Mj (SLi (a, R), R∗ ) = ∅, for all i, j ∈ I, i 6= j; (ii) M1 (SL1 (a, R), R∗ ) ∩ M2 (SL2 (a0 , R0 ), R∗ ) = ∅. It is straightforward to verify that, under Assumption MR(ii) or Assumption DS, any SCR satisfies empty maximal lower intersection. We can now show the following generalization of Corollary 3. Corollary 4. Suppose there are n = 2 agents. If a SCR f satisfies Condition β ∗ (ii), nonempty lower intersection, and empty maximal lower intersection, then it is Nash-implementable. 4 It is straightforward to show that Example 3 can generate a contradiction with Assumption DS(ii) formulated in terms of open balls. Moreover, it is immediate to verify that also Assumption MR(ii) is not satisfied.
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Proof. We show that f satisfies Condition µ20 . We consider the usual sets Ci (·, ·) and B, defined in the proof of the Lemma and we define e = e(a, R, a0 , R0 ) as in the proof of Corollary 2. Take a preference profile R∗ ∈ R. To prove that f satisfies µ20 (i), suppose that e = e(a, R, a0 , R0 ) ∈ M1 (C1 (a, R), R∗ ) ∩ M2 (C2 (a, R), R∗ ) for some 4-ple (a, R, a0 , R0 ) ∈ A × R × A×R\{a, R∗ , a, R∗ }, with a ∈ f (R), a0 ∈ f (R0 ). We have to consider the following cases. First, if (a, R) = (a0 , R0 ), then e ∈ f (R∗ ) by Condition β ∗ (ii), so µ20 (i) is satisfied. Second, if (a, R) 6= (a0 , R0 ), then e ∈ M1 (SL1 (a, R), R∗ ) ∩ M2 (SL2 (a0 , R0 ), R∗ ), contradicting empty maximal lower intersection. To prove that f satisfies µ20 (ii), suppose that c ∈ Mi (Ci (a, R), R∗ ) ∩ Mj (B, R∗ ), for some i, j ∈ I, i 6= j, R ∈ R, and a ∈ f (R), with c 6= e(a, R, a0 , R0 ), for each R0 ∈ R and a0 ∈ f (R0 ). Then, c ∈ Mi (SLi (a, R), R∗ ) ∩ Mj (SLi (a, R), R∗ ), contradicting empty maximal lower intersection. The proof that f satisfies µ20 (iii) is as in Corollary 2. Let us notice that the proof of Corollary 4 does not require that A is a subset of a finite-dimensional Euclidean space and that any assumption about the closure of SLi (·, ·) or the continuity of preferences is introduced. The following example shows that there exists a SCR satisfying the assumptions of Corollary 4, which is non-dictatorial, weakly Pareto-optimal and Nash-implementable. Example 4. Let I = {1, 2}, A = E+2 , where E+2 denotes the nonnegative orthant of the bi-dimensional Euclidean space, R1 = {R1 , R10 }, R2 = {R2 , R20 }, and R = R1 × R2 ⊂ RA . R1 is such that, if either a1 > b1 or a1 = b1 and a2 ≥ b2 , then (a1 , a2 )R1 (b1 , b2 ). R10 is such that if a1 + a2 ≥ b1 + b2 , then (a1 , a2 )R10 (b1 , b2 ). R2 is such that if (a1 , a2 ) 6= (0, 0), (b1 , b2 ) 6= (0, 0), and a1 + 2a2 ≥ b1 + 2b2 , then (b1 , b2 )R2 (a1 , a2 ); if (a1 , a2 ) 6= (0, 0) and (b1 , b2 ) = (0, 0), then (a1 , a2 )P (R2 )(b1 , b2 ). R20 is such that if (a1 , a2 ) 6= (0, 0), (b1 , b2 ) 6= (0, 0), and a1 + 3a2 ≥ b1 + 3b2 , then (b1 , b2 )R20 (a1 , a2 ); if (a1 , a2 ) 6= (0, 0) and (b1 , b2 ) = (0, 0), then (a1 , a2 )P (R20 )(b1 , b2 ). Let f be a SCR such that f (R1 , R2 ) = {(1, 0), (2, 0)}, f (R1 , R20 ) = {(1, 0), (2, 0)}, f (R10 , R2 ) = {(1, 0), (2, 0)}, f (R10 , R20 ) = {(1, 0), (2, 0)}. Then, it is immediate to verify that f is non-dictatorial, weakly Pareto-optimal and satisfies Condition β(ii), nonempty lower intersection, and empty maximal lower intersection. Let now g : S → A be a mechanism such that S1 = {s1 , s01 }, S2 = {s2 , s02 }, g(s1 , s2 ) = (1, 0), g(s1 , s02 ) = (0, 0), g(s01 , s2 ) = (0, 0), g(s01 , s02 ) = (2, 0). Then, 16



it is straightforward to verify that f is Nash-implemented by g.
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