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Network Coding for Secret Key Agreement Chung Chan



Abstract—Abstract—A practical linear network coding solution is proposed for the secret key agreement problem under a linear source model. Optimality is proved by a surprisingly general identity in matroid theory. This gives secrecy capacity an interpretation of network information flow and partition connectivity, further confirming the intuitive meaning of secrecy capacity as mutual dependence in the previous work. A framework is also developed to view matroids as graphs, allowing certain theory on graphs to generalize to matroids. Index Terms—Secret key agreement, mutual dependence, network coding, information flow, partition connectivity, matroid, submodularity



structure and then strengthen the results for a relatively more specific source, whose dependence structure can be captured by a hypergraph. Throughout this paper, we focus on case without untrusted users, nor wiretapper’s side information. i.e. A ⊆ Dc = V where V , A and D are the sets of users, active users, and untrusted users respectively as defined in [6]. A. Finite linear source Consider the following example of a private source.



I. I NTRODUCTION The problem of secret key agreement is formulated in [1] for a network of users. The objective is to maximize the randomness of a random variable, called the secret key, that can be shared by a set of users who observe some correlated private sources and can discuss arbitrarily in public as long as the messages do not reveal the key. While the maximum key rate, called the secrecy capacity, is characterized by a simple linear program in [1], it does not give any practical secret key agreement scheme. Much like the channel coding problem[2], the capacity is obtained by a random coding argument that does not guarantee any practical capacity-achieving code. In this work, a practical solution for secret key agreement is proposed for the case when the private source has a general linear dependence structure. The preliminary result is published in [3]. Using linear public discussion, the source is first turned into an effective private channel with selectable inputs. The key is then generated by one user and multicast to others using a linear network code. Optimality of this single-source network coding solution is captured by a new and surprisingly general identity for matroids, which share an important mathematical structure that gives rise to various polynomial-time algorithms in combinatorial optimization.[4] We also give a new framework to view matroids as graphs which may allow one to generalize other theorems on graphs.



Example 2.1 Let V = [3] and Z3 = Z1 ⊕ Z2 where Z1 and Z2 are uniformly distributed independent bits, and ⊕ is the XOR operation (or modulo two sum). 2 This is called a finite linear source because the observations are linearly related. Definition 2.1 (Finite linear source) ZV is a finite linear source if the component source Zi for user i ∈ V are vectors of random variables that can be expressed as linear combinations of a common set of independent random variables that are uniformly distributed over a common finite field. In matrix notation,   I z = Hx = ¯ x (2.1) H where x is the vector of independent random variables uniformly distributed over a finite field Fq of order q; H is a matrix of elements in Fq consisting of the identity matrix I ¯ and z is the vector of all random variables and submatrix H; partitioned into ZV . Without loss of generality, we assume that the elements in x can be partitioned into XV where Xi ⊆ Zi ¯ for i ∈ V .1 XV is called a base of ZV , while H and H are called a representation and a basic representation of ZV respectively. 2 For Example 2.1, (Z1 , Z2 ) is a base since we can write z



II. S INGLE - SOURCE NETWORK CODING Network coding[5] is normally a solution to the channel coding problem over a network with noise-free links. In this section, we will describe how it can be applied to the secret key agreement problem under the private source model.[1] We start with a source that has a general linear dependence This work is supprted in part by Project. #MMT-p2-09 of the Shun Hing Institute of Advanced Engineering, The Chinese University of Hong Kong. Chung Chan ([email protected]) is with Research Laboratory of Electronics at MIT, Massachusetts Institute of Technology. He is a visiting scholar at the Shun Hing Institute of Advanced Engineering, The Chinese University of Hong Kong, and Research Laboratory of Electronics at MIT, Massachusetts Institute of Technology.
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    Z1 1 0   Z2  = 0 1 Z1 }X1 Z2 }X2 Z3 1 1   ¯ = 1 1 , and the base (X1 , X2 ) uniformly distributed. with H Indeed, with public discussion, we can convert the private source into a private channel characterized by the transfer ˜ 1 and X ˜ 2 be arbitrary secrets ¯ Let X matrix H (or simply H). of user 1 and 2 respectively. The users publicly reveal the 1 To argue this, we can first assume H has full column rank without loss ¯ of rows from H. of generality. Then, there exists an invertible submatrix H ¯ −1 )(Hx) ¯ Rewriting (2.1) as z = (H H gives the desired structure.
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˜ 1 ⊕ X1 and X ˜ 2 ⊕ X2 , which are independent of cryptograms X the secrets by the uniformity of the base.2 User 3 adds the cryptograms to Z3 and observes effectively the following sum,



X11 ← K



X12 ← K



˜ 3 := Z3 ⊕ (X ˜ 1 ⊕ X1 ) ⊕ (X ˜ 2 ⊕ X2 ) Z ˜1 ⊕ X ˜2 =X since Z3 = X1 ⊕ X2 by definition. This is the desired channel ˜ 1 and X ˜ 2 trivally, ¯ As user 1 and 2 observe X characterized by H. we have the effective private channel H. Proposition 2.1 (Source to channel) With public discussion, the private finite linear source ZV in Definition 2.1 can be used as a deterministic linear private channel characterized by the transfer matrix H in (2.1) with inputs and outputs partitioned by the users as in XV and ZV respectively. 2 P ROOF Let ˜ x be a random vector in Fq (not necessarily uniformly distributed) independent of x in (2.1) but with the same dimension. Define ˜z := H(˜ x + x) − z = H(˜ x + x) − Hx = H˜ x By definition, each element in ˜z can be generated by the user who observes the corresponding element in z and the vector ˜x + x of cryptograms. Since the cryptograms are independent of the secrets by the uniformity of x, revealing them in public effectively gives a private channel H from inputs in ˜x to outputs in ˜z.  In essence of the above proposition, we can treat XV and ZV as the inputs and outputs of a private channel. Users can share a secret key simply by generating it at a source node and multicasting it to the others through the private channel. In Example 2.1, user 1 and 3 can share a secret bit K by setting the inputs as X1 ← K and X2 ← 0. This gives the output Z3 → K as desired through the private channel. Suppose user 2 also wants to share the key. We can extend the source model to two time units and let Zit be the observation of user i ∈ [3] at time t ∈ [2]. Let (X11 , X21 , X12 , X32 ) := (Z11 , Z21 , Z12 , Z32 )



(2.2)



be the inputs. Then, setting X11 ← K and X21 ← 0 spread the key bit from user 1 to 3 at time 1, while setting X12 ← K and X32 ← 0 spread the key bit from user 1 to 2 at time 2. The key rate achieved is 0.5 bits. This network coding approach is summarized in Figure 1 and can be generalized as follows for any finite linear source. Definition 2.2 (Single source) Given a finite linear source ZV in Definition 2.1, the active users in A can share a secret key as follows. 1) Extend the source ZV over n ∈ P time units to ZnV . 2) Pick a source node s ∈ A. 3) Pick a base XnV of ZnV as the inputs of the private channel obtained by Proposition 2.1. 2 The



cryptograms remain uniformly distributed regardless of the realization of the secrets. This perfectly secure encryption scheme is known as the singletime pad.[7].



Z31 → K



X21 ← 0



X32 ← 0



(a) Time 1



Z22 → K



(b) Time 2



Fig. 1: Network code for Example 2.1: Xit and Zit denote the input and respectively output of user i at time t. K is the key bit assigned to ← or observed → from certain input and output respectively. The routes of information flow are highlighted.



4) Have the source s generate a secret key K and multicast it to all active users in A through the private channel using a linear network code. K is chosen to be uniformly distributed and required to be perfectly recoverable by all users in A. No additional public discussion is performed other than that required to convert the source to a private channel in Proposition 2.1. n.b. additional channel use beyond n time units may be needed for the linear network code.[5] 2 Intuitively, the larger the rank of the transfer matrix H, the larger the correlation between the channel input and output, and so the larger the achievable key rate by network coding. We will characterize the achievable key rate using such rank function in the language of matroid theory.[4] Definition 2.3 (Linear matroid) S Given a finite linear source ZV in Definition 2.1, let ZV = i∈V Zi be a set of elements that indices the corresponding random element in the source ZV = (Zi : i ∈ V ), or the rows of H in correspondence to the way ZV partitions z.3 Define the rank function r : ZV 7→ N with r(T ) for T ⊆ ZV being the rank of the submatrix of rows of H indiced by elements in T . The pair (ZV , r) is called the (linear) matroid for ZV , and we have r(ZC ) = H(ZC )/ log q



∀C ⊆ V



Thus, r is independent of the specific choice of H. H is called ¯ is refered to as a a representation of the linear maroid.4 H basic representation of the linear matroid. We call r(T |U ) := r(T ∪ U ) − r(U ) for T, U ⊆ ZV the conditional rank of T given U . X is defined as the set of bases XV with Xi ⊆ Zi disjoint and r(XV ) = r(ZV ). It is easy to see that the elements in a base XV ∈ X indices the elements in a base XV of the finite linear source ZV . 2 In Example 2.1, the rank of H is r(ZV ) = H(ZV ) = 2. The set X of bases are (Z1 , Z2 ), (Z2 , Z3 ) and (Z1 , Z3 ). The 3 For example, if Z is a vector of two random bits (hT x, hT x), then Z = 1 1 1 2 (1, 2) is a vector of the corresponding row indices of H = [ h1 h2 ··· ]T . 4 The convention we use here is that elements of the linear matroid are represented by rows of H instead of the columns.
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achievable key rate can be characterized using r (and X ) as follows. Theorem 2.1 (Single source) Given a finite linear source ZV A in Definition 2.1, the secret key rate Csn (log q) bits achievable by the single-source network coding scheme in Definition 2.2 can be characterized by the matroid (ZV , r) for ZV in Definition 2.3 as follows,



gives the rate, 1 n n max min r(ZB c |XB c ) n XVn ∈X n B⊆V :s∈B6⊇A X 1 max min = r(ZB c t |XB c t ) n XVn ∈X n B⊆V :s∈B6⊇A t∈[n]



= max n n XV ∈X



A Csn :=



max



min



PXˆ ∈P(X ) B⊆V :s∈B6⊇A



ˆ B c )] E[r(ZB c |X



min



B⊆V :s∈B6⊇A



X N (XV |X n ) V r(ZB c |XB c ) n



XV ∈X



(2.3a)



V



where N (XV |XVn ) is the number of occurrences of XV in n (2.3b) the sequence XV . As n → ∞, the above rate approaches = max min PXˆ ∈P(X ) P∈Π(A) (2.3a) as desired in the order of 1/n. (2.3b) follows from a V general identity for matroids in Theorem B.1. (2.3b) is trivially ˆ V is a random variable distributed as P ˆ over the independent of s ∈ A, so as (2.3a). It is worth pointing out that, where X XV set X of bases of (ZV , r) and Π(A) is defined in (A.5a) as the when A = V , the expression in (2.3b) inside the maximization collection of P = {C1 , . . . , Ck } ⊆ 2V \ {∅} such that k ≥ 2, is also independent of PXˆ V because, ! every Ci contains an element in A, and every element in A is X X (a) X contained in exactly one Ci .5 n.b. (2.3b) is independent of the r(ZC |XC ) = r(ZC ) − |Xi | choice of s, and so as (2.3a). C∈P C∈P i∈C X XX Furthermore, the secret key can be perfectly secret and = r(ZC ) − |Xi | recoverable in the sense that it is independent of the public C∈P i∈V C3i messages and can be recovered by the active users with zero (b) X A = r(ZC ) − r(ZV ) error probability. The rate can approach Csn (log q) bits with C∈P a gap in the order of |V |/n. 2 ZC and r(Xi ) = |Xi |; and (b) The single-source network coding approach is optimal if the where (a) isPbecause XC ⊆ P is because 1 = 1 and A C3i i∈V |Xi | = |XV | = r(XV ) = throughput Csn reaches the secrecy capacity from [1]. This is r(Z ) by the definition of a base. V indeed the case when all users are active, i.e. A = V . (2.4) for the corollary also follows from the last expression. A Corollary 2.1 Csn is independent of s ∈ A by (2.3b). When Since H(ZC ) = r(ZC ) log q, the R.H.S. of (b) is the divergence Q all users are active, i.e. A = V , (2.3b) becomes the secrecy D(PZV k C∈P PZC )/ log q, and so (2.3b) becomes the secrecy capacity CsV (log q), capacity in log q bits as desired.[3, 9]  P Consider Example 2.1 with s = 1 ∈ A = V = [3], n = 2 r(ZC ) − r(ZV ) V Csn = CsV = min C∈P (2.4) and the inputs chosen as in (2.2). Then, with s = 1 and B = [2], P∈Π |P| − 1 n n we have n1 r(ZB c |XB c ) = r(Z31 )/2 = 0.5. This indeed gives where Π = Π(V ). In other words, the single-source network the network throughput, which attains the secrecy capacity coding approach to secret key agreement is optimal when all D(PZ[3] kPZ1 PZ2 PZ3 )/2 = 0.5. users are active. 2 P



ˆ C )] E[r(ZC |X |P| − 1



C∈P



P ROOF By the random coding argument in [8], the asymptotic throughput of a multicast session from source s ∈ A to other active users in A with input XV chosen for the input is, min



B⊆V :s∈B6⊇A



r(ZB c |XB c )



This can be approached in the order of |V |/n with perfect recoverability and secrecy.6 Maximizing the throughput over the choice of base XVn of the n-extension ZVn := (ZV t : t ∈ [n]) in Ac can be in any number (or none) of the parts of P. secrecy is immediate since no additional public discussion is needed. To argue perfect recoverability, note that the average error probability in [8] of a random linear code at rate R under a linear deterministic network is at most 2nR−(n−|V |) minB⊆V :s∈B6⊇A r(ZBc |XBc )) . A code makes an error only if at least one message gives the same observation at a destination node in A as another message. For linear codes, existence of one such message implies by linearity that all other messages have this problem, and so the error probability must be at least 1/2. If the average error probability is less than 1/2, i.e. the error exponent bigger than 1, there must be a linear code that attains zero error probability as desired. 5 Elements 6 Perfect



B. Source with dependency hypergraph In the previous section, we describe a single-source network coding approach for the finite linear source model where the dependency of the private observations can be captured by a (linear) matroid. By viewing matroids partitioned by vertices as edges in graphs, we give a general identity in matroid theory that proves the optimality of the network coding approach in the case when all users are active. In this section, we derive some stronger results when the dependency of the source can be captured by a hypergraph instead. For example, we can derive a better delay guarantee for communicating the secret key bits by network coding, and prove that the network coding approach is also optimal when there are only two active users. When all users are active, the secrecy capacity corresponds to some notions of partition connectivity[10] of the dependency hypergraph. This gives a theoretically appealing confirmation of secrecy capacity as a measure of mutual dependence in [3, 9].
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Definition 2.4 (Source with dependency hypergraph) A hypergraph H = (V, E, φ) is a tuple of vertex set V , edge set E, and edge function φ : E 7→ 2V \ {∅} with |φ(e)| ≥ 2 for all e ∈ E.7 Given two hypergraphs H1 = (V, E1 , φ1 ) and H2 = (V, E2 , φ2 ) on the same vertex set, the disjoint union H1 t H2 is a hypergraph H = (V, E, φ) with E = {(e, i) : e ∈ Ei } and φ((e, i)) = φi (e)



∀ (e, i) ∈ E



discussion. In terms of the dependency hypergraph, we can view each edge as an independent transmission link. To illustrate this, consider the following example. Example 2.2 Let V = [4], A = [3], G = F2 , and ZV be a source with the dependency hypergraph H = H1 t H2 in Definition 2.4 where H1 and H2 contain the 3-edges e1 and e2 respectively with φ1 (e1 ) = {1, 3, 4} and φ2 (e2 ) = {2, 3, 4}



i.e. we distinguish between the edges from H1 and H2 by the additional index i. Given the hypergraph H = H1 t H2 and finite group G of (e,1) order |G| = q, define zi = z(e,1) for every e ∈ E1 and i ∈ φ1 (e) as an independent random variable uniformly distributed (e,2) over G, and z(e,2) := (zi : i ∈ V ) as an independent random vector uniformly distributed over a subset of G|φ2 (e)| with zero sum, X (e,2) zi =0 ∀e ∈ E2 (2.5) i∈φ2 (e) (e,j)



Define the source ZV such that Zi is the (ordered) set of zi for e ∈ Ej : i ∈ φj (e) and j ∈ [2]. H is referred to as the dependency hypergraph of ZV . 2



but no other edges. This is illustrated in Figure 2.
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Suppose we choose node 1 and 2 as the roots of e1 and e2 respectively, i.e. ρ1 (e1 ) = 1 and ρ2 (e2 ) = 2. Then, (2.6) gives X1 = ze11 , X3 = ze32 , X4 = ze42 and X2 = ∅. In matrix form, H



  e1  z1  1 ze32  0 I  e2   z4   0  e = z 1   1  3e  ¯ 1 z41  H  ze22 0



0 1 0 0 0 1



 0   0  X1  1   X3 0  X4 0 1



¯ as a channel, the first column corresponds to Viewing H a broadcast link from sender ρ1 (e1 ) to receivers in φ1 (e1 ) \ This is a special case of the finite linear source in Defini- {ρ1 (e1 )}. The last row corresponds to an interference link from tion 2.1 if G is a field. To see this, define an arbitrary root senders in φ2 (e2 ) \ {ρ2 (e2 )} to the receiver ρ2 (e2 ). Other rows function ρ2 : E2 7→ V with ρ2 (e) ∈ φ2 (e) for all e ∈ E2 . and columns must be unit vectors by independence of the links. Then, Definition 2.6 (Hyperedges as links) We say that an edge e (e1 ,1) (e2 ,2) x := (z , zi : e1 ∈ E1 , e2 ∈ E2 , i ∈ φ2 (e2 ) \ {ρ2 (e2 )}) in a hypergraph H = (V, E, φ) is used as • an undirected broadcast link in the sense that a sender is a vector of independent random variables uniformly disρ(e) ∈ φ(e) can be chosen at each time to send a unit of tributed over G. By (2.5), the remaining random variables information noiselessly to all receivers in φ(e) \ {ρ(e)}. (e,2) zρ2 (e) for e ∈ E2 are simply negative sums of subsets of • an undirected interference link in the sense that a receiver elements in x. This satisfies (2.1) for some H as desired. ρ(e) ∈ φ(e) can be chosen to observe the sum of inputs In general, regardless of whether G is a field, the matrix from the senders in φ(e) \ {ρ(e)}. ¯ consisting of ±1 form (2.1) still applies for some matrix H • a selectable link in the sense that a sender and a receiver or 0. Indeed, the choice of a base XV for ZV corresponds to can be chosen from φ(e) for a point-to-point link. the choice of a root for every edge in H as described below. After converting the edges to independent directed links, the Definition 2.5 (Root function) A star hypergraph[10] H ∗ = resulting composite channel is representable by a transfer matrix ¯ of which every non-zero entry equals 1 and is contained in (V, E, φ, ρ) consists of a hypergraph H = (V, E, φ) and a H ∗ ∗ root function ρ : E 7→ V with ρ(e) ∈ φ(e). Let H = H1 t a unit column or row vector. H2∗ be the star hypergraph of the dependency hypergraph The usual notion of a network flow can be built upon these in Definition 2.4 with the root functions ρ : E 7→ V and various notions of links. A unit flow of length l is a sequence ρi : Ei 7→ V for i ∈ [2] such that u1 , e1 , u2 , e2 , . . . , ul+1 with ui ’s being distinct vertices in V and ei being an edge with sender selected as ui and receiver ρi (e) = ρ((e, i)) ∀(e, i) ∈ E selected as ui+1 . An outbranching from s to a set of nodes A \ {s} is a collection of edges with the choice of a sender Define XV as follows, and one or more receivers for each edge, such that there is a (e ,1) (e ,2) Xi := (zi 1 , zj 2 :e1 ∈ E1 , e2 ∈ E2 , unit flow from s to every node in A \ {s}. The outcut (2.6) unique + − V i = ρ1 (e1 ), j ∈ φ2 (e2 ) \ {ρ2 (e2 )}) δH 7→ 2E and incut δH ∗ : 2 ∗ are defined as, It follows that XV is a base of ZV , and every base can be defined this way for some root function ρ. 2 As in Proposition 2.1, the source model can be converted ¯ with the help of public to a private channel H or simply H 7 It



is possible but not of interest to consider singleton edges here.



+ − c δH ∗ (B) := δH ∗ (B ) := {e ∈ E : ρ(e) ∈ B 6⊇ φ(e)} (2.7a)



for B ⊆ V . The cut δH : 2V 7→ 2E is defined as, δH (B) := {e ∈ E : B 6⊇ φ(e) 6⊆ B c } The values of the cuts are simply their cardinalities.



(2.7b) 2
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ze31 → K 3 ze32 ← K



ze11



Consider a star hypergraph H ∗ = H1∗ t H2∗ and the corresponding base XV defined in Definition 2.5. D(PZV kPZB PZBc ) = H(ZB ) + H(ZB c ) − [H(XB ) + H(XB c )]



1



e1



←K



ze41 → K



ze22



e2



4



→K



2



because H(ZV ) = H(XV ) = H(XB ) + H(XB c ) by the definition of a base. The last two entropy terms evaluates to the following cut values by (2.6),



ze42 ← 0



Fig. 2: Network code for Example 2.2



It follows from Proposition 2.1 that every edge in H1 can be used as an undirected broadcast link or selectable link, while every edge in H2 can be used as an undirected interference link and a selectable link. In Example 2.2, e1 can be used as a broadcast link from sender 1 to receivers in {2, 3}, which can also be viewed trivally as a point-to-point link from sender 1 to receiver 3. e2 can be used as an undirected interference link from senders in {3, 4} to receiver 2. If sender 4 transmits 0 over the link, we effectively have a point-to-point link from sender 3 to receiver 2. Using e1 and e2 as selectable links this way, there is a unit flow from user 1 to 3, namely the sequence 1, e1 , 3, e2 , 2. This is shown in Figure 2. In general, when there are only 2 active users, we can use both the edges from H1 and H2 as selectable links and route the secret key from one active user to the other as follows. Definition 2.7 (Unicast by routing) Given a source ZV with a dependency hypergraph H = H1 t H2 in Definition 2.4, two active users, i.e. |A| = 2, can share a secret key as follows. 1) Pick a source node s ∈ A and a destination t ∈ A \ {s}. 2) Use the edges in H as selectable link in Definition 2.6 by choosing a sender and a receiver for every edge. 3) Decompose the links into edge-disjoint unit flows from s to t. Have the source s generate and route independent parts of a secret key K through each unit flow. This is a specialization of the scheme in Definition 2.2 without extension in time nor coding at any nodes. 2 Theorem 2.2 Given a source ZV with a dependency hypergraph H = H1 t H2 in Definition 2.4, the routing solution in A Definition 2.7 achieves the secret key rate Csn (log q) bits in A (2.3), which equals the secrecy capacity Cs (log q), A Csn = CsA =



min



B⊆V :s∈B63t



|δH (B)|



(2.8)



where A = {s, t}, and δH is defined in (2.7b). This can be attained non-asymptotically with no delay, and is independent of the choice of s. 2 P ROOF The fact that (2.8) is the maximum number of edgedisjoint unit flows in H from s to t follows from Theorem C.1, which is a generalization of Menger’s theorem to hypergraphs. It remains to show that (2.8) is the secrecy capacity. By [1], CsA (log q) ≤



min



B⊆V :s∈B63t



D(PZV kPZB PZBc )



= H(ZB |XB ) + H(ZB c |XB c )



H(ZB |XB ) − + = |δH ∗ (B)| + |δH ∗ (B)| 1 2 log q H(ZB c |XB c ) + − = |δH ∗ (B)| + |δH ∗ (B)| 1 2 log q By (2.7), the sum of the above gives (2.8) as desired.







When 2 < |A| ≤ |V |, the above scheme need not be optimal. For instance, Example 2.1 cannot attain the secrecy capacity of 0.5 bits without an extension of n ≥ 2. Furthermore, coding may be necessary as shown by the following example. Example 2.3 Let A = V = [4], G = F2 , and ZV be a source with dependency hypergraph H = H1 , i.e. H2 being empty, in Definition 2.4 where E := {123, 134, 124} and φ(ijk) := {i, j, k} ∈ V . This is illustrated in Figure 3. 2 It is easy to argue that at least 2 edges are needed to give an outbranching that supports 1 bit of information flow from a source node to all other nodes. Since H has only 3 edges, there are at most 3 edge-disjoint outbranchings for every 2 time units. Thus, routing independent secret key over edge-disjoint outbranchings can attain a maximum rate of 32 bits. With linear network coding, however, the secrecy capacity of 2 bits is achievable as follows: 1) Choose user 1 as the source. 2) Select user 1 as the sender for all edges in H, and all other users as receivers. 3) Have user 1 generate two independent secret key bits K1 and K2 uniformly distributed over G, and then send K1 , K2 and K1 ⊕ K2 respectively over the broadcast links 123, 134 and 124. Since every user has access to at least two links, they can recover the key bits perfectly. This is shown in Figure 3. In general, we can specialize the scheme in Definition 2.2 as follows with convolutional network code, which has a better delay guarantee without diminishing the achievable secret key rate. Definition 2.8 (Convolutional code) Given a source ZV with a dependency hypergraph H = H1 t H2 in Definition 2.4, the active users in A with 2 < |A| ≤ |V | can share a secret key as follows. 1) Extend the source over n ∈ P time units. 2) Pick a source node s ∈ A. ˜ = F ˜ = (V, E, ˜ φ) 3) Let H i∈[n] H be the n-extended ˜ 1 as undirected hypergraph of H. Use the edges in H ˜ 2 as selectable links broadcast links and the edges in H defined in Definition 2.6. i.e. choose a sender for each ˜ 2. edge in H and a receiver for each edge in H
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2 K1 ⊕ K2



(2.3) evaluates to (2.9) under (2.6) follows from the simple fact that H(ZB c |XB c ) + − r(ZB c |XB c ) = = |δH ∗ (B)| + |δH ∗ (B)| 1 2 log q



K1



K1 ⊕ K2



K1 1



K1 ⊕ K2 4 K2



K2



K1 K2 3



Fig. 3: Network code for Example 2.3



4) Have the source s generate a secret key K and multicast it to all active users in A using a convolutional network code in [11]. If G is not a field, we use the field with maximum order less than q. 2 The achievable key rate and other details of the convolutional network code are given in the following theorem.



for any B ⊆ V . It remains to show that there is a convolutional code that attains a throughput in (2.9) with maximum delay in (2.10). ˜ 1 is a directed After step 3 in Definition 2.9, every edge in H ˜ broadcast link while every edge in H2 is a point-to-point link, which is just a special kind of broadcast link. Thus, step 4 is essentially a network coding problem with directed broadcast links. Without loss of generality, we will assume H2 is empty and contruct the desired convolutional code for H = H1 that attains the rate, dH˜ ∗ (A, s) :=



min



B⊆V :s∈B6⊇A



+ |δH ˜ ∗ (B)|



(2.11)



Let t be the time index, D be an indeterminate for time delay, u be the total number of input processes, and Fqk for some positive integer k ∈ P be the support set for each sample. Let the generating function of the input process j ∈ [u] be, X Xj (D) := Xjt Dt



Theorem 2.3 Given a source ZV with a dependency hypergraph H = H1 t H2 in Definition 2.4, the convolutional nett≥0 work coding scheme in Definition 2.8 achieves asymptotically where X are independent and uniformly random over F k . jt q A the secret key rate Csn (log q) bits in (2.3), which simplifies to, (X : t ∈ P) is the j-th uniformly random data stream jt originated from the source s and to be communicated to every h i + − A (2.9a) node in˜A \ {s}. The generating function of the edge process Csn = max min E |δH∗1 (B)| + |δH∗2 (B)| PH∗ ,PH∗ B⊆V :s∈B6⊇A at e ∈ E is defined as, 1 2 h i X X P − + 0 DYe0 (D) + Y (D) = a bej Xj (D) |δ (C)| + |δ (C)| ∗ ∗ E e ee C∈P H1 H2 (2.9b) = max min 0 ˜ j∈[u]: e ∈ E: PH∗ ,PH∗ P∈Π(A) |P| − 1 ˜ 0 )\ρ(e ρ(e)=s ˜ 1 2 ρ(e)∈ ˜ φ(e ˜ 0) where H∗1 and H∗2 are random star hypergraphs of H1 and H2 respectively with random root functions. This is independent of the choice of s ∈ A. The maximum delay µ is upper bounded by, A A µ ≤ n3 Csn |E| logq (|A|nCsn q)



(2.10)



where n is the time-extension in step 1 of Definition 2.8. When all users are active, i.e. A = V , the secrecy capacity in (2.4) is attained as a consequence of Corollary 2.1, which is h i P − + |δ (C)| + |δ (C)| ∗ ∗ H1 H2 C∈P CsV = min P∈Π |P| − 1 where H1∗ and H2∗ are arbitrary star hypergraphs of H1 and H2 respectively. Furthermore, n ≤ |V | − 1 by (B.21), which can be substituted in (2.10) to give a bound on delay. 2 CsV equals pH defined in (C.8), which has the combinatorial interpretation of partition connectivity for hypergraphs[10]. The optimal partition P also has the intuitive meaning of highly connected/dependent nodes as described in Proposition C.2. P ROOF The fact that edges in H2 can be used as selectable links instead of undirected interference links follows from Corollary C.1 that edges in H2 can be shrinked to 2-edges without diminishing the min-cut value in (2.9). The fact that



where aee0 , bej ∈ Fqk . This is generated by node ρ˜(e) and ˜ received by nodes in φ(e). The additional unit delay on the incoming edge processes is sufficient (but not necessary8 ) to avoid cyclic dependency in the information flow when the line ˜ ∗ contains a cycle. Define the generating function graph of H of the output process j ∈ [u] at node i ∈ A \ {s} as, X Zij (D) = cije Ye (D) ˜ e∈E: ˜ i∈φ(e)\ ρ(e) ˜



where cije ∈ Fqk . This can be regarded as a summary of the incoming edge processes at node i for decoding the input processes.To define the final decoding step, consider the following matrix notation. Let ˜ 0 ) \ ρ˜(e0 )) ˜ ρ˜(e) ∈ φ(e a := (aee0 : e, e0 ∈ E, ˜ j ∈ [u], ρ˜(e) = s) b := (bej : e ∈ E, ˜ \ ρ˜(e) 3 i) ˜ φ(e) ci := (cije : j ∈ [u], e ∈ E, and A = [Aee0 ], B = [Bej ] and C i = [Cije ] be the matrices with row index first such that the entries Aee0 , Bej and Cije equal aee0 , bej , and cije respectively if defined and 0 otherwise. Then, with X(D) = (Xj (D)), Y(D) = (Ye (D)) and Zi (D) = 8 As mentioned in [5], it is sufficient to have one unit delay associated with ˜ ∗. every cycle in the line digraph of H
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(Zij (D)) defined as the vectors of the specified input, edge and output processes, we have the matrix form of the convolution code, Y(D) = DAY(D) + BX(D) ∀i ∈ A \ {s}



Zi (D) = C i Y(D)



Combining these equations, we have Hi



z }| { Zi (D) = C i (I − DA)−1 B X(D) ∀i ∈ A \ {s}



(2.12)



−1



The matrix inverse (I − DA) is well-defined because the system H i is realizable in a distributed fashion by construction.9 In particular, the determinant |I − DA| is a nonzero polynomial of D with constant term equal to |I −0A| = 1, and the inverse is given by, (I − DA)−1 =



1 adj(I − DA) |I − DA|



(2.13)



where adj(M ) is the adjugate matrix, the entry at row r and column c of which is (−1)r+c times the determinant of the matrix obtained by removing row c and column r of M . Finally, define the decoding at node i ∈ A \ {s} using the ˆ i as, system C ˆ i Zi (D) X(D)Dµi = C which returns the input processes with delay µi . This is feasible if ˆ i := Ci H −1 Dµi C i is realizable, i.e. H −1 is well-defined and every entry viewed i as a rational function of D has at most µi poles at 0. We first show that H −1 is well-defined for all i ∈ A \ {s} i if dH˜ ∗ (A, s) ≥ u in (2.11) and k is chosen sufficiently large. Then, we upper bound k and the delay maxi∈A\{s} µi . Since H −1 := adj(H i )/|H i |, it is well defined iff |H i | is a noni zero rational function of D. By (2.12) and (2.13),10



(2.14)



Thus, it suffices to show that Y



k = blogq (deg ξ(a, b, c))c + 1



(2.15)



It follows by an inductive argument as in [5, Lemma 2.1] that ξ is a non-zero polynomial of D for some choice of a, b, c. More precisely, arrange the variables (a, b, c, D) in a sequence (x1 , . . . , xl = D). The polynomial ξ(x2 , . . . , xl ) is non-zero by some choice of x1 ∈ Fqk since each coefficient is a polynomial of x1 with degree strictly smaller than q k , and therefore cannot have all elements in Fqk as roots. Similarly, given ξ(xi , . . . , xl ) is a non-zero polynomial for some choice of x[i−1] , we have a choice of xi such that ξ(xi+1 , . . . , xl ) is a non-zero polynomial. By induction, there is a choice of a, b, c such that ξ(D) is a non-zero polynomial, and so H −1 i is well-defined for all i ∈ A \ {s} as desired. To upper bound k, deg(ξ(a, b, c)) ≤ (|A| − 1) max deg(ξi (a, b, c)) i∈V \{s}



= (|A| − 1)u where the last equality is because the entries of C i adj(I − DA)B is a degree-1 polynomial in a, b, c, and so its determinant, namely ξi (a, b, c), has degree at most u. It follows from (2.15) that k ≤ logq |A|uq (2.16) To upper bound µi , denote nZ,0 (M ) and nP,0 (M ) be the maximum number of zeros and respectively poles at 0 over the entries of matrix M as rational functions of D. Then, (a)



=0



z }| { (adj(H )) µi := nP,0 (H −1 ) ≤ n (|H |) + n ,0 i ,0 i Z P i ξi



z }| { = nZ,0 (|C i adj(I − DA)B|)



(b)



(c) ˜ − 1) ≤ deg(ξi (D)) = u(|E|



ξi



z }| { |C i adj(I − DA)B| |H i | = u |I − DA|



ξ :=



deg(ξ(a, b, c)) of ξ by viewing ξ as a polynomial of each of the variables in a, b, c but D as some constant in Fqk . i.e.



ξi



i∈A\{s}



(a) is because nP,0 (adj(H i )) ≤ (u − 1)nP,0 (H i ) = (u − 1)nZ,0 (|I − DA|) = 0 since |I − DA| is a polynomial of D with no zero.11 (b) is by (2.14). (c) is because every entry of ˜ adj(I −DA) is a polynomial of D with degree at most |E|−1, so as the entries of the linear combination C i adj(I −DA)B.12 ˜ = n|E|, Since |E|



is a non-zero polynomial of D for some choice of a, b, c ∈ Fqk max µi ≤ u(n|E| − 1) (2.17) i∈A\{s} and k ∈ P. By (2.11), dH˜ ∗ (A, s) ≥ u implies that This completes the proof since we have a convolutional code minB⊆V :s∈B63i |δH˜ ∗ (B)| ≥ u for all i ∈ A \ {s}, which that achieves (2.11) asymptotically with finite field extension implies under Theorem C.1 or the extension[10, Theorem 4.1] (2.16) and delay (2.17). The overall delay is upper bounded as of the Menger’s theorem that there exists u edge-disjoint follows, unit flows from s to i. This, in turn, implies that a, b, c can A A max nk(µi + 1) ≤ n3 Csn |E| logq |A|nCsn q be chosen for each i such that ξi is a non-zero polynomial i∈A\{s} ξi (D) of D. Thus, ξ is a non-zero polynomial ξ(a, b, c, D). ˜ an additional Choose k such that q k is larger than the maximum degree since n extension is needed to convert H to H, factor of k is needed for field extension, and a delay of µi + 1 9 Every processing step satisfies the causality requirement under the assumption that the nodes process information independently. 10 We have also used the simple fact that |αM | = αu |M | for any u-by-u matrix M .



11 The factor (u − 1) comes from the definition of adj(H ) that every entry i is a determinant of a matrix with dimension (u − 1). 12 The additional factor u is because of taking the determinant.
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frames of nk time units are needed before the input process can be decoded by every node i ∈ A \ {s}. The R.H.S. is A obtained by (2.16), (2.17) and nCsn ≥ dH˜ ∗ (A, s) ≥ u. 



capacity. This equality holds under a general framework where we consider matroids as graphs. In particular, we extended the result of [10] with the notion of antiflow, the reverse of which agrees with the intuitive notion of an information flow. When all users are active, and H1 is empty or consists When some users need not share the secret key, we do not of only 2-edges, we have a better delay guarantee with the have a proof that the network coding approach is optimal, following routing solution. nor do we have a counter-example that suggests otherwise. Definition 2.9 (Routing) Given a source ZV with a depen- Further investigation is also needed for a practical solution that dency hypergraph H = H2 in Definition 2.4, i.e. H1 being scales with the size of the network. With a linear source model, empty, all users in A = V can share a secret key as follows. however, it is quite reasonable to think that a linear coding scheme suffices. It may require a more complicated scheme 1) Extend the source over n ∈ P time units. such as the multisource network coding: have multiple sources 2) Pick a source node s ∈ A. F generate and communicate independent secret keys to others ˜ = ˜ = (V, E, ˜ φ) 3) Let H H be the n-extended i∈[n] ˜ hypergraph of H. Use the edges in H as selectable links. through multiple multicast sessions. While further research is 4) Decompose the links into edge-disjoint outbranchings needed for a more concrete statement, we give in Appendix D from s to V \ {s}. Have the source s generate and route an example that conveys the idea of this approach. independent parts of a secret key K through each unit ACKNOWLEDGMENT flow to all other active users. The author would like to thank Lizhong Zheng, Anthony See Definition 2.6 for definitions of links and outbranchings.2 M.C. So, Angela Y.J. Zhang, Sidharth Jaggi and Raymond Theorem 2.4 Given a source ZV with a dependency hyper- W.H. Yeung. graph H = H2 in Definition 2.4 and A = V , the routing solution in 2.9 achieves the secrecy capacity CsV (log q) bits A PPENDIX with This section contains some identities that are essential in the  −  V proof of optimality of the network coding approach to secret (2.18a) Cs = max min E |δH∗ (B)| PH∗ B⊆V :s∈B6⊇V key agreement described in the previous sections. We start P + with a general identity in submodular function optimization C∈P |δH ∗ (C)| (2.18b) = min |P| − 1 P∈Π(A) from [9] using some generalized notions of partitions. Then, where H∗ is a random star hypergraph of H with random we introduce a general framework for matroids that capture root functions, while H ∗ is an arbitrary deterministic star the notion of information flow in the secret key agreement hypergraph. This is independent of s ∈ V and H ∗ , and is problem. The results are strengthened when the model can be captured by the special structure of a hypergraph. attained with delay or extension n at most |V | − 1. 2



P ROOF The fact the (2.18) is the maximum number of unit flows follows from Edmond’s branching theorem[10, Theorem 4.2]. The facts that (2.18) is the secrecy capacity and n ≤ |V | − 1 follow from the same argument as in the proof of Theorem 2.3.  III. D ISCUSSION



A. Submodular function We will use the following generalized notion of partitions and the identity in submodular function optimization for the main theorem in the next section. Definition A.1 Given a finite set V , consider subsets A ⊆ V : |A| ≥ 2. Define



We have shown that the secret key agreement problem has F (A) := {B ⊆ V : B 6⊇ A} (A.1a) a practical solution under a linear source model. With the V F := F (V ) = 2 \ {V } (A.1b) help of public discussion, the private source can be converted effectively into a private channel by selecting a set of inputs. Define Φ(A) as the collection of families F ⊆ 2V \ {V } One active user can be designated as the source node to generate that satisfy a random key, which can then be communicated perfectly ∀B ∈ F, B 6⊇ A and (A.2a) secretly to other active users by a linear network multicast. 0 0 0 0 Compared to the secret key agreement by communication ∀B ∈ F, B ∪ B 6⊇ A =⇒ B ∩ B , B ∪ B ∈ F (A.2b) for omniscience in [1], this is more practical since perfect 13 secrecy and recoverability can be achieved without requiring the We say that F is an A-co-intersecting family. It follows 0 0 that Φ(A) ( Φ(A ) for all A ( A . In particular, F (A0 ) ∈ contraint length to go to infinity. In addition, all the processing 0 Φ(A ) \ Φ(A) and F ∈ Φ(V ). involves only linear operations whose complexity is polynomial Denote the complement of a family F as, in the constraint length. This single-source linear network coding solution attains F¯ := {B c : B ∈ F} (A.3) the secrecy capacity in the case when all users are active because the min-cut characterization for the network throughput 13 Please refer to the related definitions of intersecting family in [10] and equals the partition-connectivity characterization for the secrecy crossing family in [4, p.838].
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Define Π(F, U ) for F ∈ Φ(V ) and U ⊆ V as the collection of all families P such that {C ∩ U : C ∈ P} is a set-partition ¯ i.e. P ⊆ F¯ : of U into at least 2 non-empty disjoint sets in F, |P| ≥ 2 such that ∀C ∈ P, C ∩ U 6= ∅ and ∀i ∈ U, ∃!C ∈ P : i ∈ C



J I



(A.4) e ∈ hQi



¯ It follows We say that P is a partition of U with respect to F. 0 0 that Π(F, U ) ⊇ Π(F, U ) for all U ⊆ U . For convenience, we write Π(A) := Π(F (A), A) (A.5a) Π := Π(F , V )



f



(A.5b)



Π is the usual set-partition of V into at least 2 non-empty disjoint subsets of V . Define Λ(F, U ) as the set of λ := (λB : B ∈ F) satisfying X ∀B ∈ F, λB ≥ 0 and ∀i ∈ U, λB = 1 (A.6) B∈F :i∈B



We say that λ is a fractional partition of U w.r.t. F.14 It follows that Λ(F, U ) ⊇ Λ(F, U 0 ) for all U ⊆ U 0 . 2 Theorem A.1 Given a finite set V : |V | ≥ 2, we have for all A ⊆ V : |A| ≥ 2, F ∈ Φ(A), and supermodular function h : F 7→ R that, X X 1 max. λB h(B) = max. h(C c ) (A.7) λ∈Λ(F ,A) P∈Π(F ,A) |P| − 1 B∈F



Q



C∈P



with the convention that max. over an empty set is −∞. P ROOF See [9, Theorem A.1].
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2 



Fig. 4: Venn diagram for the proof Proposition B.1



characterization of matroids in terms of their span functions. Other characterizations can be found in [4]. Proposition B.1 h·i : 2S 7→ 2S is the span function of a matroid iff for all T, U ⊆ S and e, f ∈ S \ T , T ⊆ U =⇒ T ⊆ hT i ⊆ hU i



(B.2a)



e ∈ hT ∪ {f }i \ hT i =⇒ f ∈ hT ∪ {e}i \ hT i



(B.2b)



A convenient necessary condition is e ∈ hT i =⇒ hT i = hT ∪ {e}i



(B.3)



which is a simple consequence of (B.2).



2



P ROOF While we need only the necessity part for subsequent results, the sufficiency part is also included for completeness. Necessity: r(T |T ) = 0 implies T ⊆ hT i. Suppose f ∈ hT i and e ∈ S. By (B.1b),



B. Matroid partitioned by vertices In this section, we will give a general identity for matroids that prove the optimality of the single-source network coding approach to secret key agreement in Section II. We first give some preliminaries on matroid theory.[4] Definition B.1 (Matroid) A matroid is characterized by a finite ground set S and a rank function r : 2S 7→ N with



r(T ∪ {e, f }) ≤ r(T ∪ {e}) + r(T ∪ {f }) − r(T ) = r(T ∪ {e}) The reverse inequality holds by (B.1a) and so f ∈ hT ∪ {e}i. It follows that hT i ⊆ hT ∪ {e}i, which establishes (B.2a). Assume the premise of (B.2b), i.e. (a)



(b)



(c)



r(T ) < r(T ∪ {e}) ≤ r(T ∪ {e, f }) = r(T ∪ {f }) T ⊆ U =⇒ r(T ) ≤ r(U ) ≤ |U |



(B.1a)



r(T ) + r(U ) ≥ r(T ∪ U ) + r(T ∩ U )



(B.1b)



for all T, U ⊆ S. The conditional rank of T ⊆ S given U ⊆ S is defined as r(T |U ) := r(T ∪ U ) − r(U ) and the span of T ⊆ S with respect to r is defined as hT i := {e ∈ S : r({e}|T ) = 0} I ⊆ S is called independent if |I| = r(I). It is called a base if in addition that |I| = r(I) = r(S). We will use I and X to denote the sets of independent sets and bases respectively. 2 It can be shown that every independent set is a subset of a base. i.e. I = {I ⊆ X : X ∈ X }. Indeed, there are various alternative ways of describing and understanding what a matroid is, using properties of its span function, independent sets or bases. The following is an equivalent 14 See 15 This



the related definition of fractional edge partition in [12]. gives as a corollary that Λ(F , A) = ∅ iff Π(F , A) = ∅.



where (a) is by the premise that e 6∈ hT i; (b) is by (B.1a); and (c) is by the premise that e ∈ hT ∪ {f }i. The inequality r(T ) < r(T ∪ {f }) implies f 6∈ hT i. By (B.1), r(T ∪ {e}) ≤ r(T ) + r({e}) ≤ r(T ) + 1, which are satisfied with equalities under (a). (b) is also satisfied with equality due to (c), implying f ∈ hT ∪ {e}i as desired. To prove (B.3), suppose to the contrary that there exists e ∈ hT i and f ∈ hT ∪ {e}i \ hT i. This contradicts (B.2b).16 Sufficiency: Given the span function, define the rank as, r(T ) := min{|I| : I ⊆ T, hIi = hT i}



,T ⊆ S



It follows immediately that r(U ) ≤ |U |. For T ⊆ U ⊆ S, we have hIi = hU i imply hIi ⊇ hT i by (B.2a). Thus r(T ) ≤ r(U ), which gives (B.1a). To prove (B.1b), consider for T, U ⊆ S, a minimal subset I of T ∩ U with hIi = hT ∩ U i, a minimal set J with I ⊆ J ⊆ 16 This



contradicts the reverse implication of (B.2b) by symmetry.
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T ∪ U and hJi = hT ∪ U i. It follows that r(I) = |I| because P ROOF Suppose to the contrary that there exists e ∈ hT i ∩ otherwise e ∈ hI \ {e}i ∩ I implies that hI \ {e}i = hIi under hU i \ hT ∩ U i with r(T ∪ U ) = |T ∪ U |. Then, (B.3), contradicting the minimality of I. (b) (c) (a) r(T ∪ {e}) = r(T ) ≥ r(T ∪ U ) − r(U \ T ) ≥|T | We now argue that r(J) = |J| as well. Suppose to the contrary that there exists e ∈ hJ \ {e}i ∩ J. Then, e ∈ I by where (a) is by e ∈ hT i; (b) is by (B.1b) and r(∅) = 0; the minimality of J. Let Q be a minimal subset of J \ {e} and (c) is by r(U \ T ) ≤ |U \ T | in (B.1a). It follows that with e ∈ hQi. Then, there exists f ∈ Q \ I by the minimality r(T ∪ {e}) = |T |. Similarly, we have r(U ∪ {e}) = |U | and of I because otherwise Q ⊆ I \ {e} implies the contradiction r(T ∪ U ∪ {e}) = |T ∪ U |. Now, e 6∈ hT ∩ U i implies that e ∈ hI \ {e}i ∩ I by (B.2a) and the fact that e ∈ hQi ∩ I. This r((T ∩ U ) ∪ {e}) is illustrated in Figure 4. By (B.2b) and the minimality of Q that e ∈ hQi \ hQ \ {f }i, we have f ∈ hQ ∪ {e} \ {f }i. This > |T ∩ U | = |U | + |T | − |T ∪ U | implies f ∈ hJ \ {f }i ∩ J by (B.2a) and the fact Q ∪ {e} ⊆ J. = r(U ∪ {e}) + r(T ∪ {e}) − r(T ∪ U ∪ {e}) This contradicts the minimality of J as desired.  Indeed, given r(J) = |J|, any subset J 0 of J also satisfies which contradicts (B.1b). 0 0 0 0 r(J ) = |J | because otherwise e ∈ hJ \ {e}i ∩ J implies the Definition B.3 (Directed vertex-partitioned matroid) contradiction e ∈ hJ \ {e}i ∩ J as argued before. We can now Given a matroid M = (ZV , r) partitioned by V and a base obtain (B.1b) as follows, XV ∈ X in Definition B.2, we say (M, XV ) is a directed (vertex-partitioned) matroid.17 Define the support function (a) r(T ) + r(U ) ≥ r(J ∩ T ) + r(J ∩ U ) supp(e, XV ) := min{I ⊆ XV : e ∈ hIi} e ∈ ZV , XV ∈ X (b) =|J ∩ T | + |J ∩ U | as the inclusionwise minimum subset of XV that spans e. This (c) =|J ∩ (T ∪ U )| + |J ∩ (T ∩ U )| is well-defined by Proposition B.2. i.e. every element is in the (d) span of a unique minimal subset of every base.18 ≥|J| + |I| In a directed matroid (M, XV ), an incut δ − : 2S 7→ N and (e) outcut δ + are defined as ≥ r(T ∪ U ) + r(T ∩ U ) [ where (a) is by (B.1a); (b) is because r(J 0 ) = |J 0 | for all δ − (C) := δ + (C c ) := supp(f, XV ) ∩ XC c (B.4) J 0 ⊆ J; (c) is by modularity of the cardinality function; (d) f ∈ZC is because J ⊆ T ∪ U and I ⊆ J ∩ (T ∩ U ); and (e) is by for C ⊆ V . The value of a cut is simply its cardinality, the definition of I and J that hIi and hJi equals hT ∩ U i and |δ − (C)| = |δ + (C c )| = r(ZC |XC ) hT ∪ U i respectively. n.b. the fact that independent sets are subsets of bases follows = r(ZC ∪ XC ) − r(XC ) easily from the above arguments. Let I be an independent set, = r(ZC ) − |XC | which satisfies |I| = r(I). With T = I and U = S, J defined above satisfies J ⊇ I and |J| = r(J) = r(S). Thus, I is a which is a submodular function in C ⊆ V . A (unit) antiflow is a sequence subset of a base, namely J. Subsets of bases are independent 0 0 0 since J ⊆ J satisfies |J | = r(J ).  u , (e , f ), u , (e , f ), . . . , u (B.5) 1



In the following, we will introduce a framework to view matroids as a generalization of edges in graphs. Definition B.2 (Vertex-partitioned matroid) A matroid partitioned by a vertex setSV is denoted by the pair (ZV , r) of ground set ZV := {Zi : i ∈ V } and rank function r : ZV 7→ S N that satisfies (B.1). X denotes the set of bases XV := {Xi ⊆ Zi : i ∈ V } with |XV | = r(XV ) = r(ZV ) and Xi ∩ Xj = ∅



∀i 6= j ∈ V



i.e. XV has disjoint Xi ’s and maximum rank r(ZV ).



2



The dependence structure of the matroid relates the nodes in V like edges in a graph, but in a more general way. We think of a base of the matroid as an orientation of a graph in a way that we can define graph-theoretic notion such as directed paths or flows. To do so, we first consider the following simple property of the span function. Proposition B.2 For any matroid (S, r), T ∪ U being independent implies that hT i ∩ hU i ⊆ hT ∩ U i. The reverse inclusion holds more generally for arbitrary subsets T, U of S. 2



1



2



2



2



3



l+1



where l ∈ N is the length, ui ’s are distinct nodes from V , and (ei , fi+1 )’s are directed edges in Xui × Zui+1 that satisfy ei ∈ supp(fi+1 , XV ) ∀i ∈ [l]



(B.6a)



ej 6∈ supp(fi+1 , XV ) ∀j ∈ [i − 1]



(B.6b)



or equivalently fi+1 ∈ hXV \ {ej : j ∈ [i − 1]}i \ hXV \ {ei }i for all i ∈ [l]. A (unit) flow is a sequence in (B.5) defined like an antiflow except that (B.6) is replaced by, ei ∈ supp(fi+1 , XV ) ∀i ∈ [l]



(B.7a)



ej 6∈ supp(fi+1 , XV ) ∀j > i



(B.7b)



or equivalently fi+1 ∈ hXV \ {ej : j > i}i \ hXV \ {ei }i for all i ∈ [l]. Antiflows and flows are collectively called (directed) paths. 2 17 This



is not the same as the oriented matroid described in [4]. to the contrary that there exists two distinct minimal sets T, U ⊆ XV such that e ∈ hT i ∩ hU i. Then, e ∈ hT ∩ U i by Proposition B.2 since T ∪ U is independent, contradicting the minimality. 18 Suppose
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Given a graph G = (V, E, θ) with vertex set V , edge set E and edge function θ : E 7→ V2 , we can define the corresponding vertex-partitioned matroid (ZV , r) by setting e ∈ Zi for e ∈ E and i ∈ θ(e), and setting r(T ) = |T | for all T ⊆ E. A base XV corresponds to the choice of a root node ρ(e) ∈ V for every edge e ∈ E under the mapping e ∈ Xi ⇐⇒ ρ(e) = i. A directed matroid (ZV , r, XV ) therefore corresponds to a digraph (V, E, φ, ρ). Flows or antiflows in the directed matroid correspond to directed paths in the digraph. Directed matroid captures more general notion of digraphs such as the star hypergraphs in [10]. In its full generality, a flow can be different from an antiflow. For example, consider the linear matroid (ZV , r) partitioned by three nodes as follows,



as shown below. ...



Zuk−1



Zuk



Zuk+1



Zuk+2



...



...



ek−1



ek



ek+1



ek+2 ...



...



XVk+1 . . . XVk ... .. . X˙ V = XV1 ...



ek−1 ek−1 ...



ek 2



2 fk+1



fk+2 fk+2



... ...



fk−1



fk



fk+1



fk+2



...



XV =



XVl+1 .. .



It will be helpful to refer to this for the subsequent arguments. Let S(k) be the statement that XVk ∈ X ek ∈



Z1 := {e1 } Z2 := {e1 , f2 } e1 := (0, 1) e2 := (1, 0) f2 := (0, 1)



Z3 := {f3 }



ek 6∈



hXVk hXV1



(B.10a) \ {ej : j ∈ [k − 1]}i



(B.10b)



\ {fk+1 }i



(B.10c)



It suffices to prove that S(k) is true for k ∈ [l] by induction because (B.10c) with k = 1 implies X˙ V ∈ X , while (B.10b) and (B.10c) implies (B.6b) and (B.6a) respectively for the reverse path. Assume as an inductive hypothesis that S(k + 1), . . . , S(l) are true. By (B.6b), fj ∈ hXV \ {ek }i for all j ≥ k + 2. By (B.3),



f3 := (1, 1)



where e1 and e2 are binary vectors, and r is the corresponding rank function in F22 . Choosing X1 := {e1 }, X2 := {e2 }, X3 := ∅ as the base XV , the sequence 1, (e1 , f2 ), 2, (e2 , f3 ), 3 is a flow since f2 = e1 and f3 = e1 + e2 . i.e. e1 ∈ supp(f2 , XV ) and e2 ∈ supp(f3 , XV ) \ supp(f2 , XV ), satisfying (B.7). hXV \ {ek }i = hXV ∪ {fj : j ≥ k + 2} \ {ek }i However, this is not an antiflow since e1 ∈ supp(f3 , XV ) (a) violates (B.6b). (b) ⊇hXVk+1 \ {ek }i =hXVk \ {fk+1 }i Despite their difference, antiflows and flows are closely related. Indeed, it is easy to see that the reverse sequence where (a) is by (B.2a) and (b) is by the fact that 3, (f3 , e2 ), 2, (f2 , e1 ), 1 is an antiflow in the directed matroid XVk+1 \ {ek } = XVk \ {fk+1 } with X1 := ∅, X2 := {f2 }, X3 := {f3 } chosen as the base. More generally, antiflows and flows are related by the following By (B.6a), fk+1 6∈ hXV \ {ek }i. With (a) and (b) above, reversal operation. fk+1 6∈ hXV \ {ek }i =⇒ fk+1 6∈ hXVk \ {fk+1 }i Definition B.4 Given a directed path (flow or antiflow) u1 , (e1 , f2 ), . . . , ul+1 in a directed matroid (M, XV ), we say that X˙ V is obtained by reversing the path if



X˙ ui



  Xui \ {ei } = Xui ∪ {fi } \ {ei }   Xui ∪ {fi }



=⇒ XVk ∈ X by the hypothesis that XVk+1 ∈ X , which gives (B.10a). Consider proving (B.10b). By the inductive hypothesis, 0



i=1 i = 2, . . . , l i=l+1



ul+1 , (fl+1 , el ), . . . , u1 is the reverse of the path.



(B.8)



∀k 0 > k



(B.11)



(c)



k+1 ⊆ XV \{ej :j∈[k]}



where (c) follows directly from the definition of XVk+1 . Thus, 2



Proposition B.3 The reverse of an antiflow in a directed matroid (M, XV ) is a flow in (M, X˙ V ) with X˙ V obtained by reversing the antiflow according to (B.8). It follows that r(ZC |X˙ C ) − r(ZC |XC ) = 1C (u1 ) − 1C (ul+1 )



ek0 ∈ hXVk \ {ej : j ∈ [k 0 − 1]}i | {z }



(B.9)



hXV \ {ej : j ∈ [k − 1]}i ⊆ hXVk+1 \ {ej : j ∈ [k − 1]}i by (B.3).19 Since fk+1 is contained by the L.H.S., it is also contained by the R.H.S.. i.e. fk+1 ∈ hXVk+1 \ {ej : j ∈ [k − 1]}i We also have fk+1 6∈ hXVk+1 \ {ej : j ∈ [k]}i



for all C ⊆ V . n.b. the reverse of a flow gives an antiflow similarly. 2 P ROOF Consider an antiflow denoted as (B.5). For k ∈ [l], let XVk be obtained by reversing the antiflow from uk to ul+1 as in (B.8). XVk+1 and XVk differ by the elements ek and fk+1



(B.12)



(B.13)



because otherwise fk+1 ∈ hXVk \{fk+1 }i, contradicting (B.10a) that XVk ∈ X argued previously. By (B.2b), we have (B.12) and (B.13) imply (B.10b). k+1 19 e 0 for k 0 > k present in X is indeed in the span of V but not XV k the R.H.S. by (B.11).
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Finally, suppose to the contrary that (B.10c) does not hold. This will complete the proof since u1 , (e1 , f2 ), . . . , ul+1 is the desired antiflow from t to v as (B.17) trivially implies (B.6b) i.e. ek ∈ hXV1 \ {fk+1 }i (B.14) while (B.18) implies (B.6a). Suppose to the contrary that there exists i ∈ [l − 1] such that ∀f ∈ Zui+1 , e ∈ Xui , we have By Proposition B.2, f ∈ hXv \ {e}i. Then, \ ek ∈ hXVk+1 \ {ej : j ∈ [k]}i Zui+1 ⊆ hXv \ {e}i because the argument of the span function above is the e∈Xui E intersection of those in (B.14) and (B.10b) proved earlier. (a) D\ ⊆ {XV \ {e} : e ∈ Xui } This contradicts the hypothesis that XVk+1 ∈ X as desired. To complete the induction, the base case with k = l can be = hXV \{ui } i proved by repeating the above arguments with the hypothesis where (a) is by Proposition B.2. This contradicts (B.16a) as XVk+1 ∈ X replaced by XVl+1 := XV ∈ X . desired because ui ∈ {vj : j ≤ ρ(ui )}.  To prove (B.9), note that XV , X˙ V ∈ X implies X We can now prove the following identity for matroids that r(ZC |X˙ C ) − r(ZC |XC ) = |XC | − |X˙ C | = |Xi | − |X˙ i | establishes the optimality of the single-source network coding i∈C approach in Theorem 2.1. The desired result follows then from the fact that  Theorem B.1 For s ∈ A ⊆ V : |A| ≥ 2, matroid M =  i = u1 1 (Z V , r) partitioned by V in Definition B.2, and base XV ∈ X |Xi | − |X˙ i | = −1 i = ul+1 of M , define   0 otherwise (B.19) dM (A, s, XV ) := min r(ZB c |XB c ) which is an immediate consequence of (B.8). B⊆V :s∈B6⊇A  X 1 Antiflows originating from a node can be constructed as r(ZC |XC ) (B.20) pM (A, XV ) := min P∈Π(A) |P| − 1 follows.20 C∈P



Proposition B.4 Given a matroid M := (ZV , r), a base XV ∈ X and t ∈ V , construct T ⊆ V by adding a sequence v1 , v2 , . . . of distinct nodes with v1 = t, and vi for i > 1 chosen as any node in V \ {vj : j < i} that satisfies r(Zvi |XV \{vj :j 0



(B.15)



Then, for all v ∈ T \ {t}, there is an antiflow from t to v in the directed matroid (M, XV ). We say that T is the set of nodes reachable from t by antiflows. 2 P ROOF Let ρ(vi ) = i be the order that node vi is added to T . We first construct a sequence u1 , . . . , ul+1 starting from ul+1 = v ∈ T \ {t} backwards until u1 = t as follows: for i ≥ 1, define ui as the node vk with the smallest k < ρ(ui+1 ) such that r(Zui+1 |XV \{vj :j≤k} ) > 0 (B.16a) Such k exists by (B.15). The minimality of k implies that, r(Zui+1 |XV \{vj :j


(B.16b)



It follows that ρ(ui ) decreases strictly as i decreases, and so we must eventually have u1 = t for an appropriate choice of l ∈ P. Furthermore, it follows from (B.16b) that any choice of ei ∈ Xui , fi+1 ∈ Zui+1 for i ∈ [l − 1] must satisfy r(fi+1 |XV \ {ej : j < i}) = 0



(B.17)



because {ej : j < i} ⊆ X{vj :j 0



∀i ∈ [l − 1]



(B.18)



20 By Proposition B.3, flows ending in a node can also be constructed similarly.



where Π(A) is defined in (A.5a). Then, we have   max dM (A, s, XV ) = max pM (A, XV ) XV ∈X



XV ∈X



(B.21)



independent of s ∈ A. When A = V , pM (V, XV ) becomes " ! # X 1 min r(ZC ) − r(ZV ) (B.22) P∈Π(V ) |P| − 1 C∈P



independent of XV ∈ X . i.e. the maximization on the R.H.S. of (B.21) is trivial when A = V . 2 P ROOF (B.22) can be obtained by rewriting the summation, ! X X X r(ZC |XC ) = r(ZC ) − |Xi | C∈P



=



C∈P



i∈C



X



XX



C∈P



r(ZC ) −



|Xi |



i∈V C3i



The last term equals |XV | = r(ZV ) when A = V because there is a unique part C ∈ P that contains each element i ∈ V . To prove (B.21), let R(A, XV ) be the set of bases obtained by reversing one or more antiflows in the directed matroid (M, XV ) in Definition B.3 between distinct nodes in A.21 We will argue that dM (A, s, XV ) ≤ pM (A, XV ) (B.23a) ∀X˙ V ∈ R(A, XV ), pM (A, X˙ V ) = pM (A, XV ) (B.23b) ∃X˙ V ∈ R(A, XV ), dM (A, s, X˙ V ) = bpM (A, XV )c (B.23c) (B.21) follows immediately from the last equality. 21 i.e. every antiflow being reversed must begin and end at distinct nodes in A, while the intermediate nodes can be outside A.
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Let d := dM (A, s, XV ) for convenience. Then, (B.23a) (C1 , . . . , Ck−1 ) is the collection of distinct maximal tight sets follows from the fact that r(ZC |XC ) ≥ d for every C ∈ P ∈ that overlap both T and A, and Ck := T c . It follows that, ( Π(A) such that s 6∈ C, and there are |P| − 1 such distinct C p , i ∈ [k − 1] for every P. r(Z˙ Ci |X˙ Ci ) = (B.28) ˙ 0 ,i = k To prove (B.23b), it suffices to show it for an arbitrary XV obtained by reversing an antiflow from t to v for arbitrary It remains to show that P ∈ Π(A). nodes t, v ∈ A. Consider summing both sides of (B.9) over This gives (B.26) as desired. c First, we argue that C ∈ F (A) for all i ∈ [k]. This is true i C ∈ P with u1 = t and ul+1 = v. The sum on the R.H.S. for i ∈ [k − 1] because C ∩ T ∩ A 6= ∅ by definition. Ckc = i equal 0 regardless of whether t and v are contained in the same part or not.22 Thus, the sum on the L.H.S. is also 0, which T ∈ F (A) follows from the fact that s 6∈ T because there is no antiflow from t to s by assumption. i.e. Ck ∩ A ⊇ {s}. gives (B.23b) as desired. Next, we argue that every node in A is contained by at We now prove (B.23c) by generalizing the proof in [10, most one part in P. By submodularity of r, we have for all Theorem 5.1]. By (B.23a) and (B.23b), it suffices to show that, i, j ∈ [k], dM (A, s, X˙ V ) ≥ bpM (A, XV )c (B.24) r(Z˙ Ci |X˙ Ci ) + r(Z˙ Cj |X˙ Cj ) for some X˙ V ∈ R(A, XV ) with the additional constraint that ≥ r(Z˙ Ci ∩Cj |X˙ Ci ∩Cj ) + r(Z˙ Ci ∪Cj |X˙ Ci ∪Cj ) (B.29) there are no antiflow from any t ∈ A \ {s} to s in (M, X˙ V ). The additional constraint is admissible because if the optimal Suppose A ∩ Ci ∩ Cj 6= ∅ for some i 6= j ∈ [k − 1]. Then, X˙ V has an antiflow from t to s, we can reverse the antiflow Ci ∩Cj , Ci ∪Cj ∈ C (A) and so the R.H.S. of (B.29) is at least without diminishing dM (A, s, X˙ V ). Reversing such antiflow 2p by (B.25). Since the L.H.S. equals 2p by (B.28), Ci ∪ Cj strictly increases r(X˙ s ) ≤ r(Zs ) and so doing so repeatedly is a tight set that overlaps with T and A, which contradicts the maximality of Ci and Cj . Suppose A ∩ Ci ∩ Cj 6= ∅ for eventually give the desired X˙ V without any such antiflow. Define the operation of adding a new element e to M over some i ∈ [k − 1] and j = k. Then, Ci ∩ Cj ∈ C (A) and so the first term on the R.H.S. of (B.29) is at least p by (B.25). {s, t} for some t ∈ A \ {s} as follows Since the L.H.S. of (B.29) is p by (B.28), equality must hold Zi ← Zi ∪ {e} , i ∈ {s, t} for (B.29), and the first and second terms on the R.H.S. must equal p and 0 respectively. In particular, the second term equal r(Z ∪ {e}) ← r(Z) + 1 , Z ⊆ ZV to 0 implies that t ∈ Ci . Otherwise, it contradicts the fact that It is easy to see that by adding new elements repeatedly this any v ∈ A ∩ Ci \ Cj is reachable by an antiflow from t.23 way for any choices of t, the L.H.S. of (B.24) is bound to With t ∈ Ci \ Cj and s ∈ Cj \ Ci , the inequality (B.29) must increase. Thus, to prove (B.24) by contradiction, suppose that be strict because removing e˙ reduces the L.H.S. but not the at least one edge e˙ needs to be added for some t ∈ A \ {s} to R.H.S., while the inequality must remain to hold after this obtain a matroid M˙ := (Z˙ V , r) with minimum |Z˙ V | such that removal by the submodularity of r. This contradicts the earlier ˙ dM˙ (A, s, XV ) ≥ bpM (A, XV )c (B.25) conclusion that (B.29) is satisfied with equality. It remains to show that every node in A is contained by for a base X˙ V ∈ X˙ of M˙ such that X˙ V ∩ ZV ∈ R(A, XV ) at least one part in P. In particular, since Ck = T c , we need and there is no antiflow from t to s in (M˙ , X˙ V ). To come up only prove that every node in T ∩ A is contained in a tight set. with the desired contradiction, we will construct P ∈ Π(A) Suppose to the contrary that there exists v ∈ T ∩ A with such that ∃C ∈ P, t ∈ C 63 s and r(Z˙ C |X˙ C ) ≥ p + 1 ∀C ⊆ V : v ∈ C, s 6∈ C (B.30) X 1 r(Z˙ C |X˙ C ) = bpM (A, XV )c (B.26) ¨ V be a base obtained by reversing an antiflow from t to |P| − 1 Let X C∈P v. By (B.9) in Proposition B.3, Since e˙ contributes to the L.H.S., we have  ˙ ˙ X  1 r(ZC |XC ) + 1 , t ∈ C 63 v r(ZC |X˙ C ∩ ZV ) < bpM (A, XV )c (B.27) ˙ ¨ r(ZC |XC ) = r(Z˙ C |X˙ C ) − 1 , v ∈ C 63 t |P| − 1  C∈P  ˙ ˙ r(ZC |XC ) otherwise which contradicts the equality (B.23b) by the assumption that It follows from (B.30) and (B.25) that X˙ V ∩ ZV ∈ R(A, XV ). ( We now construct the desired P. For convenience, define ¨ B c ) ≥ p + 1 , t 6∈ B r(Z˙ B c |X c p := bpM (A, XV )c , C (A) := {W ⊆ V : s ∈ W 6⊇ A} p otherwise Call any set C ∈ C (A) tight if r(Z˙ C |X˙ C ) = p. Let for all B ⊆ V : s ∈ B 6⊇ A. However, this contradicts the ¨ B c ∩ ZV ∈ R(A, XV ) and e˙ can be T ⊆ V be the set of nodes reachable from t in (M˙ , X˙ V ) as minimality of Z˙ V since X defined in Proposition B.4. Define P := (C1 , . . . , Ck ) where 22 By



the definition of P ∈ Π(A) in (A.5a), t and v are each contained in exactly one part of P. Thus, they contribute to a +1 and −1 to the sum, which cancels out.



23 More precisely, suppose t 6∈ C , and that there is an antiflow from u := t 1 i to some ul+1 := v ∈ A ∩ Ci \ Cj = A ∩ Ci ∩ T , which is non-empty by the definition of Ci for i ∈ [k − 1]. By (B.9), the second term on the R.H.S. of (B.29) is positive by (B.15).
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¨ V as the base. This removed without violating (B.25) with X completes the proof.  Corollary B.1 Given s ∈ A ⊆ V : |A| ≥ 2 and a matroid ˆ V be a base randomly chosen from X M = (ZV , r), let X according to the distribution PXˆ V ∈ P(X ). As a corollary to Theorem B.1, we have h i ˆ Bc ) max min (B.31a) E r(ZB c |X PXˆ ∈P(X ) B⊆V :s∈B6⊇A V



X 1 ˆ C )] E[r(ZC |X P∈Π(A) |P| − 1



= max min PXˆ



V



(B.31b)



C∈P



As a corollary to Theorem A.1, the above can be expressed as X ˆ B c )] (B.31c) = max min λB E[r(ZB c |X PXˆ



V



=



λ∈Λ(F (A),A)



min



B∈F (A)



X



max



λ∈Λ(F (A),A) XV ∈X



≤



X



min λ∈Λ(F (A),V )



λB r(ZB c |XB c )



(B.31d)



B∈F (A)



λB r(ZB c |XB c )



(B.31e)



B∈F (A)



where the last expression is independent of XV ∈ X .24



2



P ROOF Consider the n-extension M n := (ZVn , r) defined as (i) the union of n replica (ZV , r) for i ∈ [n] of the matroid (ZV , r). It follows from Theorem B.1 that   1 1 n n n n max d (A, s, X ) = max p (A, X ) M M V V n XVn ∈X n n XVn ∈X n It is straightforward to show that the L.H.S. and R.H.S. equal (B.31a) and (B.31b) respectively in the limit as n → ∞. (B.31c) follows from Theorem A.1 with F = F (A) ∈ Φ(A) because ˆ C )] is submodular in C ⊆ V . (B.31d) follows from E[r(ZC |X the minimax theorem[13]. (B.31e) follows from the fact that Λ(F (A), A) ⊇ Λ(F (A), V ) and that (B.31e) is independent of XV shown below. " # X X X λB r(ZB c |XB c ) = λB r(ZB c ) − |Xi | B∈F (A)



i∈B c



B∈F (A)



=



X



λB r(ZB c ) −



P



B3i



λB |Xi |



i∈V B63i



B∈F (A)



For λ ∈ Λ(F (A), V ), last term is



XX



λB = 1 for all i ∈ B. Thus, the



λB |Xi | =



i∈V B63i



Theorem C.1 Any hypergraph H = (V, E, φ) can be shrinked to a graph G = (V, E, θ)such that θ(e) ⊆ φ(e) : |θ(e)| = 2 for all e ∈ E and min



|δH (B)| =



B⊆V :s∈B63t



X B



λB − 1



X



|Xi |



i∈V



P which equals ( B λB − 1)r(ZV ), independent of XV .







C. Dependency hypergraph



min



|δG (B)|



B⊆V :s∈B63t



Applying Menger’s theorem to G, the above min-cut value is the maximum number of edge-disjoint unit flows in H as defined in Definition 2.6. 2 P ROOF Consider the greedy approach of constructing G by sequentially removing nodes v ∈ φ(e) from edges e ∈ E with |φ(e)| ≥ 3. Suppose to the contrary that this cannot be done without diminishing the min-cut value. Then, there exists an edge e containing distinct vertices v1 , v2 , v3 ∈ V such that removing any vi from e reduces the min-cut value. Consider the first case that there exists B1 , B2 ⊆ V : s ∈ Bi 63 t that attains the min-cut value, say k, with φ(e) \ {v1 } ⊆ B1 63 v1



φ(e) \ {v2 } ⊆ B2 63 v2 (C.1) The assumption that vi ’s are distinct implies that v1 ∈ B2 \ B1 , v2 ∈ B1 \ B2 and v3 ∈ B1 ∩ B2 . By submodularity of δH , we have and



|δH (B1 )| + |δH (B1 )| ≥ |δH (B1 ∩ B2 )| + |δH (B1 ∪ B2 )| (C.2) The L.H.S. is 2k by the optimality of Bi ’s, and the R.H.S. is at least 2k since B1 ∩ B2 , B1 ∪ B2 both contain s but not t. Thus, (C.2) should be tight, i.e. satisfied with equality. However, by (C.1) e ∈ δH (B1 ) ∩ δH (B2 ) ∩ δH (B1 ∩ B2 ) \ δH (B1 ∪ B2 ) (C.3) and so the (C.2) should be strict since the inequality must hold even with e removed from H but doing so reduces the L.H.S. of (C.2) more than the R.H.S. by (C.3). This contradicts the earlier conclusion that (C.2) should be tight. The same argument applies to the cases with vi ’s permuted in (C.1) by symmetry. Consider the other case with φ(e) \ {v1 } ⊆ B1c 63 v1



! XX



to stronger results. For example, the following theorem extends Bang-Jensen and Thomassé’s generalization of Menger’s theorem from star hypergraphs to hypergraphs.



φ(e) \ {v2 } ⊆ B2c 63 v2 (C.4) instead of (C.1). The assumption that vi ’s are distinct implies that v1 ∈ B1 \B2 , v2 ∈ B2 \B1 and v3 ∈ (B1 ∪B2 )c . Similar to the previous argument, (C.2) should be tight by the optimality of Bi ’s, while it should be strict because (C.4) implies that and



e ∈ δH (B1 ) ∩ δH (B2 ) ∩ δH (B1 ∪ B2 ) \ δH (B1 ∩ B2 )



While the notions of flows and cuts for directed matroids generalizes the corresponding notions for star hypergraphs in Definition 2.6, hypergraphs have more structure that leads



This is the desired contradiction. The same argument applies to the remaining cases with vi ’s permuted in (C.4). This completes the proof by contradiction. 



24 It can be shown easily that (B.31e) is the secrecy capacity in [1] for the finite linear source in Definition 2.1. It is unclear if the bound is tight except for the case A = V by Theorem A.1.



The above proof simply uses the submodularity of cut values. The result can be further generalized as follow.
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Proposition C.1 For any star hypergraph H ∗ = (V, E, φ, ρ), where co-intersecting family F ∈ Φ(V ) (see Definition A.1) and |{C∩φ(e):C∈P,e∈E1 }\{∅}|−|E1 | p− ∗ H1 (P) := |P|−1 submodular function f : F → 7 R, we can shrink H greedily  −  P − while preserving minB∈F |δH ∗ (B)| + f (B) in the sense that C∈P |δH1∗ (C)| = for any e˙ ∈ E : |φ(e)| ˙ ≥ 3, there exists v˙ ∈ φ(e) ˙ \ {ρ(e)} ˙ such |P| − 1 that |{e∈E2 :∀C∈P,C6⊇φ(e)}| + p (P) := h i H2  −  |P|−1 − P min |δH (C.5) + ˙ ∗ (B)| + f (B) = min |δH ∗ (B)| + f (B) B∈F B∈F C∈P |δH2∗ (C)| = ˙ ρ) has |P| − 1 where the shrinked star hypergraph H˙ ∗ = (V, E, φ, ˙ ˙ ∗ ∗ φ = φ except for e˙ where φ(e) ˙ = φ(e) ˙ \ {v}. ˙ 2 where H1 and H2 are arbitrary star hypergraphs of ∗ ∗ ∗ Corollary C.1 Given star hypergraph H = H t H as H2 respectively. H2∗



1



2 ∗



defined in Definition 2.4, we can shrink to G = (V2 , E2 , θ, ρ2 ) such that i h + − min |δH ∗ (B)| + |δH ∗ (B)| 1 2 B∈F (A) h i + − = min |δH (C.6) ∗ (B)| + |δG∗ (B)| B∈F (A)



i∈{1,2}



(C.9d) H1 and 2



e∈E1 C63ρ1 (e)



=



X



[|{C ∩ φ(e) : C ∈ P} \ {∅}| − 1]



e∈E1



X



+ |δH ∗| =



X



X



2



1{C 6⊇ φ2 (e)}



e∈E2 C3ρ2 (e)



The minimizing partition P has the intuitive meaning of groups of highly connected nodes by the following Proposition. Proposition C.2 If there exists e ∈ E such that removing e does not change pH in (C.8), then e 6∈ δH (P) := {e ∈ H : ∀C ∈ P, C 6⊇ φ(e)} for all minimizing P ∈ Π that attains pH in (C.8).



B∈F



Consider distinct v1 , v2 ∈ φ(e) ˙ \ {ρ(e)}. ˙ We have, X − − − |δH ∗ (Bvi )| > |δH ∗ (Bv1 ∩ Bv2 )| + |δH ∗ (Bv1 ∪ Bv2 )|



(C.9c)



1



C∈P



C∈P



P ROOF The corollary follows from an inductive argument + using the proposition with F = F (A) and f (B) = |δH ∗ (B)|. 1 To prove the proposition, suppose to the contrary that H ∗ cannot be shrinked as stated. This means that there exists e˙ ∈ E : |e| ˙ ≥ 3 that cannot be shrinked. i.e. for any v ∈ φ(e) ˙ \ {ρ(e)}, ˙ there is Bv ∈ F with ρ(e) ˙ ∈ Bvc , Bv ∩ φ(e) ˙ = {v} and  −  − |δH (C.7) ∗ (Bv )| + f (Bv ) = min |δH ∗ (B)| + f (B)



(C.9b)



Equalities (C.9b) and (C.9d) follows easily from the double counting principle that, X X X − |δH 1{C c 6⊇ φ1 (e)} ∗| =



1



and θ satisfies ρ2 (e) ∈ θ(e) ⊆ φ2 (e) and |θ(e)| = 2. F (A) is defined in (A.1a). 2



(C.9a)



2



P ROOF Suppose to the contrary that there exists a minimizing P such that e ∈ δH (P). Then, there exists C˙ ∈ P such that C˙ 6⊇ φ(e) 6⊆ C˙ c . Let H ∗ = (V, E, φ, ρ) be a star hypergraph of H with ρ(e) ∈ C˙ if e is an edge in H2 while ρ(e) ∈ C˙ c otherwise. This implies that



− by submodularity of δH ∗ . The strict inequality follows from − + ˙ ˙ the additional fact e˙ contributes 1 to each term on the L.H.S. e ∈ δH (C.10) ∗ (C) ∪ δH ∗ (C) 2 1 but only 1 to the last term on the R.H.S.. This is because Bvi ∩ φ(e) ˙ = {vi } for i = 1, 2 implies that v1 , v2 6∈ Bv1 ∩ Bv2 . Let H˙ = (V, E \ {e}, φ) be the hypergraph H with e removed. Then, By submodularity of f , we have, i X  Xh  1 (a) (b) − − + |δH ∗ (Bvi )| + f (Bvi ) pH˙ = pH = |δH ∗ (C)| + |δH ∗ (C)| 1 2 |P| − 1 i∈{1,2} C∈P i (d) − Xh (c) 1 > |δH ∗ (Bv1 ∩ Bv2 )| + f (Bv1 ∩ Bv2 ) − + > |δH ˙ ∗ (C)| + |δH ∗ (C)| ≥ pH ˙ ˙ − 1 2 |P| − 1 + |δH ∗ (Bv1 ∪ Bv2 )| + f (Bv1 ∪ Bv2 ) C∈P



The fact that ρ(e) ˙ 6∈ Bv1 ∪ Bv2 implies Bv1 ∩ Bv2 , Bv1 ∪ Bv2 ∈ F by the definition (A.2). Thus, the R.H.S. is at least  −  2 minB∈F |δH ∗ (B)| + f (B) , which equals the L.H.S.. This contradicts (C.7) as desired. 



where (a) is by assumption; (b) is by (C.8) and the optimality of ˙ and P; (c) is by (C.10) and the definition that e is absent in H; (d) is by (C.8). This completes the prove by contradiction. 



The secrecy capacity under the source model in Definition 2.4 with dependence structure captured by a dependency hypergraph gives a concrete operational meaning to the following notion of partition connectivity for hypergraphs from [10].



D. Multi-source network coding



Definition C.1 (Partition connectivity) Given a dependency hypergraph H = H1 t H2 , define   + pH := min p− (C.8) H1 (P) + pH2 (P) P∈Π



Example D.1 Let V = [6], A = [3], and ZV be a finite linear source with,      Z1 0 1 1 Z4 Z2  = 1 0 1 Z5  Z3 1 1 0 Z6 where Z4 , Z5 and Z6 are independent random bits. This is illustrated in Figure 5. 2
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Fig. 5: Finite linear source for Example D.1
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Fig. 6: Multisource network code for Example D.1 K2 ⊕ K3



The secrecy capacity is 34 bits25 and is attained by the following multisource network code with a delay of 4 time units, as illustrated in Figure 6. Time 1: The source is first converted to a channel with inputs (X1 , X3 , X6 ) := (Z1 , Z3 , Z6 ). Then, have user 1 acts as a source to generate a uniformly random key bit K1 . Assigning the inputs as (X1 , X3 , X6 ) ← (K1 , 0, 0), the key bit K1 is communicated to all users perfectly secretly except 3 and 6. Time 2: The inputs are chosen as (X1 , X2 , X4 ) := (Z1 , Z2 , Z4 ) and assigned the values (0, K2 , 0) after user 2 acts as a source to generate a uniformly random key bit K2 independent of K1 . Everyone except 1 and 4 learns K2 . Time 3: The inputs are chosen as (X1 , X2 , X5 ) := (Z1 , Z2 , Z5 ) and assigned the values (K3 , 0, 0) after user 1 generates a uniformly random key bit K3 independent of (K1 , K2 ). Everyone except 2 and 5 learns K3 . Time 4: The inputs are chosen as (X4 , X5 , X6 ) := (Z4 , Z5 , Z6 ) and assigned the values (K1 , K2 , K3 ). User 1 observes K2 ⊕ K3 from the channel and recover K2 using his knowledge of K3 . Similarly, user 2 and 3 can recover K3 and K1 respectively, Since everyuser obtain 3 bits of secret key with 4 uses of the private source, the key rate is 34 as desired. 25 See



[9, Proposition 3.1] for detailed computations.
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Fig. 7: Single-source network code for Example D.1



Indeed, the secret key capacity can also be attained by the single-source network coding with a delay of 8 time units, as illustrated in Figure 7. Multisource network coding may potentially be beneficial in terms of optimizing over the orientation of the inputs. It is unclear, however, if such benefit strictly improves the secret key rate, and whether the key rate reaches the capacity. R EFERENCES [1] I. Csiszár and P. Narayan, “Secrecy capacities for multiple terminals,” IEEE Transactions on Information Theory, vol. 50, Dec 2004. [2] C. E. Shannon, “A mathematical theory of communication,” The Bell System Technical Journal, vol. 27, pp. 379– 423, 623–656, October 1984. [3] C. Chan and L. Zheng, “Mutual dependence for secret key agreement,” in Proceedings of 44th Annual Conference on Information Sciences and Systems (CISS), 2010. [4] A. Schrijver, Combinatorial Optimization: Polyhedra and Efficiency. Springer, 2002.
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