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HDR manuscript (Jean Daunizeau, 21/09/2012) Abstract



During my PhD (at INSERM U678 -Paris, France-, and CRM -Montreal, Canada-) and post-doctoral research training (at FIL -London, UK-, and UZH –Zurich, Switzerland-), I have been focusing on neurobiological, computational and statistical models of neurophysiological and behavioural data. I have pursued a multimodal approach, aiming at combining the complementary advantages of different neuroimaging modalities, such as EEG/MEG and fMRI. Among other applications, these models were proven useful in the context of experimental assessments of perception, learning and decision making in the brain. The latter processes are at the heart of my current research project, which aims at developing a theoretical, methodological and experimental framework for studying motivation. Since February 2011, I have officially joined the Institut du Cerveau et de la Moelle1 (ICM), where I am coheading the team Motivation, Brain and Behaviour2 (MBB) together with Dr. Mathias Pessiglione and Dr. Sebastien Bouret. The former is a psychologist (human cognitive neuroscience) and the latter is a neurophysiologist (primate neurophysiology). This anchors my project within an inter-disciplinary venture: (i) human cognitive neuroscience is central as we ultimately wish to understand ourselves, in both healthy states and pathological conditions where motivation is either deficient (apathy) or out of control (impulsivity), (ii) primate neurophysiology is essential to access the microscale (multi-unit activity) and to exploit causal empirical techniques (e.g., reversible lesions), and (iii) quantitative modelling is mandatory to integrate the different neurophysiological and behavioural scales of motivational processes. This document contains a curriculum vitae (including a list of my publications), general introductory remarks, two sections (“biophysical and statistical modelling of brain activity” and “computational modelling of perception, learning and decision making”) summarizing my personal contributions in the context of the international literature, and a brief description of my current project.



1



Literally: Brain and Spine Institute (http://icm-institute.org/). https://sites.google.com/site/motivationbrainbehavior/. The team, composed of about twelve students of different backgrounds, has obtained the financial support of many institutions (e.g., European Research Council, Schlumberger Foundation, Mairie de Paris). 2
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Mes travaux doctoraux (au sein des laboratoires INSERM U768 -Paris, France- et CRM –Montréal, Canada-) et postdoctoraux (au FIL -Londres, RU-, et à l’UZH –Zurich, Suisse-) ont mené à l’élaboration de modèles neurobiologiques, computationnels et statistiques des données neurophysiologiques et comportementales. J’ai poursuivi une approche multimodale, de façon à exploiter les propriétés complémentaires des différentes modalités de neuroimagerie (p. ex. : EEG/MEG et IRMf). Plus particulièrement, ces modèles se sont avérés utiles dans le contexte de travaux expérimentaux sur la perception, de l’apprentissage et de la prise de décision. Ces processus sont au coeur de mon projet de recherche actuel, à savoir l’établissement d’un cadre théorique, méthodologique et expérimental pour l’étude de la motivation. C’est la raison pour laquelle j’ai rejoint l’Institut du Cerveau et de la Moelle (ICM –Paris, France-), au sein duquel je codirige l’équipe Motivation, Cerveau et Comportement (MBB) avec les Dr. Mathias Pessiglione (neuroscience cognitive chez l’homme) et Sebastien Bouret (neurophysiologie du primate). L’aspect interdisciplinaire est ici absolument nécessaire au succès du projet : (i) l’expertise en neurosciences cognitives chez l’homme occupe une place centrale puisqu’il s’agit de comprendre les mécanismes de la motivation, tant en conditions normales que pathologiques (p. ex. : apathie ou impulsivité) ; (ii) l’investigation chez le primate est essentielle puisqu’elle donne accès a la micro-échelle et permet l’utilisation de techniques de lésions réversibles ; et (iii) seule la modélisation quantitative est capable de faire le lien entre les différentes échelles neurophysiologiques et comportementales des processus motivationnels. Ce document contient un Curriculum Vitae (incluant ma liste de publications), une introduction générale, deux sections (“biophysical and statistical modelling of brain activity” and “computational modelling of perception, learning and decision making”) résumant mes contributions personnelles dans le contexte de la littérature internationale, et une brève description de mon projet de recherche3.
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J’ai choisi d’écrire ce document en anglais pour pouvoir le transmettre à des personnalités scientifiques non-francophones.
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I was born on the 23rd of November 1977, in Boulogne, France. I am currently both a junior group leader at ICM (Paris, France) and an honorary fellow at the FIL (London, UK). Since August 2011, I am a member of the Editorial Board of the academic international journals PLoS ONE, Neuroimage and Frontiers (brain imaging methods). I also serve as a Guest Editor for the academic international peer-reviewed journal PLoS Computational Biology. In addition, I regularly review for other academic international journals, including: J. Neuroscience, Human Brain Mapping, PLoS Computational Biology, J. of Computational Neuroscience, J. of Neuroscience methods, Neural Networks, Neural



Computation,



Neuroscience



and



Biobehavioural



Reviews,



Brain



Research,



Clinical



Neurophysiology, J. of Machine Learning Research, IEEE transactions... Since 2006, I am actively contributing to the development of the “Statistical Parametric Mapping” (SPM) software, which implements the established gold-standard statistical paradigm in neuroimaging data analysis. In addition, I am a lecturer at the SPM course, which is held every four months or so (London-UK, Edinburgh-UK, Zurich-Switzerland). I also organized the first international course on SPM for EEG/MEG in Seoul, Korea, in 2008. I am currently co-organizing, with Dr. J. Mattout (INSERM U821, Lyon, France), two international courses on SPM for EEG/MEG and Dynamic Causal Modelling, respectively. Besides, I have been chairing reading groups on neuroscience topics for more than five years and have been actively involved in the co-supervision of two PhD students at UZH (Zurich, Switzerland) and at the FIL (London, UK). Finally, since January 2012 onwards, I have been supervising three students at the ICM (2 MSc and 1 post-doc) on research projects that balance theoretical and experimental work on learning and decision making.
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Since 02-2012



Brain and Spine Institute (Paris, France): Junior group leader in the team Motivation, Brain and Behaviour (co-headed by Dr. M. Pessiglione and Dr. S. Bouret) Computational Neuroeconomics.



02/2009-02/2012



Social and Neural Systems Laboratory (Dpt. of Economics, UZH, Zurich, Switzerland): Research fellow within the Neuroimaging Group headed by Prof. K. Stephan. Neurocognitive models of decision making in humans and animals. & honorary member of the Wellcome Trust Centre for Neuroimaging (FIL, UCL, London, UK)



01/2006-01/2009



Wellcome Trust Centre for Neuroimaging (FIL, UCL, London, United Kingdom): Research fellow within the Methods Group headed by Prof. K. Friston. Statistical methods and biophysical models of cerebral dynamics.



10/2002-10/2005



Centre de Recherches Mathématiques (UdM, Montréal, Canada) & U678 (INSERM, Paris, France): Research training within the teams PhysNum and Imparabl, headed by Prof. J.M. Lina and Prof. H. Benali. Localization and dynamics of cerebral activity by means of EEG/fMRI integration.



03/2002-10/2002



SHFJ (CEA, Orsay, France): Research training within the team UNAF, directed by Prof. D. Le Bihan. Development of gradient echo EPI and parallel imaging SENSE sequences for functional MRI.
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ACADEMIC TRAINING 2005



PhD in Medical imaging (Université Paris-sud, Paris, France) PhD in Physics (Université de Montréal, Montréal, Québec, Canada)



2002



DEA (MSc) in Medical Imaging (doctoral school STITS, Université Paris-Sud, Paris, France)



2001



Maîtrise (first year of MSc) in Theoretical Physics (Université Paris-Sud, Orsay, France) MSc certificate in Meteorology/Oceanography (Université Paris 6, Paris, France)



2000



Licence (BSc) in Theoretical Physics (Université Paris-sud, Orsay, France) Chaos Theory optional subject.



GRANTS & AWARDS 2012



ENP academic grant (DCM workshop)



2009



M3i research grant (UCL multidisciplinary projects in neuroimaging)



2006



Travel award of the International Young Scientists Network (British Council)



2006



Laureate of a Marie Curie intra-European fellowship funding program (2 years grant)



2006



Nominated (5% of defended theses per year) for the best PhD thesis of Université de Montréal award



2004



Laureate of a research grant from the Association pour la Recherche contre le Cancer (1 year grant)



2002



Laureate of a mobility research grant from the Université Paris-Sud (1 year grant)
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Below is a list of international peer-reviewed journals (ranked by impact factor), in which I have published during my PhD and post-doctoral trainings. I have indicated the SIGAPS classification (when the journal was included in the database) and the number of times I have been a first, last or “middle” author. For book keeping, my personal h-index is 19 according to Web of Science, and 28 according to Google Scholar. Note: I have not included personal references to non peer-reviewed journals, conference proceedings, book chapters, oral communications, etc... Journal



I.F.



SIGAPS



Number of



Number of



Number of



publications



publications



publications



as first author



as last



as "middle"



author



author



Neuron



14.92



A



1



PLoS Biol.



12.91



A



1



J. Neurosci.



7.18



A



2



Neuroimage



6.82



A



6



PLoS Comp. Biol.



5.76



A



1



4



PLoS ONE



4.41



B



2



1



Biol. Psychol.



4.12



A



1



Epilepsia



3.96



B



1



Psychophysiol.



3.26



C



1



J. Machine Learn. Res.



2.68



NC



1



Neural Netw.



2.65



B



1



IEEE Trans. Sig. Proc.



2.65



NC



1



IEEE Trans. Biomed.



2.15



C



1



1.94



NC



Physica D



1.86



NC



Biol. Cybern.



1.67



D



1



J. Int. Neurosci.



1.22



E



1



Math. Prob. Eng.



0.69



NC



1



16



1



Eng. Frontiers Hum.



1



Neurosci. 1



1
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?



NC



1



Frontiers Neuroinf.



?



NC



1



Comput. Intell. Neurosci.



?



NC



1



Int. J. Biomed. Imag.



?



NC



1



TOTAL



12



2



38



Overall, the average I.F. over my publications is 5.03 as a first author (12 articles) and 3.75 as a last author (2 articles). Below, I have reformatted this summary along the SIGAPS classification: SIGAPS



Number of



Number of



Number of



publications as



publications as



publications as



first author



last author



"middle" author



A



7



1



25



From 4.12 to 14.92



B



2



3



From 2.65 to 4.41



Other



3



10



Up to 3.26



1



I.F. range



In addition, I have listed below my contributions as a co-supervisor, as well as the scientific production: - 1 PhD student (A. Marreiros, PhD supervisor: Pr. K. Friston) at the Wellcome Trust Centre for Neuroimaging, London, UK. This supervision has led to the publication of 2 articles (Marreiros et al. 2008a, Marreiros et al. 2008b), where I stand as the second author. - 1PhD student (C. Mathys, PhD supervisor: K. Stephan) at the Social and Neural Systems Laboratory, Zurich, Switzerland. This supervision has led to the publication of 1 article (Mathys et al. 2001), where I stand as the second author. - 2 MSc students (M. Devaine and V. Adam) at the Brain and Spine Institute, Paris, France. This supervision has not led to the publication of articles yet, but two manuscripts are submitted. NB: published articles of students, who were under my supervision, are highlighted in red in the list of publications below.
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I will only list below original publications in the international peer-reviewed literature. More references (book chapters,



conference



proceedings,



invited



talks,



etc...)



can



be



found



on



this



web



page:



http://sites.google.com/site/jeandaunizeauswebsite/publications. Note that the first paper above is not accepted yet, but are listed here because I refer to these works in this document. Note: for track keeping, both my personal (in red) and general (in blue) references are hyperlinked in the document.



Electrophysiological validation of stochastic DCM for fMRI data J. Daunizeau, A. Vaudano, L. Lemieux, K. J. Friston, K. E. Stephan Frontiers in Neuroinf. (in revision; invited paper).



Mixed-effects inference on classification performance in hierarchical datasets K. H. Brodersen, C. Mathys, J. R. Chumbley, J. Daunizeau, C. S. Ong, J. M. Buhmann, K. E. Stephan J. Machine Learning Res. (in press)



Stochastic dynamic causal modelling of fMRI data: should we care about neural noise? J. Daunizeau, K. E. Stephan, K. J. Friston Neuroimage (2012),62: 464-481.



Your goal is mine: unraveling mimetic desires in the human brain. M. Lebreton, S. Kawa, B. Forgeot d’Arc, J. Daunizeau, M. Pessiglione M J Neurosci. (2012), in press.



Model selection and gobbledygook K. Friston, J. Daunizeau, K. E. Stephan Neuroimage (2012), in press.



Neural mechanisms underlying motivation of mental versus physical effort L. Schmidt, M. Lebreton, M-L Clery-Melin, J. Daunizeau, M. Pessiglione PLoS Biol. (2011), 10(2): e1001266.



HDR manuscript (Jean Daunizeau, 21/09/2012) Learning and generalization under ambiguity: an fMRI study J. Chumbley, G. Flandin, D. Bach, J. Daunizeau, E. Fehr, R. Dolan, K. Friston PLoS Comp. Biol. (2011), 8(1): e1002346.



Optimizing experimental design for comparing models of brain function J. Daunizeau, K. Preuschoff, K. J. Friston, K. E. Stephan PLoS Comp. Biol. (2011a), 7(11): e1002280.



Generalized filtering and stochastic DCM for fMRI B. Li, J. Daunizeau, K. E. Stephan, W. Penny, D. Hu, K. J. Friston Neuroimage (2011), 58(2): 442-457.



Effective connectivity: influence, causality and biophysical modelling P. Valdes-Sosa, A. Roebroeck, J. Daunizeau, K. Friston Neuroimage (2011), 58(2): 339-361.



A Bayesian foundation for learning under uncertainty C. Mathys, J. Daunizeau, K. Friston, K. Stephan Frontiers Hum. Neurosci. (2011), 5: 39.



Network discovery with DCM K. J. Friston, B. Li, J. Daunizeau, K. E. Stephan Neuroimage (2011), 56: 1202-1221.



EEG and MEG data analysis in SPM8 V. Litvak, J. Mattout, S. Kiebel, C. Phillips, R. N. Henson, J. Kilner, G. Barnes, R. Oostenveld, J. Daunizeau, G. Flandin, W. Penny, K. J. Friston Comput. Intell. Neurosci. (2011), Article ID 852961.



Concepts of connectivity and human epileptic activity L. Lemieux, J. Daunizeau, M. Walker Frontiers Syst. Neurosci. (2011), 5: 12.



Dynamic Causal Modelling: a critical review of the biophysical and statistical foundations J. Daunizeau, O. David, K. E. Stephan Neuroimage (2011b), 58: 312-322.



HDR manuscript (Jean Daunizeau, 21/09/2012) EEG-fMRI integration : a critical review of biophysical modelling and data analysis approaches M. J. Rosa, J. Daunizeau, K. J. Friston J. Integrative Neurosci. (2010), 9(4): 453-476.



Observing the observer (II): deciding when to decide J. Daunizeau, H. E. M. Den Ouden, M. Pessiglione, S. J. Kiebel, K. J. Friston, K. E. Stephan PLoS ONE (2010b), 5(12): e15555.



Observing the observer (I): meta-Bayesian models of learning and decision-making J. Daunizeau, H. E. M. Den Ouden, M. Pessiglione, K. E. Stephan, S. J. Kiebel, K. J. Friston PLoS ONE (2010a), 5(12): e15554.



Generalized filtering K. Friston, K. E. Stephan, B. Li, J. Daunizeau Mathematical Problems in Engineering (2010), 2010: 621670.



Dynamic causal modelling of anticipatory skin conductance responses D. R. Bach, J. Daunizeau, K. J. Friston, R. J. Dolan Biological Psychology (2010), 163-170.



Dynamic causal modelling of spontaneous fluctuations in skin conductance D. Bach, J. Daunizeau, N. Kuelzow, K.J. Friston, R.J. Dolan Psycholphysiology (2010), 1-6.



Action and behaviour: a free energy formulation K. J. Friston, J. Daunizeau, J. Kilner, S. J. Kiebel Bio. Cybern. (2010), 102: 227-260.



Comparing Families of Dynamic Causal Models W. Penny, M. Joao, G. Flandin, J. Daunizeau, K. E. Stephan, K. J. Friston, T. Schofield, A. P. Leff PLoS Comp. Biol. (2010), 6(3): e1000709.



Striatal prediction error modulates cortical coupling H. E. M. Den Ouden, J. Daunizeau, J. Roiser, K. J. Friston, K. E. Stephan J. Neurosci (2010), 30: 3210-3219.



Ten simple rules for dynamic causal modelling
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Variational Bayesian identification and prediction of stochastic nonlinear dynamic causal models J. Daunizeau, K.J. Friston, S.J. Kiebel Physica D: nonlinear phenomena (2009), 238: 2089-2118.



The combination of EEG source imaging and EEG-correlated functional MRI to map epileptic networks S. Vulliemoz, L. Lemieux, J. Daunizeau, C. M. Michel, J. S. Duncan Epilepsia (2009), 50: 1-15.



Recognizing sequence of sequences S.J. Kiebel, K. von Kriegstein, J. Daunizeau, K.J. Friston PLoS Comp. Biol. (2009), 5(8): e1000464.



Bayesian multi-modal model comparison: a case study on the generators of the spike and the wave in Generalized Spike-Wave complexes J. Daunizeau, A. Vaudano, L. Lemieux Neuroimage (2009), 49: 656-667. Reinforcement learning or active inference K. J. Friston, J. Daunizeau, S.J. Kiebel PLoS ONE (2009), 4(7): e6421.



Perception and hierarchical dynamics S.J. Kiebel, J. Daunizeau, K. J. Friston Frontiers in neuroinformatics (2009), 3: 20.



Dynamic causal modelling of distributed electromagnetic responses J. Daunizeau, S. J. Kiebel, K. J. Friston Neuroimage (2009), 47: 590-601.



Bayesian model selection for group studies K. E. Stephan, W. D. Penny, J. Daunizeau, R. J. Moran, K. J. Friston Neuroimage (2009), 46: 1004-1017.



Population dynamics under the Laplace assumption
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A hierarchy of time scales and the brain S.J. Kiebel, J. Daunizeau, K.J. Friston PLoS Comp. Biol. (2008) 4(11): e1000209.



Integrated Bayesian models of learning and decision making for saccadic eye movements K. H. Brodersen, W. D. Penny, L. M. Harrison, J. Daunizeau, C. Ruff, E. Duzel, K. J. Friston, K. E. Stephan Neural Networks (2008), 21: 1247-1260.



Subliminal instrumental conditioning demonstrated in the Human brain M. Pessiglione, P. Petrovic, J. Daunizeau, S. Palminteri, R. J. Dolan, C. D. Frith Neuron (2008), 59: 561-567.



Nonlinear dynamic causal models for fMRI K. E. Stephan, L.M. Harrison, L. Kasper, M. Breakspear, J. Daunizeau, H. Den Ouden, K.J. Friston Neuroimage (2008), 42: 649-662.



Population dynamics: variance and the sigmoid activation function A. C. Marreiros, J. Daunizeau, S. J. Kiebel, K. J. Friston Neuroimage (2008),42: 147-157.



Recent advances in recording electrophysiological data simultaneously with magnetic resonance imaging H. Laufs, J. Daunizeau, D. W. Carmichael, A. Kleinschmidt Neuroimage (2008), 40: 515-528



DEM: a variational treatment of dynamic systems K. J. Friston, N. J. Trujillo, J. Daunizeau Neuroimage (2008), 41: 849-885.



Diffusion-based priors for single subject functional magnetic resonance images L. M. Harrison, W. Penny, J. Daunizeau, K.J. Friston Neuroimage (2008), 41: 408-423.



Assessing the concordance between distributed EEG source localization and simultaneous EEG-fMRI studies of epileptic spikes



HDR manuscript (Jean Daunizeau, 21/09/2012) C. Grova, J. Daunizeau, E. Kobayashi, A.P. Bagshaw, J. M. Lina, F. Dubeau, J. Gotman NeuroImage (2008),39: 755-774.



Accurate anisotropic fast marching for diffusion-based geodesic tractography S. Jbabdi, P. Bellec, R. Toro, J. Daunizeau, M. Pelegrini-Issac, H. Benali Int. J. Biomed. Imag. (2007), doi:10.1155/2008/320195. Multiple sparse priors for the M/EEG inverse problem K. Friston, L. M. Harrison, J. Daunizeau, S. Kiebel, C. Phillips, N. Trujillo-Barreto, R. Henson, J. Mattout Neuroimage (2007), 39: 1104-1120.



Variational Bayesian inversion of the equivalent current dipole model in EEG/MEG S.J Kiebel, J. Daunizeau, C. Philips, K. J. Friston Neuroimage (2007), 39: 728:741.



A mesostate-space model for EEG and MEG J. Daunizeau, K. Friston Neuroimage (2007), 38 : 67-81.



A neural mass model of spectral responses in electrophysiology R. J. Moran, S.J. Kiebel, K.E. Stefan, R.B. Reilly, J. Daunizeau, K. J. Friston Neuroimage (2007), 37 : 706-720.



Symmetrical event-related EEG/fMRI information fusion in a variational Bayesian framework J. Daunizeau, C. Grova, G. Marrelec, J. Mattout, S. Jbabdi, M. Pélégrini-Issac, J.M. Lina, H. Benali NeuroImage (2007), 3 : 69-87



Bayesian spatio-temporal approach for EEG sources reconstruction: conciliating ECD and distributed models J. Daunizeau, J. Mattout, D. Clonda, B. Goulard, H. Benali, J. M. Lina IEEE Trans. Biomed. Eng. (2006), 53 : 503-516



Evaluation of EEG localization methods using realistic simulations of interictal spikes C. Grova, J. Daunizeau, C. Bénar, H. Benali, J. Gotman Neuroimage (2006), 29 : 734-753



HDR manuscript (Jean Daunizeau, 21/09/2012) Assessing the relevance of fMRI-based prior in the EEG inverse problem: a Bayesian model comparison approach J. Daunizeau, C. Grova, J. Mattout, G. Marrelec, D. Clonda, B. Goulard, J. M. Lina, H. Benali IEEE Trans. Sign. Process. (2005), 53 : 3461-3472



Conditional Correlation as a Measure of Mediated Interactivity in fMRI and MEG/EEG G. Marrelec, J. Daunizeau, M. Pélégrini-Issac, J. Doyon, H. Benali IEEE Trans. Sign. Process. (2005), 53 : 3503-3516
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We are largely unaware of the processes that determine our own behaviour. Do we integrate previous experience and current information in a coherent manner? Are our actions balancing preferences and constraints? Are there some fundamental principles that govern the emergence and the multiple interactions of our sensations, beliefs, emotions and intentions? These questions have fascinated observers of human behaviour for centuries, and underpin most of the human sciences. Experimental psychology is nothing but a modern instantiation of this scientific and philosophical tradition, the concern of which is to disclose the processes underlying cognition and behaviour using experimental methods. The experimental emphasis is crucial here, as it has lifted the ambitions of psychologists up to the standards of quantitative science. One simple though deep insight experimental psychology has brought up is the following: many hypotheses that are utile, in that they have explanatory power for behaviour and cognition, can only be discriminated on the basis of their biological underpinning. In other words, if we aim at understanding why we do what we do, think and feel, we should probably bother looking in the brain.



The “neurocentric” approach to cognition4 goes beyond the need for additional experimental data: it comes with natural laws that embodied cognition has to satisfy. From an evolutionary perspective for example, one could say that the brain is a machine, the primary function of which is to determine which motor behaviour will best promote adaptive fitness (Fiorillo, 2010). This means that the cerebral mechanisms that subtend, e.g., perception, learning and decision making have been optimized through natural selection. This is important, because we can start to try to understand the brain from optimality principles that are grounded in the necessity for the brain to adapt to its environment. This also leaves almost no place for a divorce between the brain’s physiology and its function (in a psychological sense). Recall that most cerebral mechanisms can be described at two levels of abstraction:



4



Here and in the following, I will sometimes use the word “cognition” in a broad sense, encompassing cognitive processes per se, as well as motor and emotional aspects of perception, learning and decision making.
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The computational or functional level is concerned with the information processing that is needed to explain behavioural measurements (e.g., choices, reaction times) or subjective reports (e.g., emotions, thoughts).







The neurobiological of physiological level is related to the neurobiological substrate of the system. Imaging neuroscience or neuroimaging (e.g., EEG/MEG5, fMRI6) is capable of observing (non-invasively) certain biophysical characteristics of this biological substrate.



In this context, the key contribution of neuroimaging was to extend cognitive neuroscience to the experimental investigation of the healthy human brain. It was successful in providing a vast amount of evidence regarding the functional segregation (Tononi et al, 1994) of brain systems subtending most basic cognitive functions (e.g., attention, memory, language, etc...). However, the relation existing between brain functions and their “signature” (the spatio-temporal properties of brain activity) remains largely unknown. During the past decade, human brain mapping research has undergone a paradigm switch. In addition to localizing brain regions that contribute to specific cognitive functions, neuroimaging data is nowadays further exploited to understand how information is transmitted through brain networks (Sporns, 2010). The ambition here is to ask questions such as: “what is the nature of the information that region A passes on to region B”? This stems from the notion of functional integration, which views function as an emergent property of brain networks. This means one has to understand the directed influence that brain components (e.g., cortical area, sub-area, neuronal population or neuron) exert on each other. Such analysis of brain imaging data relies on advanced mathematical techniques that allow researchers to characterize the functional role of brain connectivity. This involves creating models of how the brain is wired and how it responds in different situations. When properly embedded into statistical data analysis techniques that allow for parameter estimation and model selection, these models can be used to provide quantitative interpretations of neuroimaging measures of brain responses.



5 6



EEG/MEG = Electro- / Magneto-EncephaloGraphy fMRI = functional Magnetic Resonance Imaging



HDR manuscript (Jean Daunizeau, 21/09/2012) During my PhD and post-doctoral training, I have first been concerned with the biophysical modelling of functional neuroimaging data (physiological level). These models are inspired from statistical physics approaches based upon the notion of mean field, i.e. the idea that interactions within micro-scale ensembles of neurons can be captured by summary statistics (i.e., moments of the relevant distribution). They describe the spatio-temporal response of brain networks to experimental manipulations. The inversion of such models given neuroimaging data (see below) can then be used to identify the structure of brain networks and their specific modulation by the experimental manipulation (i.e. induced plasticity). For example, showing that a given connection is modulated by the saliency of some stimulus demonstrates that this connection conveys the saliency information. I have pursued a multimodal approach, aiming at combining the complementary advantages of different neuroimaging modalities, such as EEG/MEG and fMRI. Then, I have proposed probabilistic models of perception, learning and decision making. These are based upon Bayesian decision theory, i.e. a probabilistic account of how information is processed and decisions or actions are emitted. The inversion of such models is then used to identify the subjective beliefs and preferences that interact with the experimental manipulation to generate observed behavioural data. In addition, these computational models are used to inform the identification of brain networks implementing processes such as learning and decision making, given neuroimaging data. A key question here is to understand the link between neurophysiological variables (e.g., neural activity and indices of network plasticity) and computational processes (e.g., belief updates and action selection). Third, I have developed statistical techniques embedding the above models for analyzing neuroimaging and behavioural data. These are probabilistic inversion schemes that borrow from disciplines such as inverse problems, information theory and machine learning. If only, they are necessary to capture the inter-individual variability of neurophysiological and behavioural responses. More generally, they are essential to root a principled approach to model comparison and selection, given experimental data. This is important to identify candidate psycho-physiological scenarios that have the ability to quantitatively explain concurrent neuroimaging and behavioural data. Lastly, I have deployed these methodological contributions in the context of collaborations with neuroscientists conducting experimental studies on perception, learning and decision making. These



HDR manuscript (Jean Daunizeau, 21/09/2012) studies have been successful in disclosing some nontrivial relations between the underlying computational and biophysical properties of the brain “wetware” at a macroscopic scale7. This document is divided into three sections. First, I will summarize my doctoral and post-doctoral contributions to the biophysical and statistical modelling of neuroimaging data (physiological level). These can be separated into two distinct topics, namely EEG/fMRI integration and Dynamic Causal Modelling (DCM), which addresses the characterization of brain effective connectivity based upon mean-field models of brain responses. Both rely on probabilistic (bayesian) approaches to data analysis, the principles of which I will briefly summarize as a preamble to this and the next section. Second, I will summarize my postdoctoral contributions to the computational modelling of perception, learning and decision making studies. I will be exposing some recent developments of a brain-scale theory of cognition (the Free Energy Principle) as well as a related meta-bayesian modelling framework tailored to the analysis of behavioural data. Third, I will be discussing the potential impact of these contributions as well as their limitations. This will serve to introducing my research project, which I will expose in the last section of this manuscript.



7



In the following, we will explicitly refer to the different spatial and temporal scales of the somatic level: the microscale is concerned with individual neurons, the mesoscale describes neural ensembles or populations, and the macroscale portrays systems of brain regions and is likely to be relevant for interpreting integrated behaviour.
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0. The Bayesian paradigm



Most of my personal contributions are cast within a formal probabilistic (bayesian) framework. In the context of biophysical modelling of brain activity, it has proven critical to finessing ill-posed inverse problems8, allowing for parameter estimation and model comparison/selection. We will see examples of this below. In the context of computational modelling of perception, learning and decision making, it essentially roots the principles of the “bayesian brain” approach to cerebral information processing. This material will be exposed in the next section. Since I will be explicitly referring to notions and quantities that relate to the bayesian paradigm, I have thought it would be helpful to briefly recall its fundaments and expose recent developments that are relevant to the rest of this document. Here, I sacrifice a little mathematical rigour for simplicity, in the hope of providing a didactic summary of the bayesian approach to model-based data analysis. To start with, let us revisit the difference between the frequentist and the bayesian interpretations of probability and information. This dichotomy usually arises when formally defining randomness or uncertainty. Recall that the uncertainty in an observer’s knowledge about any “state of affairs” can be of two sorts: stochastic uncertainty and epistemic uncertainty (O’Hagan & Oakley, 2004). The former derives from the inherently random nature of the process of interest, whereas the latter is an expression of the observer’s lack of knowledge about it. This distinction is not elusive, in the sense that only the epistemic uncertainty can, in principle, be reduced by assimilating new observations. However, this distinction is useless because it does not have any practical relevance whatsoever to probabilistic inference. This is because it is always possible to re-interpreting stochastic uncertainty in terms of epistemic uncertainty



8



A problem is “well-posed” iif (i) there exists a solution, (ii) this solution is unique and (iii) it is stable (Hadamard 1902). If any of these conditions is not met, the problem is said to be “ill-posed”, and becomes difficult to solve.
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We will briefly come back to the distinction between frequentist and bayesian approaches below. Let me now focus on the technical notions that are required to perform (bayesian) probabilistic model inversion.



0.1 Bayes' basics



One usually starts with a quantitative assumption or model of how observations are generated. Without loss of generality, this model possesses unknown parameters  , which are mapped through an observation function g :



y  g    



(1)



where  are model residuals or measurement noise. If the (physical) processes underlying  were known, they would be included in the deterministic part of the model, i.e.:   g   . Typically, we thus have to place statistical priors on  , which eventually convey our lack of knowledge, as in “the noise is small”. This can be formalized as a probabilistic statement, such as: “the probability of observing big noise is small”. Under the central limit theorem, such prior would be equivalent to assuming the noise follows a normal distribution:



p   m   exp



1 2 2



 2  P    2 m   0.05
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where  is the noise’ standard deviation (it determines how big is “big”) and m is the so-called generative model. Equations 1 and 2 are compiled to derive a likelihood function p  y  , m  , which specifies how likely it is to observe any particular set of observations y , given the unknown parameters  of the model



m:



p  y  , m   exp



1 2



2



 y  g   



2



(3)



The intuition underlying the above derivation of the likelihood function can be generalized to any generative model m , whose parameters  simply control the statistical moments of the distribution p  y  , m  . The key point here is that the likelihood function always derives from priors (!) about observation mappings and measurement noise.



The likelihood function is the statistical construct that is common to both frequentist (classical) and bayesian inference approaches. However, bayesian approaches also require the definition of a prior distribution p  m  on model parameters  , which reflects knowledge about their likely range of values, before having observed the data y . As for priors about measurement noise, such priors can be (i) principled (e.g. certain parameters cannot have negative values), (ii) conservative (e.g. “shrinkage” priors that express the assumption that coupling parameters are small), or (iii) empirical (based on previous, independent measurements). Combining the priors and the likelihood function allows one, via Bayes' Theorem, to derive both the marginal likelihood of the model (the so-called model evidence):
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 p  y m    p  y  , m  p  m  d 



(4)











and the posterior probability density function p  y, m over model parameters  :



p  y, m  



p  y  , m  p  m 



(5)



p  y m



This is called “model inversion” or “solving the inverse9 problem”. The posterior density p  y, m  quantifies how likely is any value of  , given the observed data y and the generative model m . It is used for inferring on “interesting” model parameters, by marginalizing over “nuisance” parameters. The model











evidence p y m quantifies how likely is the observed data y under the generative model m . Another







perspective on this is that  log p y m







measures statistical surprise, i.e. how unpredictable was the



observed data y under the model m . The model evidence accounts for model complexity, and thus penalizes models, whose predictions do not generalize easily (this is referred to as “Occam’s razor”). Under flat priors over models, it is used for model selection (by comparison with other models that differ in terms of either their likelihood or their prior density).



0.2 The variational Bayesian approach



9



… as opposed to the “forward” problem, which is concerned with predicting the data given the model parameters.
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g ). This implies that the



high-dimensional integrals required for Bayesian parameter estimation and model comparison cannot be evaluated analytically. Also, it might be computationally very costly to evaluate them using numerical brute force or Monte-Carlo sampling schemes. This motivates the use of variational approaches to approximate bayesian inference (Beal, 2003). In brief, variational Bayes (VB) is an iterative scheme that







indirectly optimizes an approximation to both the model evidence p y m







and the posterior density



p  y, m  . The key trick is to decompose the log- model evidence into:







ln p  y m   F  q   DKL q   ; p  y, m 







(6)



where q   is any density over model parameters, DKL is the Kullback-Leibler divergence10 and the socalled Free-Energy F  q  is defined as:







F  q   ln p  y  , m   DKL q   ; p  m  q



where the expectation



q







(7)



is taken under q . From Equation 6, one can see that maximizing the functional



F  q  with respect to q indirectly minimizes the Kullback-Leibler divergence between q   and the exact



10



In information theory, the Kullback–Leibler divergence is a non-symmetric measure of the distance between two probability distributions.
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posterior p  y, m . The decomposition in Equation 6 is complete in the sense that if q    p  y, m  ,











then F  q   p y m .



The iterative maximization of free energy is done under simplifying assumptions about the functional form of q , rendering q an approximate posterior density over model parameters and F  q  an approximate log model evidence (actually, a lower bound). Typically, one first partitions the model parameters  into distinct subsets and then assumes that q factorizes into the product of the ensuing marginal densities. This assumption of “mean-field” separability effectively replaces stochastic dependencies between model variables by deterministic dependencies between the moments of their posterior distributions:



q    q 1  q 2    F   q 1   exp ln p  m   ln p  y  , m  0  q 



(8) q 2 



where I have used a bi-partition of the parameter space (   1 ,2  ) and the right-hand term’s exponant of Equation 8 can be broken down into a weighted sum of the moments of the distribution q 2  . Equation 8 can be generalized to any arbitrary mean-field partition and captures the essence of the variational Bayesian approach. The resulting VB algorithm is amenable to analytical treatment (the free energy optimization is made with respect to the moments of the marginal densities), which makes it generic 11, quick and efficient. Note that there are deep connections between VB and statistical physics perspectives on thermodynamics. We will come back to this when exposing the “Free Energy Principle”, a computational theory of perception, learning and decision making in the brain. This concludes the exposition of the Bayesian approach to statistical modelling of experimental data. 11



It turns out that VB grand-fathers the celebrated “Expectation-Maximization” (EM) and “restricted maximum likelihood” (ReML) algorithms, as well as most iterative bayesian schemes.
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1. EEG-fMRI integration



1.1 On the “neurovascular” coupling and limitations



The main sources of scalp EEG/MEG signals are postsynaptic cortical currents associated with large pyramidal neurons in cortical layer IV, which are oriented perpendicular to the cortical surface (Nunez 1981). EEG/MEG is well suited to studying the temporal dynamics of neuronal activity, since it provides direct measurements with millisecond precision. However, the scalp topology of electrical potentials does not, without additional (prior) information, uniquely specify the location of the underlying bioelectric activity. This issue is referred to as the ill-posed EEG/MEG inverse problem (Baillet et al., 2001). Conversely, even though BOLD-fMRI discloses complementary features of neuronal activity, it is only an indirect measure thereof, through metabolism, oxygenation and blood flow, where these slow mechanisms provide temporally smoothed correlates of neuronal activity (~1 sec). However, arteriolar control of blood flow is however spatially well matched to regional increase in neural activity, hence the high localization power of fMRI12 (Turner and Jones 2003). The notion of “neurovascular coupling” refers to the relationship between local neuronal activity and subsequent changes in cerebral blood flow. Despite the increasing amount of literature in this field this issue is still under intense debate (for a recent review see Riera et al, 2010). Most observed mismatches between EEG and fMRI can be interpreted as: (i) a decoupling between electrophysiological and hemodynamic activity or (ii) a signal detection failure (i.e., false positive/negative results in either modality). This distinction is important, firstly because signal detection failures should and can, in principle, be corrected. But also, it is the case that observing (local) decoupling might actually be very informative. For example, in clinical applications (e.g., neuroimaging investigations of epilepsy), 12



The spatial scale of this co-localization is debated (Beisteiner et al., 1997).



HDR manuscript (Jean Daunizeau, 21/09/2012) evidence for a decoupling between electrophysiological and metabolic activity can be understood as a fingerprint of the pathology itself (Schridde et al., 2008). Most knowledge about the neurovascular coupling comes from sophisticated invasive animal studies that combine metabolic/vascular measurements (e.g., fMRI) with invasive multi-electrode data, such as local field potentials (LFPs) and multiunit activity (MUA) recordings (see, e.g., Logothetis et al., 2001). In brief, these studies showed strong and reproducible correlations between the time courses of hemodynamic and electrophysiological signals at the mesoscopic scale. However, macroscopic physiological processes might lead to local discrepancy or decoupling between EEG and fMRI responses. For example, it is now widely accepted that the macroscopic neurovascular coupling is actually frequency-dependent (see, e.g., Lachaux et al. 2007). This is probably due to the nontrivial susceptibility of the frequency response of layer IV pyramidal cells to the contribution of local neuronal (excitatory and inhibitory) subpopulations, which participate to the metabolic budget that underpins hemodynamic changes. Note that, in addition to pre- and post-synaptic electrochemical dynamics, a number of physiological processes also require energetic support (neurotransmitter synthesis, glial cell metabolism, maintenance of the steady-state transmembrane potential, etc...). These phenomena may cause hemodynamic BOLD changes, without EEG correlates. This differential sensitivity to neuronal activity and energetics can also arise whenever hemodynamic activity is caused by non-synchronised electrophysiological activity or if the latter has a closed source configuration that is invisible to EEG. Conversely, if the electrophysiological activity is transient, it might not induce any detectable metabolic activity changes. Another important potential source of bias in EEG-fMRI integration is experimental variability. In some situations, it might be necessary to acquire the EEG and fMRI data in separate sessions. In this case, habituation effects, variations in the stimulation paradigm, or any other difference between sessions might lead to differential activity of neuronal networks. Simultaneous EEG/fMRI protocols have been developed specifically to address these issues (see Laufs et al. 2007 for a review). Nevertheless, despite advances in simultaneous EEG-fMRI hardware and software, reciprocal electromagnetic perturbations unavoidably impact the signal-to-noise ratio of these signals. For the EEG, these effects can be catastrophic: the most



HDR manuscript (Jean Daunizeau, 21/09/2012) important artefacts in the raw data can completely mask the signal of interest 13. This is the main reason why such experimental set-up is not routinely employed in studies that would a priori require both EEG and fMRI data.



1.2 Statistical approaches to EEG-fMRI integration



Can we exploit the complementary nature of EEG/MEG and fMRI techniques to infer the underlying neuronal activity and its dynamics? In other words, can we enhance the spatial or temporal resolution of the combined EEG-fMRI data set, beyond the above physiological and experimental confounds? This motivated my PhD research work, which focused on the development of probabilistic (bayesian) methods that can be divided into three main categories: (i) integration by comparison, (ii) integration by asymmetrical constraints and (iii) symmetrical integration.



Integration by comparison is the simplest (and most frequent) form of EEG-fMRI integration. Its aim is to cross-validate data analysis results obtained from each modality independently. In this context, I have proposed and evaluated a number of probabilistic methods for solving the EEG inverse problem (Daunizeau et al. 2006, Daunizeau & Friston 2007, Kiebel et al. 2007, Friston et al. 2007). The novelty of all these approaches is that they explicitly assume that cortical activity is structured into anatomically connected components that exhibit low within-cluster variability. This effectively increases the degrees of freedom and thus improves the efficiency of the estimation. Note that all these techniques have proven significantly better than standard source reconstruction algorithms in terms of localization accuracy.



13



These are due to a complex combination of factors, including the MR field strength (and so frequency) and orientation/positioning of the EEG recording equipment relative to the RF coil and the MR gradients. All these artefacts manifest themselves as induced voltages that add linearly to the EEG signal and obscure the biological signal of interest.



HDR manuscript (Jean Daunizeau, 21/09/2012) The aim of integration by asymmetrical constraints is to finesse the study of fast dynamics of neuronal activity as measured by EEG by using fMRI-derived spatial priors in the EEG inverse problem. This is typically done by penalizing EEG sources whose fMRI-derived activation probability is low, which has been shown to improve source reconstruction whenever the fMRI-derived constraints are veridical. However, neurovascular decoupling, signal detection failures and experimental sources of variability compromise the reliability of asymmetrical EEG-fMRI approaches. For instance, Dale et al. (2000) recognised that serious biases might occur in fMRI-constrained EEG source reconstruction when the actual electrophysiological activity did not induce significant variations in the BOLD signal. This means that the plausibility of the EEG inverse reconstruction depends on the relevance of the fMRI prior information. In Daunizeau et al. (2005), I developed a Bayesian model comparison scheme to decide whether one should use the fMRI constraint or not. This approach has been applied successfully to clinical epilepsy data. In Grova et al. (2008), it was used in combination with other probabilistic techniques to determine whether observed EEG-fMRI discrepancies are due to decoupling or to signal detection failure. In Daunizeau et al. (2009), it was used to identify the most plausible subsets of fMRI clusters that respectively generated the spike and the wave in Generalized Spike-Wave (GSW) complexes measured on the scalp EEG. Interestingly, we found that, e.g., prefrontal cortex was only active during the spike, which was coherent with its putative involvement during absence seizures (Pavone et al., 2000). In effect, this scheme was able to perform reliable inferences at the spatial resolution of fMRI, and temporal resolution of EEG.



The above type of approach is called “asymmetric”, because it treats fMRI as a predictor of EEG14. In contradistinction, “symmetrical” approaches depend bilaterally on multimodal data. Typically, this requires a forward model that specifies the (possibly uncertain) relationships between the data and what caused it. If



14



Asymmetrical approaches also include techniques that attempt to localising brain regions whose fMRI response is temporally correlated with a given EEG-defined event or feature. In other words, temporal information from the EEG signal is used as a predictor variable in the fMRI time-series analysis. This type of EEG-fMRI integration is necessarily implemented within a simultaneous EEG-fMRI acquisition paradigm. Typical applications include neuroimaging investigations of epilepsy and sleep, where there is no experimental control over ongoing (spontaneous) brain activity. We refer the interested reader to Laufs et al. (2008) for a recent review.



HDR manuscript (Jean Daunizeau, 21/09/2012) the model possesses unknown parameters that impact on multimodal data (common causes), its inversion corresponds to information fusion (Valdes-Sosa et al., 2009). However, in practice, the complexity of realistic neurovascular coupling models precludes their inclusion into symmetrical EEG-fMRI integration schemes. As an alternative, I have focused on estimating the spatial profile of the common neuronal substrate of EEG and fMRI responses (Daunizeau et al., 2007). This approach, which was cast within a Bayesian framework, was the first attempt to fuse EEG and fMRI information in a rigorous way. Although heuristic, the underlying generative model is not confounded by neurovascular decoupling. Empirical results of this non-invasive fusion procedure were validated using intracranial EEG measurements on one epileptic patient with absence seizures. Eventually, I was able to show that (i) the temporal precedence of the hemodynamic responses within the network does not match that of the bioelectric responses, and (ii) an excitatory bioelectric response can be co-localized with a negative hemodynamic response, i.e. a local deactivation (see Figure 1).



HDR manuscript (Jean Daunizeau, 21/09/2012) Figure 1. Bayesian spatiotemporal event-related EEG-fMRI fusion approach (adapted from Daunizeau et al., 2007). In this work, the spatial profile of common EEG-fMRI sources is introduced as an unknown hierarchical prior on cerebral activity. A VB scheme is derived to optimally weight EEG and fMRI data when solving for the joint inverse problem. The figure shows: (left) the application of the fusion approach to EEG-fMRI recordings from a patient with epilepsy; and (right) validation with intracranial EEG data. In all graphics, colours code respectively: green = right occipital region, blue = left occipital region, red = right central gyrus and turquoise = left central gyrus. Note that the spatial deployment of the estimated common (cortical) EEG-fMRI sources matches with the position of the intracranial electrodes (lower-left panel). Measured intracranial EEG (right) and estimated cortical sources (upper-left) exhibit a similar temporal response: the epileptiform activity starts in the right occipital region, and spreads to left occipital and right post-central regions.



This approach triggered a lot of interest in the community and was cited more than sixty times since its publication in Neuroimage in 2007. However, very few rational criticisms have questioned the practical motivation for symmetrical EEG-fMRI integration (see Rosa et al. 2010 for a critical review). In short: beyond the limitations of asymmetrical approaches, what sort of scientific question really requires EEGfMRI fusion? In fact, most questions can, in practice, be readily answered with the adequate asymmetric tools. This is because the simplicity of this type of approach makes it very reliable and robust against most established confounds to EEG-fMRI integration.



2. Effective connectivity and Dynamic Causal Modelling



Neuroimaging studies have traditionally focused on the functional specialisation of individual areas for certain components of the cognitive processes of interest. Following a growing interest in contextual and extra-classical receptive fields effects in invasive electrophysiology (i.e. how the receptive fields of sensory neurons change according to context; Solomon et al. 2002), a similar shift has occurred in neuroimaging. It is now widely accepted that functional specialization can exhibit similar extra-classical phenomena; for example, the specialization of cortical areas may depend on the experimental context. These phenomena can be naturally explained in terms of functional integration, which is mediated by context-dependent interactions among spatially segregated areas (see, e.g., McIntosh, 2000). In this view, the functional role played by any brain component (e.g. cortical area, sub-area, neuronal population or neuron) is defined



HDR manuscript (Jean Daunizeau, 21/09/2012) largely by its connections. This has led many researchers to develop models and statistical methods for understanding brain connectivity. Three qualitatively different types of connectivity have been at the focus of attention (see e.g., Sporns 2010): (i) structural connectivity, (ii) functional connectivity and (iii) effective connectivity. Structural connectivity, i.e. the anatomical layout of axons and synaptic connections, determines which neural units interact directly with each other (Zeki et al., 1988). Functional connectivity subsumes non-mechanistic (usually whole-brain) descriptions of statistical dependencies between measured time series (see Marrelec et al. 2005 for a review). Lastly, effective connectivity refers to causal effects, i.e. the directed influence that system elements exert on each other (see Valdes-Sosa et al. 2011 for a comprehensive review). Dynamic Causal Modelling or DCM is a relatively novel approach that was introduced in a seminal paper by Friston et al. (2003), to deal with effective connectivity. The DCM framework has two main components: biophysical modelling and probabilistic statistical data analysis. Realistic neurobiological modelling is required to relate experimental manipulations (e.g., sensory stimulation, task demands) to observed brain network dynamics. However, highly context-dependent variables of these models cannot be known a priori, e.g., whether or not experimental manipulation did induce specific short-term plasticity. Therefore, statistical techniques (embedding the above biophysical models) are necessary for statistical inference on these context-dependent effects, which are the experimental questions of interest. Taken together, these “two sides of the DCM coin” invite us to exploit biophysical quantitative knowledge to statistically assess context-specific effects of experimental manipulation onto brain dynamics and connectivity. This level of broad understanding of the DCM approach is tightly related to the mere definition of effective connectivity, in a physical and control theoretical sense. This also intuitively justifies why it might be argued that in its most generic form, DCM embraces most (if not all) effective connectivity analyses (see Daunizeau et al. 2011 for a critical review of DCM). Nevertheless, existing implementations of DCM restrict the application of this generic perspective to more specific questions that are limited either by the unavoidable simplifying assumptions of the underlying biophysical models and/or by the bounded efficiency of the associated statistical inference techniques. This
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2.1 DCM: basics



Typically, DCM enjoys a graph-theoretic perspective on brain networks, whereby functionally segregated sources (i.e. brain regions or neuronal populations) correspond to “nodes” and conditional dependencies among the hidden states of each node are mediated by effective connectivity (directed “edges”). DCM generative models are causal in at least two senses: 



DCM describes how experimental manipulations influence the dynamics of hidden (neuronal) states of the system using ordinary differential equations. These so-called “evolution equations” summarize the biophysical mechanisms underlying the temporal evolution of states, given a set of unknown evolution parameters that determine both the presence/absence of edges in the graph and how these influence the dynamics of the system’s states.







DCM maps the system’s hidden states to experimental measures. This is typically written as a static “observation equation”, where the instantaneous mapping from system states to observations depends upon unknown observation parameters.



This hierarchical chain of causality (from experimental input to observations, through hidden states) is critical for model inversion, since it accounts for potential spurious covariations of measured time series that are due to the observation process (e.g. spatial mixing of sources at the level of the EEG/MEG sensors). This means that the neurobiological/biophysical validity of both the evolution and the observation functions is important for correctly identifying the presence/absence of the edges in the graph, i.e. the effective connectivity structure.



HDR manuscript (Jean Daunizeau, 21/09/2012) The need for neurobiological plausibility can sometimes make DCM models fairly complex, at least compared to conventional regression-based models of effective connectivity, such as Structural Equation Modelling (SEM; McIntosh et al. 1994) or autoregressive models (see Roebroeck et al. 2005 for an application to so-called “Granger” causality). This complexity potentially induces non-identifiability issues between the parameters that capture the inter-subject and/or inter-trial variability of observed neurophysiological responses (e.g., action potential firing thresholds, synaptic delays, excitatory and inhibitory connection strengths, etc...). In brief, DCM requires solving an ill-posed inverse problem, which is typically cast within a (variational) Bayesian framework. Here, the likelihood function derives from compiling the above evolution and observation processes, and most priors about model parameters are motivated from biological knowledge. Note that the nonlinearities of the likelihood function typically mandate fixedform (e.g. Gaussian) approximations to the marginal posterior densities. The ensuing optimization of the free energy with respect to the first two moments of these distributions is referred to as the “Variational Laplace” approach (see Friston et al. 2007 for full details). This completes the description of the basic ingredients of the DCM framework. We now turn to the different variants of DCM for both fMRI and electrophysiological (EEG, MEG, LFP) data. Finally, we will review important (variational) bayesian schemes that were developed to address specific DCM inferential issues.



2.2 DCM for fMRI data



In fMRI, DCM typically relies on two classes of states, namely “neuronal” and “hemodynamic” states. The latter encode the neurovascular coupling that is required to model variations in fMRI signals generated by neural activity. Note that the hemodynamic evolution function was originally based on an extension of the so-called “Balloon model” (Buxton et al. 1998). In brief, neuronal state changes drive local changes in blood flow, which inflates blood volume and reduces deoxyhemoglobin content; the latter enters a (weakly) nonlinear observation equation. This observation equation was subsequently modified to incorporate new



HDR manuscript (Jean Daunizeau, 21/09/2012) knowledge on biophysical constants and account for MRI acquisition parameters, such as echo time (Stephan et al., 2007) and slice timing (Kiebel et al. 2007). In the seminal DCM article (Friston et al. 2003), the authors choose to replace the unknown “neuronal” evolution function with a Taylor series on neural states. Critically, the ensuing input-state bilinear form allows for quantitative inference on input-dependent state-state coupling modulation. This contextdependent modulation of effective connectivity can be thought of as a dynamic formulation of the so-called “psycho-physiological interactions” (Friston et al. 1997)15. This variant was first extended in Marreiros et al. (2008), where local excitatory and inhibitory subpopulations allow for an explicit description of intrinsic connectivity within a region (between subpopulations). In addition, positivity constraints on extrinsic connectivity account for the fact that extrinsic (inter-regional) connections between cortical areas are purely excitatory (i.e., glutamatergic16). In Stephan et al. (2008), we propose to account for nonlinear interactions among synaptic inputs, by allowing the effective strength of a connection between two regions to be modulated by a third region17. This extension is important, because such nonlinear gating of state-state coupling represent a key mechanism for various neurobiological processes, including top-down (e.g. attentional) modulation, learning and neuromodulation. The ensuing evolution function is quadratic in the neural states, where the quadratic gating terms act as “physio-physiological interactions”.



2.3 DCM for EEG/MEG and LFP data



Biophysical models in DCM for EEG/MEG/LFP data are typically considerably more complex than in DCMs for fMRI. This is because the exquisite richness in the EEG temporal information can only be captured by models that represent neurobiologically quite detailed mechanisms.



15



A comparison between dynamic (DCM) and static (SEM: structural equation modelling) effective connectivity analyses can be found in Penny et al., 2004. 16 Regions of the basal ganglia and the brain stem have projection neurons that use inhibitory (GABA) and modulatory (e.g. dopamine) transmitters. 17 This is a proxy for the effect of, e.g., voltage-sensitive ion channels.



HDR manuscript (Jean Daunizeau, 21/09/2012) The DCM paper introducing DCM for EEG/MEG data (David et al. 2006) relied on a so-called “neural mass” model, whose explanatory power for induced and evoked responses had been evaluated previously (David & Friston 2003, David et al. 2005). This model assumes that the dynamics of an ensemble of neurons (e.g., a cortical column) can be well approximated by its first order moment, i.e., the neural mass. Typically, the system’s states are the expected (over the ensemble) post-synaptic membrane depolarization and current. Each region is assumed to be composed of three interacting subpopulations (pyramidal cells, spiny-stellate excitatory and inhibitory interneurons) whose (fixed) intrinsic connectivity was derived from an invariant meso-scale cortical structure (Jansen and Rit, 1995). The evolution function of each subpopulation relies on two operators: a temporal convolution of the average presynaptic firing rate yielding the average postsynaptic membrane potential and an instantaneous sigmoidal mapping from membrane depolarization to firing rate18. Critically, three qualitatively different extrinsinc (excitatory) connections types are considered (Felleman and Van Essen 1991): (i) bottom-up or forward connections that originate in agranular layers and terminate in layer IV, (ii) top-down or backward connections that connect agranular layers and (iii) lateral connections that originate in agranular layers and target all layers (see Figure 2). Lastly, the observation function models the propagation of electromagnetic fields through head tissues19. As with DCM for fMRI, DCM can capture differences in condition-specific evoked responses in terms of modulation of connectivity.



18



In Marreiros et al. (2008), we show that this sigmoid mapping derives from the stochastic dispersion of membrane depolarization within the neural ensemble. 19 This “volume conduction” phenomenon is well known to result in a spatial mixing of the respective contributions of cortically segregated sources in the measured scalp EEG/MEG data (Mosher et al. 1999).
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Figure 2. Dynamic Causal Modelling for EEG/MEG data (adapted from Daunizeau et al., 2011). This figure summarizes the main elements of biophysical modelling behind DCM for EEG/MEG data. Macroscale network dynamics is constrained by certain microscale properties neurons (synaptic transmission kinetics, action potential firing threshold, etc...), which determine the mean influence that excitatory and inhibitory neural ensembles exert on each other (mesoscale).DCM relates macroscale cortical currents dynamics to EEG/MEG scalp data using a physical model of the electromagnetic fields propagation through head tissues. This essentially operates a linear spatial convolution, which is analogous to the local temporal (hemodynamic) convolution of DCM for fMRI data.



Following the initial paper by David et al. (2006), a number of extensions to this “neural mass” DCM were proposed. Concerning the spatial domain, one problem is that the position and extent of cortical sources are difficult to specify precisely a priori. In Kiebel et al. (2006), authors proposed to estimate the positions and orientations of “equivalent current dipoles” (point representations of cortical sources) in addition to the evolution parameters. In Daunizeau et al. (2009) , I revisited the spatial dimension of the problem from a neural field



HDR manuscript (Jean Daunizeau, 21/09/2012) perspective (Jirsa and Haken, 1996), which led to the inclusion of two sets of observation parameters: the unknown spatial profile of spatially extended cortical sources and the relative contribution of neural subpopulations within sources. Note that with these extensions, DCM for EEG/MEG data can be considered a neurobiologically and biophysically informed source reconstruction method. Let us now focus on extensions of the temporal domain. First, note that computational problems can arise when dealing with recordings of enduring brain responses (e.g. trials extending over several seconds). In these cases it is more efficient to summarize the measured time series in terms of their spectral profile. This is the approach developed by Moran et al. (2008, 2009), which models local field potential (LFP) data based on the neural mass model described above, using a linearization of the evolution function around its steady-state (Moran et al. 2007). This approach is valid whenever brain activity can be assumed to consist of small perturbations around steady-state (background) activity. In Marreiros et al. (2008), we extended the neural mass formulation to second-order moments of neural ensemble dynamics. This mean-field formulation rests on so-called “conductance-based” models a la Morris-Lecar (Moris & Lecar, 1981), which focus on voltage-sensitive ion-channel kinetics. This is important, since this makes DCM for EEG/MEG sensitive to neuromodulatory effects. Finally, David et al., (2007) proposed a phenomenological extension of DCM, whereby large-scale networks are thought to “self-organize” through a state-dependent modulation of the connectivity parameters (cf. “autopoetic systems”, Varela et al., 1974).



2.4 Probabilistic (Bayesian) inference



In this context, one of my main statistical contributions has been dealing with the issue of bayesian model comparison for group studies. More precisely, in Stephan et al. (2009), we propose a VB algorithm addressing random effects at the between-subjects level, i.e. accounting for group heterogeneity or outliers in model space. This group-level analysis provides the so-called “exceedance probability” of one model being more likely than any other model, given the group data. In Penny et al. (2011), we further extended this work to allow for comparisons between model families of arbitrary size and for Bayesian model



HDR manuscript (Jean Daunizeau, 21/09/2012) averaging within model families. This relies upon the notion of model space partitioning, which allows one to compare subsets (families) of models, integrating out uncertainty about any aspect of model structure other than the one of interest. Yet another important contribution has been to extend the above framework to stochastic DCM. Stochastic DCM (sDCM) departs from deterministic DCM in that it allows for unknown (random) fluctuations or innovations to driving the neural system, in addition to known (deterministic) experimental stimulation or control. In theory, accounting for random effects on the system’s dynamics allows us to cope with imperfect model assumptions and non-specific physiological perturbations (Valdes-Sosa et al., 2011). However, it is not trivial to determine the impact of neural noise on system dynamics, particularly in the presence of nonlinearities. Furthermore, the identification of stochastic nonlinear dynamical systems is notoriously difficult (Kloeden and Platen, 1999). I thus have contributed to the development of variational Bayesian approaches to the identification of stochastic nonlinear dynamical systems (Friston et al., 2008; Daunizeau et al., 2009; Friston et al., 2010). These schemes were first evaluated on benchmark stochastic nonlinear dynamical systems, and were proven efficient and robust. The ensuing sDCM schemes have shown face validity in the context of fMRI data analysis. In Friston et al. (2011) for example, we show how sDCM can be used to explore large model spaces. In Li et al. (2011), we examine fMRI empirical evidence about the smoothness of the underlying neural noise. In Daunizeau et al (2012), we provide an exhaustive comparison of deterministic and stochastic DCM in terms of parameter estimation and model comparison. In particular, we show how accounting for random effects on the system’s dynamics can improve network identification by exploiting the decorrelation of neural time series induced by the presence of neural noise. Lastly, in Daunizeau et al. (submitted), we use EEG data to provide empirical evidence for the predictive validity of sDCM for fMRI data. We thus have to position our work in the context of the ongoing debate regarding the neurovascular coupling. We chose to appeal to neural field theory (Jirsa et al., 1996) to revisit the heuristic hemodynamic correlate of the EEG originally proposed in Kilner et al., 2005. Here, we show how slow macroscopic modes of activity that emerge from (regional) dense connections may modulate the



HDR manuscript (Jean Daunizeau, 21/09/2012) frequency spectrum of fast dynamical modes that contribute to the EEG signal. In essence, this hypothesis suggests that the fMRI signal is correlated with the frequency modulation of the EEG traces (where larger fMRI signals follow a shift of the EEG spectrum toward higher frequencies). This is not dissimilar to the idea that slow dynamics underpinning fMRI responses reflect the instantaneous frequency of oscillating modes of activity (Cabral et al., 2011). Eventually, this allows us to predict (above and beyond physiological confounds) the observed frequency modulation of concurrent EEG data from macrosocopic neural dynamics estimated using sDCM for fMRI data (cf. Figure 3).



Figure 3: EEG predictive validity of stochastic DCM for fMRI data (adapted from Daunizeau et al., in revision). This figure depicts the extraction of the EEG centre frequency in a single subject, and its prediction by estimated neural states trajectory using stochastic DCM of concurrent fMRI data. Upper-left: the EEG set-up used during the recording session is shown superimposed on the brain and skin surfaces (sensor FC2 is highlighted). Upper-right: time-frequency representation (z-axis) of the EEG traces of sensor FC2 (x-axis: scanning time, y-axis: instantaneous frequency). The blue line shows the centre frequency as a function of scanning time. Lower-left: Observed (blue dashed line) and predicted (black plain line) frequency modulation (y-axis) of EEG channel FC2 as a function of scanning time (x-axis), after adjustment for confounds. Lower-right: Adjusted (y-axis) versus predicted (x-axis) frequency modulation for EEG channel FC2. The quality of this prediction was assessed at the group level (ten subjects), yielding an exceedance probability of 99%.
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Last but not least, I have proposed the first method that allows for optimizing the experimental design when studying brain connectivity with functional neuroimaging data (Daunizeau et al, 2011). I approached the problem from a statistical decision theoretic perspective, whereby the optimal design is the one that minimizes the expected model selection error rate. I demonstrated that this can be done by deriving an information theoretic measure of discriminability between models. I first derived and evaluated the so-called “Laplace-Chernoff bound”, both in terms of how it relates to known optimality measures and in terms of its sensitivity to basic modelling choices. I then used both numerical simulations and empirical fMRI data to assess standard design parameters (e.g., epoch duration or site of transcranial magnetic stimulation). In brief, I formalized the intuitive notion that the best design depends on the specific question of interest. For example, I showed that asking whether a feedback connection exists requires shorter epoch durations than when asking whether there is a contextual modulation of a feedforward connection. Critically, I showed that it is highly unlikely that any comparison of models with and without feedback can ever be conclusive based on fMRI data alone. En passant, this technique also allows to identifying the data features that inform inference about network structure. For example, a feedback connection expresses itself mainly when the system goes back to steady-state: a higher reproducibility of network decay dynamics across repetitions discloses its effect on the data.



Although I have developed statistical techniques for performing parameter estimation, model comparison and design optimization in the specific context of DCM, it should be noted that these approaches are very general and neither limited to any data acquisition technique, nor to any particular generative model. In brief, they can be used whenever one wishes to study empirical responses by means of generative models20. We will see other examples of this in the next section.



20



Note that all these ideas are implemented in the academic freeware SPM (http://www.fil.ion.ucl.ac.uk/spm, of which I am an active contributor) and/or in a stand-alone toolbox available at http://sites.google.com/site/jeandaunizeauswebsite/code.



HDR manuscript (Jean Daunizeau, 21/09/2012) Past research activity: computational modelling of perception, learning and decision making



1. Preamble: decision theory and the “Bayesian brain”



Bayesian decision theory (BDT) is a probabilistic framework that is concerned with how decisions are made or should be made, in ambiguous or uncertain situations. The “normative” approach to BDT focuses on identifying the “optimal” or “rational” decision in a given context. This has been applied extensively to methods supporting decisions (e.g., statistical testing). In contradistinction, “descriptive” BDT attempts to describe what people actually do. In this context, optimal decisions are considered as quantitative predictions that can be tested against observed behaviour. This is the hallmark of behavioural economics, which is primarily concerned with identifying the bounds of rationality in observed human decision making. BDT relies on two processes: belief updating and decision making, which are related to the key elements of BDT; namely, prior distributions and utility functions, respectively. In the context of perceptual categorisation, prior beliefs are motivated by the inherent ambiguity of sensory information, which leads to uncertainty about the underlying causes of sensory data (Mamassian et al., 2003). Priors effectively resolve this ambiguity and are thought to be the basis of most sensory illusions and multistable perceptual effects (Weiss et al., 2002). In addition, BDT is bound to a perspective on preferences, namely “utility theory”, which was explored in length in the context of economic decisions (Morgenstern 1972). In this context, utility functions can be regarded as a surrogate for a task goal or, equivalently, a scoring of the subject’s preferences. They measure the reward that is contingent on a decision given the current environmental state, and determine rational behaviour, which is defined as those actions that maximizes expected utility. Note that despite its axioms and rhetoric, utility theory is just an optimisation theory; the underlying assumption is that preferences can be summarised as a function on states and choices, so that



HDR manuscript (Jean Daunizeau, 21/09/2012) reward reduces to a scalar quantity that can be optimised21. In summary, BDT-optimal decision making rests on the ranking of alternative choices, with respect to the expected utility of their outcomes. This expectation is based on the agent’s current belief about the environment, and involves integrating out uncertainty about the relevant “state of affairs”. In the following, we will refer to expected utility as value and use the words action and decision interchangeably. Note that BDT subsumes optimal control theory22 (which is concerned about situations in which agents can influence the state of the environment) and game theory (whereby utility is partially determined by other agents’ decisions). This is important, because this means that, in addition to e.g., perceptual or economical decisions, BDT can be used to model low- and high-level cognitive processes such as motor control (Kording et al., 2004) and social interactions (Baker et al., 2006). More generally, the so-called complete class theorem shows that all “admissible” decision rules23 are BDT-optimal for a duplet, comprising a prior distribution and a utility-function (North 1968). Practically, this means that almost any observed action can be interpreted under the BDT framework (see Figure 4).



21



The existence of a utility function relates to the fundaments of utility theory, i.e. a set of axioms that express the necessary conditions for subjective preferences to be translated into a utility function. Among these, “transitivity of preferences” has been criticised widely over the past decades (Gehrlein 1990, Turocy 2007). 22 In the context of control theory, the notion of value is known as (negative) “cost-to-go”. Technically, it is the time-dependent solution to the Bellman-Jacobi equation, which solves the problem of expected utility maximization in a dynamic setting (Kirk 2004). 23 In statistical decision theory, a decision rule is said to be “admissible” if there isn't any other rule that is always "better", where decisions are scored according to their utility. Note that in most decision problems, the set of admissible rules is infinite.
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Figure 4. BDT and the complete class theorem. In this figure, the negative value or cost function of possible actions (x-axis:



a



) and sensory observations (y-axis:



  a, u 



on the z axis is plotted as a



u ). For any sensory observation, there exists an optimal



action that minimizes expected cost. This optimal course of action is depicted as the blue line on the cost landscape. The inverse BDT problem consists in guessing what is the value function that was minimized by the agent when emitting his action given a particular sensory input



y u 
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This is important, because this potentially compromises the experimental refutability of BDT as a model for human behaviour. However, this also suggests that one should be able to identify the context- and subjectdependent priors that shape the behavioural response to a given experimentally controlled event. We will come back to this later.



BDT can contribute to an understanding of the brain on multiple levels, beyond normative predictions about how an ideal sensory system should be updating its belief and making decisions. In brief, the cornerstone ideas behind the “bayesian brain” perspective on optimal perception, learning and decision making could be summarized as follows (Doya et al., 2007): 



The general function of the brain is to maximize the “amount of information” (in the sense of “knowledge”) about any relevant “state of affairs”. This is simply because no appropriate (or optimal) course of action can be taken in complete ignorance.







The “amount of information” is related to probabilities in the sense that one’s belief “vagueness” is well characterized in terms of the dispersion of a probability distribution that measures how (subjectively) plausible is any possible “state of affairs”.







The subjective plausibility of any “state of affairs” is not captured by the objective frequency of the ensuing observable event. This is because beliefs are shaped by all sorts of (implicit or explicit) prior assumptions that act as a (potentially very complex) filter upon sensory observations.







There is a clear and formal distinction between the “first-person” (neurocentric) and the “thirdperson” (xenocentric) perspectives of observers.
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The first point motivates the introduction of optimality principles in modelling cognitive processes in the brain. We will revisit this notion later, when exposing the “Free Energy Principle” (see above). The second point is a restatement of the celebrated “Principle of Maximum Entropy” (Jaynes, 2003), which relates information theory to probability theory. It simply states that any “state of belief” or “knowledge” can be exactly described using probability distributions. The third point speaks to the difference between the frequentist and the bayesian interpretation of probability and information, which we have briefly discussed in the first section of this manuscript. The last point has important practical implications, and will be the focus of the next section, which summarizes my personal contribution to the theoretical and experimental body of work stemming from the “bayesian brain” hypothesis.



2. Observing the observer: a meta-bayesian framework for perception, learning and decision making



My main personal contribution to the computational modelling of perception, learning and decision-making boils down to the development of a meta-bayesian approach (i.e. a Bayesian treatment of BDT models), which has been first quantitatively formulated in Daunizeau et al., (2010a). The key notion behind this work is that “observing the observer” induces a distinction between a perceptual model, which subsumes neurocentric priors about “state of affairs”, and a response model, which subsumes the xenocentric priors about neurocentric priors and utility functions. Inverting the response model means solving the inverse BDT problem, i.e. identifying neurocentric prior beliefs and utility-functions, given the subject’s observed behavioural response to known sensory inputs. In perceptual learning studies, the experimenter is interested in both the perceptual model and the mechanics of its inversion. For example, the computational processes underlying low-level vision may rest on neurocentric priors that finesse ambiguous perception. These neurocentric priors are hidden and can only be inferred through experimental observations using a (xenocentric) response model. One key result



HDR manuscript (Jean Daunizeau, 21/09/2012) here is that xenocentric uncertainty inevitably inflates the experimental estimate of neurocentric uncertainty. Conversely, in decision-making studies, the experimenter is usually interested in the response model, because it embodies the neurocentric utility-functions. Note that the respective contributions of neurocentric priors and utility functions to observed behaviour are redundant. This means that the inverse BDT problem is ill-posed, which calls for the introduction of xenocentric prior information. The approach proposed in Daunizeau et al., (2010a) derives from a variational Bayesian perspective, which is used both to model neurocentric perception and learning, and to perform (xenocentric) inferences given behavioural observations (in terms of parameters estimation and model comparison).



After having adapted the group level model comparison schemes developed in the context of DCM (Stephan et al. 2009, Penny et al. 2010), this approach was applied to an associative learning task to identify the properties of neurocentric priors whose variations could explain inter-individual variability in reaction times (Daunizeau et al., 2010b). Here, subjects were asked to categorize visual stimuli as quickly as possible, given auditory cues (high or low pitched notes) that were predictive of the visual outcome. Critically, we varied the predictability of the visual outcome over the course of the experiment, which means subjects had to flexibly learn and adapt. We observed that people are systematically slower when they are surprised. The key idea behind this work was to show how BDT could be used to quantitatively predicting trial-by-trial variability in reaction times. In Mathys et al. (2011), we have extended the above model in order to capture the observed progressive acceleration of subjects’ learning following contingency reversals. We took inspiration from recent experimental studies that identified brain systems involved in tracking the volatility of cue-outcome associations (Behrens et al., 2009). The key idea here is that neurocentric knowledge about the environmental volatility determines the susceptibility of outcome predictions to past experience. In brief, the more volatile the environment is, the quicker one assimilates new data. Very recently, we applied the above meta-bayesian approach to the interpretation of neurophysiological measures of information processing in the brain (Lieder et al., 2011). We used an auditory “oddball”



HDR manuscript (Jean Daunizeau, 21/09/2012) paradigm, which consisted of interleaved sequences of auditory stimuli (pure tone notes). In brief, surprising stimuli elicit a positive EEG response that peaks 300ms after stimulus onset, so-called P300. Using bayesian model comparison at the group level, we show what sort of neurocentric priors could subtend subjects’ perceptual learning and quantitatively explain trial-by-trial changes in the EEG P300 amplitude. This last work is implicitly concerned with the relation existing between the computational mechanics of the “bayesian brain” (as usually revealed by behavioural observations) and the dynamics of cerebral responses (as measured using neuroimaging apparatus). This will be the focus of the next section, which revisits the notion of optimality that underpins computational modelling of cognitive function in the brain.



3. The Free-Energy Principle.



The fact that the brain is able to make (perceptual, motor, etc...) decisions based on ambiguous or uncertain sensory observations has been highlighted long ago (see, e.g., Helmoltz 1925). As stated above, this is what has made BDT so appealing to cognitive neuroscientists, experimental psychologists and behavioural economists intrigued by the properties of human decision making under uncertainty. Within BDT, optimality is twofold: it prescribes the way beliefs are updated (bayesian learning) and the way they are mapped onto decisions or actions (utility theory). The latter form of optimality is usually evaluated with respect to the experimental task goals that are imposed to subjects. An example of this is the speedaccuracy trade-off induced by the above associative learning task (cf. Daunizeau et al. 2010b). However, these goals may not be a good proxy for the determinants of the underlying neurocentric decision making processes. Not to mention yet another important lesson from the inverse BDT problem, namely the degeneracy of neurocentric prior beliefs and utility functions. Taken together, these concerns call for the development of an alternative theoretical framework for optimal decision-making, which would not appeal to the notion of utility. In this context, I have contributed to



HDR manuscript (Jean Daunizeau, 21/09/2012) elaborating a quantitative theory merging basic constructs from evolution theory, thermodynamics and machine learning. In brief, the “Free Energy Principle” (FEP) assumes that agents act to fulfil their own conditional expectations (Friston et al. 2006). The information theoretic interpretation of thermodynamics is pivotal here to deriving the above statement from the old idea that biological agents differ from physical systems in that the mechanics of their response to environmental changes has been selected (through evolutionary processes) to maintain their physical integrity, i.e. to resist the second law of thermodynamics24: Recall that the notion of free-energy originally comes from statistical physics, where it measures the amount of “utile” energy25 that can be extracted from a closed thermodynamic system. It is an extensive 26 functional of the density of the system’s microstates, which decreases monotonically when the system evolves towards thermal equilibrium (Landau 1982). In machine-learning, free-energy is a proxy for statistical surprise and is been used for approximate (variational) Bayesian inference (cf. first section of this manuscript). The free-energy, when optimized, yields the conditional belief about hidden states of the world, under some generative model. In a series of papers (Friston et al. ,2005, 2006, 2010, 2011, 2012 ; Brown et al, 2012), this perspective was used to revisit most fundamental cognitive functions (attention, perception, learning, memory, etc...) from a “bayesian brain” perspective. The key idea was to map the mechanics of the inversion of the (neurocentric) perceptual model onto the cortical hierarchy. This generalized the notion of “predictive coding”, which assumes that the brain implements information processing through message passing, whereby connections propagate top-down predictions and bottom-up prediction errors within the network. Here, synaptic plasticity follows the update of secondorder moments27 (precision) parameters and endows the system with the ability to reconfigure itself on the



24



The second law of thermodynamics states that any isolated (physical) system tends to increase its entropy, i.e. its (microscopic) disorder. In contradistinction, a biological system possesses a low-entropic internal structure, the frontier of which has to be actively maintained using continuous exchanges with the environment (cf. cellular trans-membrane ion gradients). 25 In thermodynamics, the free-energy results from subtracting a system’s entropy from its total energy. Entropy is a measure of disorder, and relates to a form of energy which cannot be transformed into “utile” (e.g., mechanical, electrical, etc…) energy. 26 In thermodynamics, a system’s property is said to be “intensive” if it does not depend on the system size or the amount of material in the system (it is scale invariant). By contrast, an “extensive” property is proportional to the amount of material in the system. 27 Second-order moments, e.g. variances, are measures of dispersion (uncertainty) of probability distribution.
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Under the FEP, the cognitive and behavioural properties of a given observer are entirely determined by the neurocentric priors that shape the mechanics of sensory information processing. In Kiebel et al. (2008) we reviewed empirical neuroscientific evidence suggesting that cortical anatomy recapitulates the temporal hierarchy inherent in the dynamics of environmental states, under the FEP. The lowest level of this hierarchy corresponds to fast fluctuations associated with sensory processing, whereas the highest levels encode slow contextual changes in the environment, under which faster representations unfold. This anatomic-temporal hierarchy provides a comprehensive framework for understanding cortical function: the specific time-scale that engages a cortical area can be inferred by its location along a rostro-caudal gradient, which reflects the anatomical distance from primary sensory areas. This is most evident in the prefrontal cortex, where high-level cognitive functions can be explained as operations on representations of slow environmental dynamics. In Kiebel et al. (2009), we linked this hierarchical account to recent developments in the perception of human action; in particular speech recognition. We argued that hierarchical models of dynamical systems are a plausible starting point to understand the robustness of human speech recognition, because they capture critical temporal dependencies induced by deep hierarchical structure. In Kiebel et al. (2009), we showed that a plausible candidate for neurocentric priors that can deal with speech recognition is a hierarchy of “stable heteroclinic channels”. Such priors represent continuous dynamics in the environment as a hierarchy of sequences, where slower sequences cause faster sequences. We illustrated the ensuing artificial speech recognition scheme using synthetic sequences of syllables, where syllables are sequences of phonemes and phonemes are sequences of sound-wave modulations. By presenting anomalous stimuli, we find that the resulting recognition dynamics disclose inference at multiple time scales and are reminiscent of experimentally observed cortical dynamics.
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In Friston et al. (2009), we extended the FEP to cover action prescription, where action is understood as an observation-selection or sampling process. First, we revisited the connection between the thermodynamics and machine learning interpretations of free energy. In brief, a decrease in the predictability of the sensorium signals an (aversive) increase in the disorder of the microscale structure of the organism boundary28. Then, we noted that this threat to the agent’s physical integrity can be avoided by changing its interaction with the environment, so as to sample more predictable sensory signals. This is the basis for action prescription under the FEP. In short, when minimising surprise with respect to action, biological agents resist the second law of thermodynamics, yielding adaptive fitness. Note that under the FEP, action and perception are intimately related, because they both rely on the minimization of sensory surprise. In yet other terms, we have extended the concept of active learning29 (Cohn et al., 1994) to potentially any form of decision-making. In Friston et al. (2010), we examined many aspects of motor behaviour under the FEP; from retinal stabilization to goal-seeking. In particular, we showed how motor control can be understood as fulfilling prior expectations about proprioceptive sensations. We illustrated these points using simulations of oculomotor control and then applied the same principles to cued and goal-directed movements. In short, this formulation can explain why adaptive behaviour emerges in biological agents and suggests a simple alternative to optimal control theory, which is intimately related with perception. Under the FEP, acting is simply an extension of perceiving and learning, i.e. an optimization of free-energy by selectively sampling sensory data to avoid states of the world that cannot be recognised or predicted. When compared to BDT, the appeal of the FEP lies in its parsimonious description of decision-making, which eschews the need for utility-functions. Rather, optimality in animal behaviour derives from evolutionary pressure, which eventually ensures neurocentric beliefs are consistent with the agent’s environment. Contrary to BDT, the FEP also implies that there is no decision “site” in the brain, in the sense that behaviour emerges from the global tendency of the system to minimize surprise at all levels of the 28



More formally, this connection derives from the equivalence between the entropy of observations and the temporal accumulation of statistical surprise, under ergodic assumptions. 29 This is also called sensor planning (Kristensen et al., 1997).
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In conclusion, the FEP is a unified theory of brain function, which describes how biological agents (e.g., human brains) are organised by one fundamental imperative, namely to minimise Free Energy. In its generality, this theory is a provocative and controversial idea in neuroscience. Note that the FEP is now under intense scrutiny from the community30. However, neither is it mature yet, nor has it passed the test of empirical construct and predictive validity.



30



The first workshop entirely focused on theoretical, experimental and clinical stakes of the FEP was held at UCL, London, UK on the 5-6th of July 2012 (http://www.fil.ion.ucl.ac.uk/Free_Energy_Principle_Workshop/).
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My current research projects aims at developing a theoretical, methodological and experimental framework linking the computational and neurobiological levels of motivation, which is defined as the set of processes that generate goals and thus determine behaviour. A goal is nothing else than a “state of affairs”, which people tend towards. Under BDT, one would say that people attribute (subjective) value to this state31. Empirically speaking, one can access these values by many means: subjective verbal report, vegetative responses (e.g., skin conductance or pupil dilation), or decision making. Note that two fundamental aspects of behaviour are driven by value: energy expenditure (one spends more effort when more value is at stake) and explicit choices (one chooses the alternative with highest value). Another aspect of value is that it is partially determined by beliefs. This means that one can use (operant or associative) learning to study the susceptibility of value to (physical, statistical or social) properties of action-outcome contingencies (e.g., delay, uncertainty, etc...). In brief, studying motivational processes means identifying how affective brain circuits encode subjective value, how these representations are modified during learning, and how they interact with motor and cognitive systems that drive behaviour.



1. Context and objectives



As was briefly sketched in the second section of this manuscript, the simplicity of BDT actually hides a number of subtle difficulties, which have been disclosed by experimental studies in economy and psychology. For example, it is nowadays established that the objective information on the relevant variables 31



Under FEP, one would rather say that goal-directed behaviour reflects neurocentric priors on the trajectories of hidden environmental states, which compel agents to seek out the states they expect to encounter.



HDR manuscript (Jean Daunizeau, 21/09/2012) of a decision problem is distorted by people, in a way that is highly dependent of the presentation format (the so-called “framing effect”: Kahneman, 1979). It is the old story about the half-empty or half-full glass of water. In addition, people’ susceptibility to reward uncertainty (so-called “risk-attitude”) or delay (impulsivity) is highly variable across contexts and subjects. This means they are not fundamental constructs that can be measured in the lab and generalized to any real-life situation. Even better, it is as if preferences influence beliefs (!); a phenomenon known as “optimism bias” (Sharot 2011) that could be summarized as: “what we want, we expect to happen”. In brief, there exists a whole bestiary of similar phenomena, the discovery of which has entertained generations of psychologists and economists.



These experimental observations quickly appeared as evidence for irrational behavioural mechanisms, which required alternative explanations. Among these, reinforcement theory (which originates from behaviourism32) suggests that behavioural responses are simply selected by means of a “trial and error” procedural (low-level) mechanism (Thorndike, 1911). Thus, deviations to rationality could emerge from conflicts between an affective (simple and short-sighted) machinery that learns value, and a more complex cognitive system that subtends strategic thinking (Glasher et al., 2010). More generally, neuroeconomics presupposes that the irrational component of behavioural responses is determined by some mechanisms of neurobiological essence, which alter one’s conscious (complex and rational) deliberation. Recently, experimental studies gave weight to this idea by demonstrating the involvement of midbrain structures and basal ganglia in operant learning tasks (Schultz et al., 1997). Note that these brain structures are the respective sources and targets of neuromodulatory releases (dopamine –DA- and noradrenalin –NA-), and are considered archaic, evolutionarily speaking33. These studies have led to the following seducing hypothesis: DA might encode the basic teaching signal of value learning, namely: reward prediction error. My working hypothesis revisits these notions under the theoretical constructs of the FEP, on the basis of recent experimental findings (e.g., Den Ouden et al., 2010).
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“Behaviourism” is a school of thought in psychology, which maintains that behavioural responses can be described without recourse either to internal physiological events or to hypothetical constructs such as the mind. 33 For example, reptiles possess analogous brain structures.



HDR manuscript (Jean Daunizeau, 21/09/2012) I start with the premise that most basic decisions we make (e.g., in the form of choices or effort allocation) can be traced back in the structure of macro-scale brain activity. Typically, such responses involve many regions in the brain (from midbrain structures to frontal cortex, through parietal lobes and basal ganglia), whose precise contribution to motivational processes depends upon the context (e.g., the specific task the brain is solving). This context-dependency expresses itself through the (induced) specific plasticity of these brain networks, in parallel to phasic and tonic changes in neuromodulatory activity. In turn, this macro-scale reconfiguration of brain networks subtends learning and yield (mal-) adaptive behaviour. This suggests a functional role for DA that is slightly at odds with the above neuroeconomics view. According to neural Darwinism (Edelman, 1987), and in resonance with the FEP, segregation and integration mechanisms have been selected for their “utility”, in an evolution theoretic sense. In brief, we do not learn value; we value learning. This also implies that DA serves to (optimally) control the stability of brain connections, which determine adaptive behavioural responses. In other words, it is very likely that goal-directed behaviour emerges from the very same interactions that shape the spatio-temporal dynamics of macro-scale brain networks. In this view, all aspects of perception, learning and decision making (including the above “deviations to rationality”) have a clear neurobiological underpinning. Importantly however, the “wetware” of motivational processes is never divorced from optimal computational principles. At this stage, it is not possible to experimentally test this hypothesis. However, addressing the exciting challenge of quantitatively relating information processing to brain effective connectivity from the multimodal observation of brain activity and behavioural measurements raises a number of theoretical, methodological and experimental questions: 



How do we deal with the necessary scale transitions (e.g., from microscale activity –at which the effect of DA has been studied in length- to observable behaviour, through macroscale network dynamics)?







What are the neurobiological and computational underpinnings of the dual concept of value, namely (cognitive or physical) effort?
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Can we capture high-level cognitive determinants of motivational processes (e.g., the social context) using the above “bayesian brain” constructs?







Can we use the FEP constructs to understand how the subjective experiences of “intentions” or “preference” emerge and how they interacts with action selection?



These sorts of questions will serve to articulate my research project and contribute, in association with experimental work, to further specify my working hypothesis. On the one hand, my long-term objective is to finesse the prediction of clinical and behavioural outcomes from basic psycho-physiological interactions. For example, can we predict the effect of a drug (e.g., a DA reuptake inhibitor) on a given patient suffering from a specific motivational deficit (e.g., bipolar disorder), who has been profiled using dedicated experimental methods (e.g., an fMRI examination during a rewarded effort management task)? Developing quantitative approaches that can do this will require merging expert knowledge on neurobiology, biophysical generation of neuroimaging signals, cognitive psychology and statistical data analysis, to mention but a few. This interdisciplinarity is at the heart of the MBB project, as is exemplified from the respective domains of expertise of the three principal investigators (MP, SB and JD). On the other hand, my short-term endeavour is to build models and propose methods that serve experimental purposes, based on a few quantitative frameworks (e.g., DCM and the meta-bayesian approach) that have the potential to capture the richness of neurophysiological and behavioural responses. A key notion here is that all models are embedded into a formal statistical data analysis framework. This is required to performing a quantitative interpretation of experimental data (parameter estimation and model comparison), as well as designing novel experimental studies. A strong emphasis will be put on evaluating and validating models in primates and humans. Note that the delicate complexity of motivational processes calls for exploiting the whole range of behavioural, neuroimaging and pharmacological tools at our disposal. We will come back to this later.



2. Neurocognitive models of behavior



HDR manuscript (Jean Daunizeau, 21/09/2012) Almost any decision we make have a physical or cognitive effort counterpart. However, the cost of effort or energy expenditure has paradoxical effects on motivation. In many situations, the perspective of having to make an effort is aversive, i.e. reward is devaluated by effort. However, effort may have an incentive effect. For example, effort can be thought as an “exciting challenge”, e.g., when rehearsing a difficult piano piece or training for a sport competition. Even better, the cost of effort can suddenly switch from being incentive to being aversive. Many psychological determinants may play a role here: the social context (e.g., mutual emulation or group inertia), metacognition34 (e.g., under- and over-confidence) or non-trivial attentional processes. Balancing the exploration/exploitation trade-off35 induces a similar dilemma. Exploration can be thought as the behavioural correlate of “curiosity”, in which case it might be susceptible to the psychological determinants listed above. Another possibility is that exploration might be directed or planned, as when designing an experiment to test a scientific hypothesis. If this is the case, the exploration/exploitation tradeoff is determined by the relative short-term cost and long-term benefit of acquiring new information. This would relate exploration to the neuroeconomics notions of “risk-attitude” (susceptibility to uncertainty) and “impulsivity” (susceptibility to reward delay).



2.1 The computational level



The above examples are two interesting and ubiquitous dimensions of motivational processes, whose experimental assessment will require specific modelling and methodological developments. I intend to extend the existing meta-bayesian approach in order to include the factors and mechanisms that are relevant to capture the behavioural effects that will be disclosed experimentally.



34



Metacognition is defined as "cognition about cognition", or "knowing about knowing". It refers to self-monitoring, selfrepresentation, and self-regulation processes. 35 In its most general form, the so-called “exploration/exploitation trade-off” refers to finding a balance between exploration (of uncharted territory) and exploitation (of current knowledge) when navigating through the world.



HDR manuscript (Jean Daunizeau, 21/09/2012) Among these, a strong emphasis will be put on social interactions. The key idea here is to adapt the metabayesian framework (Daunizeau et al., 2010a) to modelling “theory of mind” processes, i.e. the ability to decode other’s mental states (e.g., beliefs and preferences). Note that I am now supervising one MSc student (Marie Devaine) on the development of such models in the context of (iterated) economic games (e.g., “rock-paper-scissors”36, “battle of the sexes”37, etc...). Preliminary results on simulated and empirical data are very encouraging and will be the focus of two article submissions within the next four months (see Figure 5). I intend to supervise Marie’s PhD project, which will focus on modelling the social component of the above motivational processes.



Figure 5. Meta-bayesian models of theory of mind: the case of competitive social interaction. Two agents, namely a bayesian observer and a meta-bayesian observer enter an iterative “rock-paper-scissors” game, which is a proxy for competitive social interaction. Here, the bayesian observer simply tries to learn abstract action-outcome contingencies throughout the game in order to optimizing her behaviour. The meta-bayesian observer has theory of mind and learns the prior beliefs and preferences of her opponent from observing its behaviour. The figure plots the average cumulated gain of the meta-bayesian observer as a function of the game repetitions. 36



In game theory, “rock-paper-scissors” is thought as a two-player competition game. If the game is iterated, it is often possible to recognize and exploit the non-random behavior of an opponent. 37 In game theory, “battle of the sexes” is a two-player coordination game. Imagine a couple that agreed to meet this evening, but differ in their preferences: the husband would like to go the opera, and the wife is craving for a decent football game. Note that both would prefer to go to the same place rather than different ones. From what they know about the other’s preferences, where should they go?
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On the computational side, the other psychological or computational determinants of motivational processes seem to require less ambitious modelling developments. They will be introduced in the metabayesian framework in the context of experimental studies conducted by students working in the MBB team. This will be addressed under my supervision by Vincent Adam (MSc in mathematics and computer sciences), who we have recruited recently as a research assistant.



2.2 Link to the neurobiological level



As stated above, attention might play an important role in motivational processes. This is partly because attention controls, e.g., the saliency of proprioceptive38 signals and the ability to deal with cognitive load. In other words, both physical and cognitive efforts require the allocation of attentional resources. This means that the cost of physical and cognitive efforts might be mediated by the same neurobiological mechanism. Under the “population coding” hypothesis (Zemel et al, 1998), the neurobiological aspect of attention can be thought of as increasing the precision of neural representations. Thus, there might be a neurobiological cost to effort, in terms of neuromodulatory releases that mediate attentional control of the stability of local networks. For example, it is known that attentional changes are concomitant to (i) the dominance of certain dynamical modes of neural activity (Itti et al., 2001), and (ii) variations in NA/serotonine release (Franck et al, 2007, Wingen et al, 2008). Note that the underlying mechanism might be very similar to the role of neuromodulatory activity in motor control (cf. limb tremor induced by DA depletion). I envisage extending the DCM approach to model the impact of neuromodulation onto the spatio-temporal properties of interacting local neural fields39. This transition from micro- to macro-scale can be addressed through conductance-based models, which rely on ion channels kinetics and are thus well suited for 38



“Proprioception” is the sense of the relative position of neighbouring parts of the body and strength of effort being employed in movement. 39 Neural field theory (Jirsa et al., 1996) is concerned with self-organization in spatially extended networks (e.g., existence of stationary waves or bumps).



HDR manuscript (Jean Daunizeau, 21/09/2012) capturing neuromodulatory effects (cf. Marreiros et al., 2009). In addition, the DCM basic cytoarchitectonic structure of cortical regions (e.g., excitatory and inhibitory subpopulations coupling) needs to be adapted to capture the specificities of basal ganglia and midbrain structures. This notion of scale transition is at the heart of my project, which aims at relating the neurobiological and functional levels of perception, learning and decision making. In this context, a generic challenge is to model the emergence of behaviour (choices, energy expenditure, reaction times, etc...) from the macroscopic spatio-temporal dynamics of brain activity. This means augmenting the DCM approach with a behavioural output. First, I propose to develop heuristic models, whose probabilistic (bayesian) inversion will aim at identifying the statistical link between network dynamics and behavioural responses. Note that this calls for novel methodological developments. For example, dealing with categorical data (e.g., choices) requires extending the existing variational bayesian schemes to joint Gaussian-multinomial likelihood distributions. This first approach will then be progressively refined, as meta-bayesian and DCM developments progress and more experimental data are acquired. An intermediary stage will consist in augmenting the dynamical repertoire of DCM models. For example, metastability, multistability or (“winner-take-all” and “winnerless”) competition are key dynamical properties that may be critical for implementing decision-making computational processes. This is because they endow the system with the ability to explore multiple discrete states, to select one among many entries, etc... This will eventually disclose the formal connections between the physiological and functional mechanisms, which is necessary to merging the DCM and meta-bayesian formalisms. At this point, neurobiological network dynamics will be based upon computational principles. I am actually supervising a post-doctoral trainee, Lionel Rigoux (PhD on optimal control models for cognitive neuroscience), who will take responsibility for this research agenda. Note that such neurocomputational models have a number of exciting applications that are outside the scope of this project, which we will briefly discuss below.
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2.3 Evaluation and experimental validation



Practically speaking, the objective is to arrive at quantitative tools that allow for testing interesting scientific hypotheses through, e.g., parameter estimation or model comparison. This goes beyond the mere development of (neurobiological and/or computational) models and calls for the quantitative assessment of face validity (does the model capture what it is meant to?), construct validity (does the model have validity in terms of another construct or framework?) and predictive validity (does the model accurately predict the system's behaviour?). Both models and statistical methods will be (i) systematically evaluated using synthetic data (numerical simulations) and (ii) validated in the context of experimental studies performed in primates and in humans. The objective here is to identify the specific properties of neurobiological and computational processes that are unambiguously expressed in neuroimaging and behavioural data. En passant, we will look for the experimental conditions that improve parameter estimation and model comparison (this is a direct application of the work presented in Daunizeau et al., 2011). The above validation procedure will be based on the following protocols: 



A meta-analysis of experimental studies conducted in the MBB team. Note that almost all these studies address a specific dimension of motivational processes using behavioural and/or neuroimaging methods: susceptibility of reward magnitude and delay, cost of physical and cognitive effort, interaction between belief and value systems, preference reversal and spontaneous brain activity, etc...







A series of experimental studies that reproduce most of the relevant “deviations to rationality” effects in healthy (human) subjects. These phenomena are particularly interesting because they capture established challenges to decision making theoretical frameworks.
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Invasive approaches in primates (including “reversible lesions” techniques), in tight collaboration with Dr. Sebastien Bouret, co-PI at MBB. If only, this will be essential to calibrate the respective contributions of micro-, meso- and macro-scale properties of neurobiological processes to behavioural responses.



2.4 Towards a neurocognitive profiling of neuropsychiatric patients



The first two stages of this project are concerned with the development and the validation of a theoretical, methodological and experimental framework for assessing motivational processes. In fact, these processes are impaired in many neuropsychiatric diseases. For example, motivation can be deficient (e.g., apathy, depression) or out of control (e.g., impulsivity, obsessive-compulsive disorders). In this context, the current clinical practice effectively boils down to verbal questionnaires based upon non-quantitative constructs that have not been experimentally validated. This is at odds with the modern quantitative assessment of motivation, which suggests the use of behavioural tasks that would objectively measure the patients’ susceptibility to reward magnitude, risk attitude, delay or effort aversion, etc... Note that the “bayesian brain” interpretation of these processes is potentially able to relate perceptual distortions (e.g., psychotic hallucinations and delusions) to ensuing behavioural impairments (see, e.g., Frith et al. 1992). Here, the added-value of quantitative modelling lies in its ability to identify the set of tasks that, when taken together, would be most discriminative with respect to the underlying pathology. Consider, for example, the issue of performing a differential diagnostics between the positive symptoms of schizophrenia and the manic phase of bipolar disorder. In brief, the clinical stake goes beyond basic research (which focus on population trends), towards a quantitative profiling of individual patients, with the aim of identifying the most appropriate treatment.
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The backbone objectives of my research project (theory, validation and clinical applications) will be addressed progressively, in tight collaboration with the experimental agenda of the MBB team. In addition to benefiting from various scientific expertises, this project requires access to neuroimaging (fMRI, EEG/MEG) and pharmacological (systemic drugs interacting with neuromodulators) resources. The ICM institute hosts many technical platforms, including a neuroimaging facility (two 3T MRI scanners and one MEG device for human studies) and a clinical investigation centre (which handles patients from the neurology and psychiatry wards of many hospitals around Paris). In addition, the MBB team collaborates with many ICM research groups, e.g.: Pr. Luc Mallet (psychiatry, basal ganglia), Pr. Bruno Dubois (neurology, frontal functions), Pr. Laurent Cohen (consciousness, language), Dr. Nathalie Georges (social cognition), Pr. Marie Vidailhet (primates, basal ganglia). Taken together, this means the required scientific, technical and clinical conditions for conducting the above research project are met.



2.6 Expected outcomes



An essential aspect of my research project is that it aims at quantitatively relating the neurophysiological and functional levels of cognitive processes in the brain. Eventually, this means being able to predict behaviour from neuroimaging measurements, which has many natural application niches, from braincomputer interfaces up to therapeutic brain stimulation techniques (e.g., deep brain stimulation in the context of obsessive-compulsive disorders). More generally, I envisage contributing to experimental and clinical progresses in connected neuroscientific domains through methodological transfer. This effectively involves:
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Supervising the methodological aspect of all research projects conducted in the MBB team (experimental design, modelling and statistical data analysis). This is a continuous endeavour, which I am reinforcing by chairing weekly “methods meetings” in the group.







Academic training of neuroimaging models and methods. For example, I will be teaching at CogMaster (cognitive sciences MSc hosted by Ecole Normale Superieure, in Paris) and will be organizing international courses (this year, I have been co-organizing with Dr. Jeremie Mattout – INSERM U821, Lyon, France- two international educational courses on SPM40 and DCM41, respectively).







Coordinating the mutualisation of local (neuroimaging) methodological resources. Right now, these are effectively spread across many groups, including Dr. Habib Benali (INSERM U678) and Dr. Olivier Colliot (Cogimage, CNRS UPR 640). One simple and effective solution here is to build on the weekly “project presentation” meetings of the ICM neuroimaging platform.







Developing a student exchange program, at least with the international research groups I have personally worked in (e.g., Pr. Karl Friston, London, UK and Pr. Klaas Stephan, Zurich, Switzerland). Note that I consider student co-supervision as a very simple and effective way for scientific collaboration.



40 41



http://sites.google.com/site/lyonspmcourse/ http://sites.google.com/site/dcmcourse/
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from fMRI data, it should be noted that the approach is very general and not limited to any data acquisition technique, nor to any particular generative model. In brief, it can be used whenever one wishes to optimize experimental design for studying empirical responses by means of generative models. To date, statistical approaches to experimental design for fMRI studies have focused on the problem of detecting regionally specific effects of experimental (e.g., cognitive, sensory or motor) manipulations [6–10]. This addresses the traditional question of functional specialization of individual areas for processing components of interest [11]. The associated statistical procedure involves testing for the significance of contrasts of effects of interest, encoded by regressors in the design matrix of a general linear model (GLM). The established approach to fMRI experimental design thus proceeds by extremising the experimental variance in summary statistics (e.g., GLM parameters estimates) at the subject level. This is typically done under (non statistical) constraints, such as psychological validity or experimental feasibility (see, e.g., [12]). However, no attempt has been made so far to optimise experimental designs in relation to functional integration, i.e. the information transfer among activated brain regions. Here, the challenge is to identify context-dependent interactions among spatially segregated areas [13]. The key notion in this context is that optimizing the experimental design requires both a quanti-



Introduction The history of causal modeling of fMRI data in terms of effective connectivity began in the mid-1990’s and has unfolded in two major phases (for reviews, see [1–2]). The first phase addressed the optimization of connectivity estimates. This involved optimising methods that exploited the information contained in fMRI time series and dealt with confounds such as inter-regional variability in hemodynamic responses. In this development, the community progressed from using methods originally developed for other types of data (such as structural equation modeling; [3]) to dynamic causal models, specifically tailored to fMRI [4]. The second phase concerned optimization of model structure, introducing Bayesian model selection methods to neuroimaging that are increasingly frequently used for selecting among competing models [5]. This paper goes beyond this and hopes to contribute to the initiation of a third phase. It describes a method for selecting experimental design parameters to minimize the model selection error rate, when comparing candidate models of fMRI data. This is the first attempt to formalize the optimization of experimental design for studying brain connectivity with functional neuroimaging data. This paper describes a general framework for design optimization. Although we examine design optimization in the specific context of inferring effective connectivity and network structure PLoS Computational Biology | www.ploscompbiol.org
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observed fMRI time series within regions of interest. We refer the interested reader to [14] for a critical review on the biophysical and statistical foundations of the DCM framework. At present, DCM is the most suitable framework within which to address the problem of optimizing the experimental design to infer on brain network structure. This is because it is based upon a generative model that describes how experimental manipulations induce changes in hidden neuronal states that cause the observed measurements. This is in contrast to other network models based on functional connectivity that simply characterise the surface structure or statistical dependencies among observed responses [15]. In this paper, we argue that one should choose among experimental designs according to their induced model selection error rate and demonstrate that this can be done by deriving an information theoretic measure of discriminability between models. We first derive and evaluate the Laplace-Chernoff risk, both in terms of how it relates to known optimality measures and in terms of its sensitivity to basic modelling choices. The ensuing framework is very general and can be used for any experimental application that rests upon Bayesian model comparison. We then use both numerical simulations and empirical fMRI data to assess standard design parameters (e.g., epoch duration or site of transcranial magnetic stimulation). In brief, we formalize the intuitive notion that the best design depends on the specific question of interest. En passant, we also identify the data features that inform inference about network structure. Finally, we discuss the limitations and potential extensions of the method.



Author Summary During the past two decades, brain mapping research has undergone a paradigm switch. In addition to localizing brain regions that encode specific sensory, motor or cognitive processes, neuroimaging data is nowadays further exploited to ask questions about how information is transmitted through brain networks. The ambition here is to ask questions such as: ‘‘what is the nature of the information that region A passes on to region B’’. This can be experimentally addressed by, e.g., showing that the influence that A exerts onto B depends upon specific sensory, motor or cognitive manipulations. This means one has to compare (in a statistical sense) candidate network models of the brain (with different modulations of effective connectivity, say), based on experimental data. The question we address here is how one should design the experiment in order to best discriminate such candidate models. We approach the problem from a statistical decision theoretical perspective, whereby the optimal design is the one that minimizes the model selection error rate. We demonstrate the approach using simulated and empirical data and show how it can be applied to any experimental question that can be framed as a model comparison problem.



tative model that relates the experimental manipulation to observed network dynamics and a formal statistical framework for deciding, for example, whether or not a specific manipulation modulated some connection within the network (see Figure 1). Dynamic Causal Modelling (DCM) was developed to exploit biophysical quantitative knowledge in order to assess the contextspecific effects of an experimental manipulation on brain dynamics and connectivity [4]. Typically, DCM relies upon Bayesian model comparison to identify the most likely network structure subtending



Methods Bayesian model selection is a powerful method for determining the most likely among a set of competing hypotheses about (models of) the mechanisms that generated observed data. It has recently found widespread application in neuroimaging, particularly in the context of dynamic causal modelling (DCM). However, so far,



Figure 1. The DCM cycle. The DCM cycle summarizes the interaction between modelling, experimental work and statistical data analysis. One starts with new competing hypotheses about a neural system of interest. These are then embodied into a set of candidate DCMs that are to be compared with each other given empirical data. One then designs an experiment that is maximally discriminative with respect to the candidate DCMs. This is the critical step addressed in this article. Data acquisition and analysis then proceed, the conclusion of which serves to generate a new set of competing hypotheses, etc… doi:10.1371/journal.pcbi.1002280.g001
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^ will be from a sample space Y is observed. Based on y, a model m chosen from the comparison set or model space M. Note that the decision is in two parts: first the selection of the design u, and then ^ . Before the experiment is actually the model selection m performed, the unknown variables are the models m[M and the data y[Y . Within a Bayesian decision theoretic framework (see e.g., [19]), the goal of the experiment is quantified by a loss ^ Þ, which measures the cost incurred in making function eðm,m ^ [M (the selected model) when the hidden model is m. decision m Note that obviously, no model is ‘true’ (or ‘false’): it is an imperfect approximation to reality, whose imperfections can, in certain circumstances, become salient; by ‘hidden model’, we mean ‘the model that is the least imperfect’. Following the Neyman-Pearson argument for hypothesis testing [20], we define the model selection ^ Þ as follows: error or loss eðm,m



optimizing experimental design has relied upon classical (frequentist) results that apply to parameter estimation in the context of the general linear model. This section presents the derivation of the Laplace-Chernoff risk, which serves as a proxy to the model selection error rate. The emphasis here is on model selection, rather than parameter estimation. This is important, because the former problem cannot, in general, be reduced to the latter, for which most formal optimality criteria have been designed [16]. We thus outline the theory, which involves: (i) deriving a Bayesian decision theoretic design optimality score: this can be understood, in information theoretic terms, as expected model discriminability; (ii) disclosing its relationship to classical (frequentist) design optimality and (iii) inspecting its sensitivity to basic modelling assumptions.



Bayesian model comparison



 ^ =m 1 if m ^ Þ~ eðm,m : 0 otherwise



To interpret any observed data y with a view to making predictions based upon it, we need to select the best model m that provides formal constraints on the way those data were generated; (and will be generated in the future). This selection can be based on (Bayesian) probability theory to identify the best model in the light of data. This necessarily involves evaluating the model evidence or marginal likelihood pðyjm,uÞ: ð pðyjm,uÞ~ pðy,qjm,uÞdq



ð4Þ



According to Bayesian decision theory, the optimal decision ^ :m ^ ð yÞ is the one that minimizes the so-called posterior risk, i.e. m the expected model selection error, given the observed data y: ^ Þ, ^ ð yÞ: arg min Epðmjy,uÞ ½eðm,m m ^ [M m



ð1Þ



~ arg max pðmjy,uÞ



ð5Þ



m[M



where u is the (known) experimental manipulation (or design) and the generative model m is defined in terms of a likelihood pðyjq,m,uÞ and prior pðqjm,uÞ on the unknown model parameters, q, whose product yields the joint density by Bayes rule: pðy,qjm,uÞ~pðyjq,m,uÞpðqjm,uÞ



where the expectation is taken over the model posterior ^ ð yÞ depends distribution pðmjy,uÞ. The optimal decision rule m on the observed data y, whose marginal density pðyjuÞ depends on the experimental design u. A model selection error might still arise, even when applying the optimal model selection in equation 5. Note that the probability Pe of selecting an erroneous model, given the data and having applied the optimal model selection rule is simply given by:



ð2Þ



Generally speaking, pðyjm,uÞ is a density over the set of all possible datasets Y : y[Y that can be generated under model m and experimental design u. Having measured data y, Bayesian model comparison relies on evaluating the posterior probabilities pðmjy,uÞ of models m belonging to a predefined set M: pðmÞpðyjm,uÞ pðmjy,uÞ~ pðyjuÞ X pðmÞpðyjm,uÞ, pðyjuÞ~



Pe ~pð^e~1jy,uÞ ^ ð yÞÞ ~Epðmjy,uÞ ½eðm,m ^ ð yÞjy,uÞ ~1{pðm ~1{ max pðmjy,uÞ



ð3Þ



m



^ ð yÞÞ, for the potential error we where we have used ^e:eðm,m ^ ð yÞ. Equation 6 means make when selecting the optimal model m that the probability of making a model selection error is determined by the experimental evidence in favour of the selected model. Thus, repetitions of the same experiment might not lead to the same model being selected because of the variability of the posterior probability distribution over models pðmjy,uÞ, induced by the sampling process. In this context, the task of design optimization is to reduce the effect of the data sampling process upon the overall probability of selecting the wrong model. This means we have to marginalize the probability Pe of making an error ^e over the data sample space Y . Note that design optimization is the only Bayesian problem where it is meaningful to average over the sample space Y . This is because the experimental sample y has not yet been observed, which makes the decision theoretic principle of averaging over what is unknown valid for Y . More formally, the potential error ^e is the loss in our design decision theoretical problem, and the model selection error rate pð^e~1juÞ is the design risk for Bayesian model selection. We define the optimal design (for Bayesian model



m[M



The reason why pðyjm,uÞ is a good proxy for the plausibility of any model m[M is that the data y sampled by the experiment are likely to lie within a subset of Y that is highly plausible under the model whose predictions are the most similar to the true generative process. However, there is a possibility that the particular experimental sample y could end up being more probable under a less reasonable model. This ‘model selection error’ could simply be due to chance, since y is sampled from a (hidden) probability distribution. In what follows, we focus on inferential procedures based on Bayesian model selection (e.g., DCM studies, see below). The experimental design should then minimize the expected model selection error. We now turn to a formal Bayesian decision theoretical approach for design optimization (we refer the interested reader to [17] for an exhaustive review).



The Chernoff bound to the model selection error rate Following [18], we consider the following decision theoretic problem. A design u must be chosen from some set U and data y PLoS Computational Biology | www.ploscompbiol.org
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the prior predictive densities; maximizing DJS thus separates each model prediction from the others. In turn, this means that the optimal design u is the one that is the most discriminative, with respect to the prior predictive density of models included in the comparison set. In summary, we have derived the Bayesian decision theoretic design optimization rule that minimizes the model selection error rate. We have then proposed an information theoretic bound, which relies upon maximizing the discriminability of model predictions with respect to experimental design. We now turn to a specific class of generative models, that of nonlinear Gaussian likelihood functions, which is a class of generative models that encompasses most models used in neuroimaging data analyses.



selection) as the design u that minimizes the design risk; i.e. the expectation of ^e under the marginal prior predictive density pðyjuÞ: u  : arg min EpðyjuÞ ½^e u



EpðyjuÞ ½^e~pð^e~1juÞ ð ~ pð^e~1jy,uÞpðyjuÞdy



ð7Þ



Y



ð ~1{ max½pðmÞpðyjm,uÞdy m



Y



Nonlinear Gaussian models and the approximate Laplace-Chernoff risk



where we have used the expression for the error probability Pe in equation 6. The integrand in equation 7 switches from one model to another one as one spans the data sample space Y . Unfortunately, this means that the error rate pð^e~1juÞ has no analytical close form, and might therefore be difficult to evaluate. Instead, we propose to minimize an information theoretic criterion bðuÞ that yields both upper and lower bounds to the above error rate [21]:



In the following, we will focus on the class of nonlinear Gaussian generative models. Without loss of generality (under appropriate nonlinear transformations), this class of models has the following form: ( m:



1 1   bðuÞ2 ƒpð^e~1juÞƒ bðuÞ, 2  4 M {1



 is the cardinality of the model comparison set M, H ð.Þ where M is the Shannon entropy and DJS ðuÞ is the so-called Jensen-Shannon divergence (see, e.g., [22]), which is an entropic measure of dissimilarity between probability density functions:



DJS ðuÞ~H



! pðmÞpðyjm,uÞ {



m[M



~



X m[M



pðmÞDKL pðyjm,uÞ;



X



X



!



ð10Þ



 ! X     ð11Þ 1 X  T ~   ~ z pðmÞlog Qm ðuÞ {log pðmÞ Dgm DgmzQm ðuÞ  m[M  2 m[M



ð9Þ



pðmÞpðyjm,uÞ



m[M



~ m ðuÞ are defined as follows: where Dgm and Q



where DKL ðp1 ; p2 Þ is the Kullback-Leibler divergence between the densities p1 and p2 . Note that the Jensen-Shannon divergence is symmetric, nonnegative, bounded by 1 (0ƒDJS ƒ1) and equal to zero if and only if all densities are equal. It is also the square of a metric (that of convergence in total variation). In the context of classification or clustering, bðuÞ is known as the Chernoff bound to the classification error rate [21]. Note that, since the prior distribution pðmÞ over model space M is independent of design u, minimizing bðuÞ with respect to u corresponds to maximizing DJS with respect to u. From equation 9, one can see that DJS is the difference between the entropy of the average prior predictive density over models minus the average entropy. In this setting, entropy can be thought of as average self information over models. Maximising DJS minimises the dependencies among the prior predictive densities. Informally, one could think of this as orthogonalising the design, in the same way that one would orthogonalise a covariance matrix, namely minimise the covariances (the first term in equation 9 – first line) under the constraint that the variances are fixed (second term in equation 9 – first line). The second line in equation 9 gives yet another interpretation to the Jensen-Shannon divergence: it is the average Kullback-Leibler divergence between each prior predictive density and the average prior predictive density. It is a global measure of dissimilarity of PLoS Computational Biology | www.ploscompbiol.org
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bLC ðuÞ:H ðpðmÞÞ



pðmÞH ðpðyjm,uÞÞ



m[M



pðqjmÞ~N ðmm ,Rm Þ



where Qm is the covariance matrix of the residual error e~y{gm ðq,uÞ, gm is the (deterministic) observation mapping of model m and ðmm ,Rm Þ are the prior mean and covariance of the unknown parameters q (under model m). For this class of models, and using an appropriate Taylor expansion of the observation mapping, one can derive (see Text S1) an analytical approximation to the lower Chernoff bound to the model selection error rate pð^e~1juÞ:



ð8Þ



bðuÞ~H ðpðmÞÞ{DJS ðuÞ



X



pðyjq,m,uÞ~N ðgm ðq,uÞ,Qm Þ



Dgm ~gm ðmm ,uÞ{



X



pðmÞgm ðmm ,uÞ



m[M



  Lgm  Lgm  T ~ Rm Qm ðuÞ~Qm z Lq m Lq m



ð12Þ



In the following, we will refer to bLC ðuÞ as the Laplace-Chernoff risk. In the following, we will show that, under mild conditions, the Laplace-Chernoff risk is monotonically related to the model selection error rate pð^e~1juÞ, and is therefore a valid proxy. So far, we have considered the problem of selecting a single model from a set of alternatives. However, we may want to compare families of models, irrespective of detailed aspects of model structure [23]. This optimization of experimental design for comparing model families is described in Text S3.



Relationship to classical design efficiency The Laplace-Chernoff risk is simple to compute and interpret.  ~2 models and assuming that (i) both For example, with M models are a priori equally likely, and (ii) both prior predictive ~ 2 ðuÞ:Q ~ ðuÞ, the ~ 1 ðuÞ~Q densities have similar variances, i.e.: Q Laplace-Chernoff risk is given by: 4
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! 1 1 ðg1 ðm1 ,uÞ{g2 ðm2 ,uÞÞ2 bLC ðuÞ~1{ log z1 , ~ ðuÞ 2 4 Q



zðuÞ is [10]: ð13Þ



1  {1 c s2 cT X ðuÞT X ðuÞ ð15Þ   {1 1 X\i ðuÞT Xi ðuÞ ~ 2 Xi ðuÞT I{X\i ðuÞ X\i ðuÞT X\i ðuÞ s



zðuÞ~



Equation 13 shows that the Laplace-Chernoff bound bLC ðuÞ is a simple contrast resolution measure, in a signal detection theory sense (see Figure 2). Another perspective would be to think of it as a (log-transformed) t-test of the mean difference under two designs. From equation 13, one can see that the Laplace-Chernoff bound tends to one (i.e. the upper bound on the error rate pðe~1juÞ tends to 0.5) whenever either the difference g1 {g2 between the first-order moments of the prior predictive densities goes to zero or ~ ðuÞ goes to infinity. their second-order moment Q Optimizing the design u with respect to bLC ðuÞ thus reduces to discriminating the prior predictive densities, either by increasing the distance between their first-order moments, and/or by decreasing their second-order moments. Although this is not directly apparent from the general mathematical form of the Laplace-Chernoff bound (c.f. Equation 11), this intuition generalizes well to an arbitrary number of models and data dimensions. To demonstrate the properties of the Laplace-Chernoff bound, we will compare it with the classical design efficiency measure, under the general linear model (GLM), which is a special case of equation 10: y~X ðuÞqze,



where the contrast vector c has zero entries everywhere except on its ith element, Xi is the ith column of the design matrix X , X\i is X without Xi and s2 is the noise variance. Since decreasing the variance of the parameter estimates increases the significance for a given effect size, optimizing the classical efficiency zðuÞ simply improves statistical power; i.e., the chance of correctly rejecting the null. Although there are other design efficiency metrics (see, e.g., [4]), this design efficiency measure, so-called C-optimality, is the one that is established in the context of standard fMRI studies [10]. The equivalent Bayesian test relies on comparing two models, one with the full design matrix X and one with the reduced design matrix X\i . Under i.i.d. Gaussian priors for the unknown parameters q and flat priors on models m, one can show (see Text S2) that the Laplace-Chernoff risk bLC ðuÞ simplifies to the following expression: 1 aðuÞ2 bLC ðuÞ~1{ ln 1z 4 4ð1zaðuÞÞ



ð14Þ



!



~ \i ðuÞ{1 Xi ðuÞ, aðuÞ~a2 Xi ðuÞT Q



where X ðuÞ is the design matrix. The classical efficiency of a given contrast of parameters q is simply a function of the expected variance of the estimator of q. For example, when a contrast is used to test the null assumption H0 : qi ~0, the classical efficiency



ð16Þ



~ \i ðuÞ~s2 In za2 X\i ðuÞX\i ðuÞT Q where a2 is the prior variance of the unknown parameters. Text S2 demonstrates that the optimal



design at the frequentist limit (noninformative priors, i.e.: a2 s2 ??) is the design that maximizes the classical design efficiency measure: lim



a2 =s2 ??



u  : arg min u



lim



a2 =s2 ??



bLC ðuÞ ð17Þ



~ arg max zðuÞ u



In brief, under flat priors, optimizing the classical efficiency of the design minimizes the model selection error rate for the equivalent Bayesian model comparison. This is important, since it allows one to generalise established experimental design rules to a Bayesian analysis under the GLM. This result generalizes to any classical null hypothesis testing, which can be cast as a comparison of nested models (as above), under appropriate rotations of the design matrix. However, there are model comparisons that cannot be performed within a classical framework, such as non-nested models. This means that even at the frequentist limit and for linear models, equation 16 is more general than equation 15. Note that this equivalence is only valid at the limit of uninformative priors. For linear generative models, such as the GLM, this may not be a crucial condition. However, priors can be crucial when it comes to comparing nonlinear models. This is because a priori implausible regions of parameter space will have a negligible influence on the prior predictive density, even though their (conditional) likelihood may be comparatively quite high (e.g., a multimodal likelihood).



Figure 2. Selection error rate and the Laplace-Chernoff risk. The (univariate) prior predictive density of two generative models m1 (blue) and m2 (green) are plotted as a function of data y, given an arbitrary design u. The dashed grey line shows the marginal predictive density pðyjuÞ that captures the probabilistic prediction of the whole comparison set M~fm1 ,m2 g. The area under the curve (red) measures the model selection error rate pð^e~1juÞ, which depends upon the discriminability between the two prior predictive density pðyjm1 ,uÞ and pðyjm2 ,uÞ. This is precisely what the Laplace-Chernoff risk bLC ðuÞ is a measure of. doi:10.1371/journal.pcbi.1002280.g002
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the upper bound breaks down, in the sense that the condition pð^e~1juÞƒbLC ðuÞ=2 is not satisfied.  [f2,3,4,5, Second, we varied the number of models M 6,7,8,9,10g in the comparison set, where each model was characterized by a univariate Gaussian prior predictive density (n~1). The middle column in Figure 3 depicts the Laplace , where pðyjm1 Þ had mean Chernoff bounds as a function of M ~ 1 ~1, and any new model mi§2 had a mean g1 ~0 and variance Q shift of 1 (bottom inset) or a variance scaling of 4 (upper inset), with respect to the preceding one. This ensured that the discriminability between two neighbouring models was comparable. One can see  that the error rate pð^e~1juÞ increases as the number of models M increases and that the Laplace-Chernoff risk bLC ðuÞ follows monotonically. However, there may be a number of models above which the upper bound becomes vacuous, in the sense that the condition bLC ðuÞ=2ƒ1 is not satisfied (although the bounding condition seems to be preserved). Finally, we varied the sample size n[f1,2,3,4g, when comparing models m1 and m2 . The right column in Figure 3 depicts the Laplace-Chernoff bounds as a function of n, where pðyjm1 Þ had ~ 1 ~In and model m2 had a mean shift mean g1 ~0n and variance Q



Tightness of the Laplace-Chernoff bounds We now examine the tightness of the Laplace-Chernoff bounds on the selection error rate. More precisely, we look at the influence ~ m of the prior predictive densities of the moments gm and Q pðyjm,uÞ, the dimension of the data (i.e. the sample size n) and the  in the comparison set (see Figure 3). number of models M We will first focus on the comparison of two models m1 and m2 , whose respective prior predictive densities were assumed to be ~ 1 ~1 univariate Gaussian (n~1), with mean g1 ~0 and variance Q for m1 and varying moments for m2 (see below). For this lowdimensional case, solving Equation 7 with numerical integration is possible and yields the exact selection error rate pð^e~1juÞ for each model comparison. The left column in Figure 3 depicts the Laplace-Chernoff bounds as a function of the first order moment g2 [f0,1,2,3,4,5,6,7,8g (bottom inset) and as a function of the ~ 2 [f1,5,9,13,17,21,25,29,33g (upper inset) second order moment Q of pðyjm2 Þ, when comparing m1 versus m2 . One can see that the error rate pð^e~1juÞ decreases as the moment contrast (either a mean shift or a variance scaling) increases. In addition, the Laplace-Chernoff risk bLC ðuÞ is related monotonically to the error rate pð^e~1juÞ. However, there is a moment contrast above which



Figure 3. Tightness of the Laplace-Chernoff bounds. The figure depicts the influence of a moment contrast between two prior predictive densities (left column), the number of models (middle column) and the data dimension (right column) onto the exact error rate pð^e~1juÞ (green) and the Laplace-Chernoff risk bLC ðuÞ (upper bound: solid red, lower bound: dashed red). This is assessed in terms of a mean shift (left inset) and a variance scaling (right inset). The blue lines depict the approximate Jensen-Shannon density DJS ðuÞ (see equations 8, 9 and 11 in the main text and equation A1.5 in Text S1). doi:10.1371/journal.pcbi.1002280.g003
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of 1 in each dimension; i.e., g2 ~1n 2(bottom inset) or a variance ~ 2 ~4In 2(upper inset). This ensured that the scaling of 4 – i.e. Q discriminability increased monotonically with the sample size. One can see that the error rate pð^e~1juÞ decreases as the sample size n increases and that the Laplace-Chernoff risk bLC ðuÞ again changes monotonically. However, again, there is a sample size above which the upper bound breaks down; in the sense that the condition pð^e~1juÞƒbLC ðuÞ=2 is not satisfied. This situation is very similar to increasing the mean or variance contrast; i.e., increasing the sample size can be thought of as increasing the discriminability of models in the comparison set. Taken together, these results suggest that the Laplace-Chernoff risk bLC ðuÞ is a good proxy for the model selection error rate; in that there is a monotonic mapping between the two quantities. Furthermore, the upper bound becomes tightest for the worst (least decisive) model comparisons. This is important, because this means that the approximation by the Laplace-Chernoff risk is best when we most need it most. However, the Laplace-Chernoff risk can become more liberal than the true error probability. The subtle point here is that the model number and their discriminability have an opposite effect on the tightness of the bound. We will further examine the quality of the Laplace-Chernoff bounds in the context of effective connectivity analysis with DCM in the next section.



states to observations, Q is a set of unknown observation parameters and e are model residuals. Note that the ensuing dynamic causal model includes the effect of the hemodynamic response function that can change over brain regions. Equations 18 and 20 can be compiled into a nonlinear Gaussian generative model (similar in form to equation 10), which, given experimental data y, can then be inverted using a variational Bayesian approach. This scheme provides an approximate posterior density qðqÞ over the unknown model parameters q6fh,Qg and a lower bound F (free energy) to the models log-evidence or marginal likelihood ln pðyjm,uÞ. The free energy is used for comparing DCMs that represent competing hypotheses about network mechanisms, specified in terms of network structure and the modulation of specific connections. See [14] for a critical review of the biophysical and statistical foundations of DCM. In brief, DCMs belong to the class of generative models for which we have derived the Laplace-Chernoff design risk (Equation 11). In what follows, we will evaluate the proposed method in the context of network discovery with DCM. First, we will evaluate the quality of the Laplace-Chernoff bound. Having established the conditions for this bound to hold, we will then focus on optimal designs for some canonical questions. These two steps will be performed using Monte-Carlo simulations. Finally, we will turn to an empirical validation of the simulation results, using data acquired from two subjects performing a simple finger-tapping experiment in the fMRI scanner.



Results Design risk for DCM: preliminary considerations In Dynamic Causal Modelling (DCM), hemodynamic (fMRI) signals arise from a network of functionally segregated sources; i.e., brain regions or neuronal sources. More precisely, DCMs rely on two processes:



N



Evaluation of the model selection error bounds In this section, we ask whether the Laplace-Chernoff bounds on the error rate pð^e~1juÞ are consistent. This can be addressed by comparing the predicted bounds to the observed model selection error rate across repetitions of the same experiment. We have conducted a series of Monte-Carlo simulations, which reproduced the main characteristics of the finger-tapping task used in the section on empirical validation. Specifically, we considered two candidate DCMs (m1 and m2 ) that consist of two (reciprocally connected) regions, each driven by a different experimentally controlled input (u1 and u2 , respectively). The two models differed in which of the two inputs drove which region. We then examined Bayesian model comparison (m1 versus m2 ) under three designs u(1) , u(2) and u(3) , which differed in the temporal dynamics of the two inputs they affect. More precisely, we  increase  the correlations   (1) (1) (2) vcorr u(2) ,u between the two stimuli: 0~corr u   1 2 1 ,u2 (3) vcorr u(3) &1. This makes it increasingly difficult to 1 ,u2 disambiguate the respective impact of each input on network dynamics. In turn, we expect these three designs to be increasingly risky when discriminating among the two candidate DCMs. Figure 4 summarizes the structure of the two DCMs and shows the time course of the three designs’ stimulation paradigms (experimental inputs). To explore a range of plausible scenarios, we varied the following four factors to simulate 16|2|2|2~128 datasets y:



DCMs describe how experimental manipulations (u) influence the dynamics of hidden (neuronal and hemodynamic) states of the system (x). This is typically written in terms of the following ordinary differential equation (the evolution equation): x_ ~f ðx,u,hÞ,



ð18Þ



where x_ is the rate of change of the system’s states x, f summarizes the biophysical mechanisms underlying the system’s temporal evolution and h is a set of unknown evolution parameters. In particular, the system states include ‘neural’ states, which are driven by the experimental stimuli and cause variations in the fMRI signal. Their evolution function is given by [4,24]:
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The parameters of this neural evolution function include a between-region coupling (matrix A), input-dependent coupling modulation (matrices B(j) ), input driving gains (matrix C) and gating effects (matrices D(i) ). DCMs map the system’s hidden states (x) to experimental measures (y). This is typically written as the following static observation equation: y~gðx,Q,uÞze,



N N



ð20Þ



where g is the instantaneous non-linear mapping from system’s PLoS Computational Biology | www.ploscompbiol.org
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Sixteen random realisations of the residuals e, which  were sampled according to their prior density e*N 0,s{1 I , where s is the residuals’ precision (see below).  Two levels of effective connectivity A12 ~A21 [ e{1=2 ,e{3=2 . This factor was used to manipulate the discriminability of the two models. This is because it is more difficult to determine the respective contribution of the two inputs to the responses in each region as the effective connectivity increases. November 2011 | Volume 7 | Issue 11 | e1002280
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discriminability of the two models, by scaling non-specific processes contributing to the data. Note that the approximate error probability bounds are conditional on the expected noise precision. Each dataset was inverted (fitted) under both models (m1 and m2 ), using a variational Laplace scheme [25], and Bayesian model selection was performed using the free energy approximation to the log evidence. We used shrinkage i.i.d. Gaussian priors for  evolution and observation parameters (pðqjmÞ~N 0,10{2 I ), and weakly informative Gamma priors for the precision (scale parameter equal to the simulated noise precision and unit shape parameter). The same priors were used to derive the LaplaceChernoff bounds. Figure 5 depicts a typical simulation and model inversion. ^ ð yÞ was We counted the number of times the selected model m different from the simulated ground truth. Averaging over the first three factors, this yielded a Monte-Carlo estimate ^ p+^sp of the selection error rate pð^e~1juÞ, where ^sp is the standard deviation of the estimate, for each of the three designs  (1) Monte-Carlo u ,u(2) ,u(3) and each of the two noise levels s[f0:1,0:05g. Figure 6 presents a graphical comparison between the MonteCarlo confidence interval ^ p+^sp on the error rate with the LaplaceChernoff bounds. First, one can see that the average selection error probability (both predicted and estimated) decreases with the residual precision s. This is expected: as signal-to-noise ratio increases, the more discriminative evidence favouring one model or another exists in the data. Second, one can see that both estimated and predicted intervals on the selection error probability agree quantitatively: more precisely, the Monte-Carlo confidence intervals ^ p+^sp always intersect with the Laplace-Chernoff bounds; and for both residual precision levels, both the Monte-Carlo



Figure 4. Evaluation of the Laplace-Chernoff bounds: DCM comparison set and candidate designs. This figure summarizes the Monte-Carlo simulation environment of section ‘‘Evaluation of the model selection error bounds’’ we used for evaluating the LaplaceChernoff bounds in the context of network identification. The comparison set is shown on the left. It consists of two models that differ in terms of where the two inputs u1 and u2 enter the network. The three candidate designs are shown on the right. They consist of three different stimulation sequences, with different degrees of temporal correlation between the two inputs. doi:10.1371/journal.pcbi.1002280.g004



N N



Two generative models (m1 and m2 ). This factor is required because the selection error probability is symmetric with respect to the model that generated the data. Two levels of noise, i.e.: s[f0:1,0:05g, which correspond to realistic signal-to-noise ratios. This factor controls the overall



Figure 5. Evaluation of the Laplace-Chernoff bounds: simulated data and VB inversion. Upper-left: simulated (neural and hemodynamic) states dynamics xðtÞ as a function of time under model 1 and design 1 (two regions, five states per region). Lower-left: simulated fMRI data (blue: region 1, green: region 2). Solid lines show the observable BOLD changes gðxÞ (without noise) and dashed lines show the actual noisy time series y that are sent to the VB inversion scheme. Upper-middle: the iterative increase in the lower bound to the model evidence pðyjm1 ,u1 Þ (free energy) as the VB inversion scheme proceeds (from the prior to the final posterior approximation), under model 1. Lower-middle: Posterior correlation matrix between the model parameters. Red or blue entries indicate a potential non-identifiability issue and grey entries are associated with fixed model parameters. Upper-right: approximate posterior density over (neural and hemodynamic) states pðxjy,m1 ,u1 Þ. The first two moments of the density are shown (solid line: mean, shaded area: standard deviation). Lower-right: approximate posterior predictive density pðgðxÞjy,m1 ,u1 Þ and data time series. doi:10.1371/journal.pcbi.1002280.g005
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network:
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We then compared different experimental designs, considering blocked on/off (square wave) designs, and varying the epoch duration within the range Dt[f2,4,8,15,32,64g. Comparing the Laplace-Chernoff risk of such designs allows one to identify the optimal epoch duration for each network identification question. In addition, we varied the first-order moment of the prior densities over neural evolution the  range parameters h within  mm [ 0,10{2 1,10{1 1,1 , where pðhjmÞ~N mm ,10{2 I . As above, we used i.i.d. shrinkage priors for the hemodynamic  evolution and observation parameters (pðQjmÞ~N 0,10{2 I ) and non-informative Gamma priors for the noise precision (with scale parameter equal to 1021 and unit shape parameter). This allowed us to evaluate the influence of the expected coupling strength on design optimisation. The average time interval between two blocks was held at Dt, but a random jitter was added to this average interblock time interval. For each ðDt,mm Þ pair, we randomly drew sixteen stimulation sequences u. Figure 8 depicts the average (across random jitters) Laplace-Chernoff risk as a function of both epoch duration and prior mean of the evolution parameters, for the three canonical network identification questions. First, one can see that the main effect of the prior mean is to increase the discriminability among the models in the comparison set, except in the ‘driving input’ case. This means that, in general, the discriminative power of the design increases with the expected effect size. This does not work for the ‘driving input’ case, however, because of the feedback connections, which tend to synchronize the two regions of the network and thus blur the distinction between the predictions of the two models. Second, the optimal epoch duration depends on the question of interest. For example, the optimal epoch duration is Dt  &16 seconds, when asking whether there is a modulatory input or where the driving input enters the network, which is close to the optimal epoch duration for classical (SPM) activation studies [19]. Strictly speaking, note that in the ‘‘driving input’’ case, the optimal epoch duration additionally depends upon the expected coupling strength: about Dt  &16 seconds for low coupling and Dt  &8 seconds for high coupling. On average however, the optimal epoch duration is much shorter when trying to disclose the feedback connection (Dt  &8 seconds). This might be due to the fact that a feedback connection mostly expresses itself during the transient dynamics of the network’s response to stimulation (moving from or returning to steadystate). Decreasing the epoch duration increases the number of repetitions of such transitions, thus increasing the discriminative power of the design. To test this, we looked at the difference between the covariance matrices of the prior predictive densities of a model with and without feedback, respectively. This difference is depicted on Figure 9, for the highest prior mean of evolution parameters: i.e., highest coupling strength. One can see that a feedback connection expresses itself when the system goes back to steady-state and increases the correlations between the nodes. This specific contribution to the statistical structure of the fMRI data is what DCM uses to infer the presence of a feedback connection.



Figure 6. Evaluation of the Laplace-Chernoff bounds: MonteCarlo results. This figure depicts the comparison between the Laplace-Chernoff bounds (red lines) and the observed model selection error rate (black crosses) for the three candidate designs and two levels of noise. Left: high precision (s{1 ~0:1) and right: low precision (s{1 ~0:05). The grey areas around the black crosses show the uncertainty (one standard deviation) around the Monte-Carlo estimate of the error rate. doi:10.1371/journal.pcbi.1002280.g006



estimate of the error rate and the Laplace-Chernoff risk  (2)   (3)equally  (1) vb vb and rank the three designs: b u u u LC LC LC  (1)   (2)   (3)  ^ p u v^p u v^p u . This means that for these levels of noise and sample sizes, the Laplace-Chernoff bound is in good agreement with the design risk. However, this quantitative agreement might break down for higher sample sizes or noise precision (cf. section ‘‘Tightness of the Laplace-Chernoff bounds’’ and Figure 3).



Laplace-Chernoff risk for canonical network identification questions The aim of this section is twofold: to investigate the sensitivity of the Laplace-Chernoff risk to the prior densities, and to demonstrate the importance of the model comparison set. We thus chose three ‘‘canonical network identification questions’’, i.e. three simple model comparison sets that represent typical questions addressed by DCM. Figure 7 shows these model sets, each of which is composed of two variants of a two-region



Figure 7. Canonical network identification questions: DCM comparison sets. This figure depicts the three canonical DCM comparison sets, each of which consists of two variants of a simple two-region network. Upper-row: driving input; middle-row: modulatory input; Lower-row: feedback connection. doi:10.1371/journal.pcbi.1002280.g007
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Driving input: the two DCMs differ in terms of where the input u1 enters the network. Modulatory input: the two DCMs differ in terms of whether or not the experimental manipulation u2 modulates the feedforward connection from node 1 to node 2. Feedback connection: the two DCMs differ in terms of whether or not there is a feedback connection from node 2 to node 1.
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Figure 8. Canonical network identification questions: optimal epoch duration. This figure shows plots of the average (across jitters) Laplace-Chernoff risk as a function of epoch duration (in seconds) and prior expectation mm of neural evolution parameters, for the three canonical comparison sets (left: driving input, middle: modulatory input, right: feedback connection). Blue: mm ~0, green: mm ~10{2 , red: mm ~10{1 and magenta: mm ~1. Error bars depict the variability (one standard deviation) induced by varying jitters in the stimulation sequence. doi:10.1371/journal.pcbi.1002280.g008



psychological factor u2 [26–27]. There are two qualitatively different interpretations of such effects: either region 1 modulates the response of region 2 to u2 , or u2 modulates the influence region 1 exerts on region 2. A standard activation analysis of PPI cannot disambiguate these interpretations. However, they correspond to different DCMs. Figure 10 depicts six DCMs that are compatible with the same PPI. This is a 362 factorial model comparison set, with the following factors (see Table 1):



Finally, one can see that there is a clear difference in the average Laplace-Chernoff risk between the three canonical network identification questions. This speaks to the overall discriminability of the models, within each comparison set. For example, it is easier to decide where the driving input enters the network (bLC ðuÞ&{2) than to detect a modulatory effect (bLC ðuÞ&0:4) or a feedback connection (bLC ðuÞ&0:95). However, when optimizing other design parameters unrelated to epoch duration (e.g., sampling rate), this ranking could change.



N



Investigating psycho-physiological interactions with DCM In the context of DCM for fMRI, there are many design parameters one may want to control. These include, but are not limited to: (i) the physics of MRI acquisition (e.g., sampling rate versus signal-to-noise ratio), (ii) sample size, (iii) stimulus design and timing (e.g., categorical versus parametric, epoch duration, inter-stimulus time interval), and (iv) the use of biophysical interventions (e.g., transcranial magnetic stimulation, TMS). Assessing all these design parameters is well beyond the scope of the present article, and will be the focus of forthcoming publications. In this section, we demonstrate the use of the Laplace-Chernoff risk in the context of (iii) or (iv). This is addressed by two simulations that recapitulate common experimental questions of interest: characterizing psycho-physiological interactions (PPI) and using TMS for network analysis, respectively. In the first simulation, we examined how different interpretations of a PPI could be disambiguated by comparing DCMs. One demonstrates a PPI by showing that the activity in region 2 can be explained by the interaction between the activity of region 1 and a PLoS Computational Biology | www.ploscompbiol.org
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Class of PPI. A DCM compatible with the notion that region 1 modulates the region 2 response to u2 would be such that C22 =0 and D(1) 22 =0 (model m1. ). In contradistinction, one could think of at least two DCMs compatible with u2 modulating the influence of region 1 onto region 2: (2) A21 =0,B(2) 21 =0 and A21 =0,B22 =0 (models m2. and m3. , respectively). Presence of a feedback connection. In addition, one could include or omit a feedback connection from region 2 to region 1. We will denote m.z models with such a feedback (A12 =0) and m.{ without (A12 ~0).



We first ask whether we can find the optimal epoch duration that discriminates among the PPI comparison set, either at the model level or at the family level [23]. We considered two partitions of the comparison set (see Figure 10): (i) partition 1 separates the two qualitatively different interpretations of PPIs and (ii) partition 2 separates models with and without feedback connections. We then adapted the analysis of section ‘‘LaplaceChernoff risk for canonical network identification questions’’, as follows: We considered blocked on/off (square wave) designs, and varied the epoch duration within the range Dt[f2,4,8,15,32,64g. 10
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Figure 10. PPI: the 362 factorial DCM comparison set. The figure depicts the set of DCMs that are compatible with a PPI (correlation between region 2 and the interaction of region 1 and manipulation u2 ). This comparison set is constructed in a factorial way: (i) three PPI classes and (ii) with/without a feedback connection from node 2 to node 1. It can be partitioned into two partitions of two families each. Partition 1 corresponds to the two qualitatively different interpretations of a PPI (‘‘region 1 modulates the response of region 2 to u2 ’’ versus ‘‘u2 modulates the influence of region 1 onto region 2’’). Partition 2 relates to the presence versus absence of the feedback connection. doi:10.1371/journal.pcbi.1002280.g010



Figure 9. The signature of feedback connections. The figure depicts the difference in the data correlation matrices induced by two network structures (model fbk-: without feedback, model fbk+: with feedback). Red (respectively, blue) entries indicate an increase (respectively, a decrease) in the correlation induced by adding a feedback connection from node 2 to node 1. Each block within the matrix corresponds to a node-to-node temporal correlation structure (upper-left: node 1 to node 1, lower-right: node 2 to node 2, upperright/lower-left: node 1 to node 2). For example, the dashed back box reads as follows: adding the feedback connection increases between activity in node 2 at the end of the block and node 1 during the whole block. The solid black box indicates the time interval, during which input u to node 1 was ‘on’. Note that its effect onto the two-region network dynamics is delayed, due to the hemodynamic response function. doi:10.1371/journal.pcbi.1002280.g009



reproduces the results in section ‘‘Laplace-Chernoff risk for canonical network identification questions’’. In a second simulation, we demonstrate how the LaplaceChernoff risk could be optimized with respect to the use of TMS. More precisely, we addressed the question of choosing the intervention site, i.e. either on region 1 or on region 2. This defines three possible designs: TMS1 (intervenes on region 1), TMS2 (intervenes on region 2) and no TMS. We assumed TMS was used ‘on-line’, using brief stimulation pulses grouped in epochs of 8 seconds duration. We used balanced on/off designs and 5 minutes scanning sessions. To distinguish the physiological effect of TMS from other experimental stimuli, we chose prior densities on evolution parameters that emulated   comparatively weak effects; i.e., pðhjmÞ~N 10{2 1,10{2 I . Priors on the observation parameters and the precision hyperparameter were set as above. We draw 16 samples with different random jitters (standard deviation: 2 seconds). Figure 12 depicts the average Laplace-Chernoff risk for the three TMS designs, for two comparison sets: (i) the first subset of partition 2 (only the models without feedback) and (ii) the full comparison set (with and without feedback connections). One can see that using on-line TMS generally improves the discriminability over models, irrespective of the comparison set



In addition, we varied the first-order moment of the prior densities over evolution parameters h within the range mm [   0,10{2 1,10{1 1,1 , where pðhjmÞ~N mm ,10{2 I . In other respects, the simulation parameters were as above. For all stimulation paradigms, the fMRI session was assumed to last for five minutes. Note that the experimental designs that were balanced in terms of the number of repetitions of factorial conditions (fu1 ~1,u2 ~1g, fu1 ~1,u2 ~0g, fu1 ~0,u2 ~1g and fu1 ~0,u2 ~0g). Figure 11 depicts the average (across random jitters) Laplace-Chernoff risk as a function of both epoch duration and the prior mean of the evolution parameters, for the three comparisons, i.e. at the model level and for the two above partitions. One can see that for strong coupling strengths, the optimal block length seems to be about Dt~8 seconds, irrespective of the level of inference. Note that this is slightly smaller than the optimal block length in activation studies [10]. In addition, one can see that the level of inference impacts upon the absolute LaplaceChernoff risk. For example, it is easier to discriminate between the two qualitative interpretations of the PPI (i.e., family level inference, between the two subsets of partition 1), than to perform an inference at the model level. Interestingly, the most risky inference is about the presence of feedback connections, which PLoS Computational Biology | www.ploscompbiol.org



Table 1. 362 factorial comparison set for PPI.



u2 modulates 1R2



1 modulates u2 R2
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doi:10.1371/journal.pcbi.1002280.t001
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Figure 11. PPI: optimal epoch duration. This figure shows plots of the average (across jitters) Laplace-Chernoff risk as a function of epoch duration (in seconds) and prior expectation mm of neural evolution parameters, for the three inference levels defined in relation to the PPI comparison set of Fig. 10. It uses the same format as Fig. 8. Left: model comparison, middle: family comparison (partition 1), right: family comparison (partition 2). doi:10.1371/journal.pcbi.1002280.g011



(the Laplace-Chernoff risk of the ‘no TMS’ design is systematically higher than those of ‘TMS1’ and ‘TMS2’). However, the optimal intervention site (region 1 or region 2) does depend upon the comparison set: one should stimulate region 1 if one is only interested into discriminating between the ‘no-feedback’ models, and region 2 if one wants to select the best among all models. This makes intuitive sense, since stimulating region 2 (orthogonally to the other experimental manipulations u1 and u2 ) will disclose the presence of the feedback connection more readily.



Empirical validation In this section, we apply the above approach to empirical fMRI data acquired during a simple finger-tapping (motor) task. Figure 13 reports the structure of the task.



Figure 12. PPI: optimal TMS intervention site. This figure shows plots of the average (across jitters) Laplace-Chernoff risk as a function of the TMS design (TMS1, TMS 2 or no TMS), for two different PPI comparison sets. Left: the two TMS ‘on’ designs (TMS1: target region 1, TMS2: target region 2). Upper-right: average Laplace-Chernoff risk for the first family of partition 2 (three models, no feedback connection from node 2 to node 1). Lower-right: average Laplace-Chernoff risk for the whole PPI comparison set (six models, with and without a feedback connection from node 2 to node 1). doi:10.1371/journal.pcbi.1002280.g012
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Figure 13. Finger-tapping task: paradigm and classical SPM. Left: inner stimulation sequence of one trial of the finger-tapping task (fixation cross, then motor pacing – left or right or both- and the final recording of the subject’s response – button press-). Right: SPM tcontrast (right.left) thresholded at p = 0.05 (FWE corrected) for subject KER under the blocked design. doi:10.1371/journal.pcbi.1002280.g013
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We know that motor action is associated with activity in the contralateral motor cortex. This establishes a point of reference for our model comparisons (akin to the ‘‘ground truth’’ scenario used for validating models by simulated data). We therefore assume that models F or NF best capture the motor preparation processes during the finger-tapping task. We will thus place the inference at the family level, with two families: (i) family 1: models F and NF and (ii) family 2: models IF and NF2. A selection error thus arises whenever the posterior family comparison selects family 2. We can now derive the Laplace-Chernoff risk for the two designs (blocked versus event-related). This is summarized in Table 2 above, as a function of the first-order moment of the prior densities over neural evolution parameters h within the range  mm [ 0,10{2 1,10{1 1,1 , where pðhjmÞ~N mm ,10{2 I . As in the simulations, we used i.i.d. shrinkage priors for thehemodynamic  evolution and observation parameters (pðQjmÞ~N 0,10{2 I ) and the expected noise precision was 0.05. One can see that the Laplace-Chernoff risk is smaller for the blocked-design than for the event-related design, irrespective of the first-order moment mm of the neural evolution parameters prior density. In addition, it seems that the event-related design is much less sensitive to a change in mm than the blocked design. We then inverted the four models using the variational Bayesian approach under standard shrinkage priors (see section ‘‘LaplaceChernoff risk for canonical network identification questions’’ above), for both subjects and both designs. Figure 15 summarizes the inversion of model F for subject KER, under the blocked design. One can see that the observed BOLD responses are well fitted by the model. Not surprisingly, inspection of the first-order Volterra kernels [28] shows that the average response of the left MC to the ‘right’ pacing stimuli is positive and bigger in amplitude than that of the right MC (and reciprocally). Also, there are very small posterior correlations between the hemodynamic and the neuronal parameters, which reflect their identifiability. However, further inspection of the posterior correlation matrix shows that, for this particular dataset and model, the feedback connections and the driving effects of the pacing stimuli are not perfectly separable. This means that the design is not optimal for a precise estimation of these parameters. However, one can still compare the two designs in terms of how well they can discriminate the four DCMs included in the comparison set. This is summarized in Figure 16, which plots the free energies of the four models, for both subjects and both designs. One can see that no model selection error was made under the blocked design, whereas there was one model selection error for subject JUS under the event-related design. Deriving the posterior probabilities of model families shows exactly the same result. Thus, as predicted by the Laplace-Chernoff risk (c.f. Table 2), the observed error selection rate is higher for the event-related design than for the blocked design.



Each trial consisted of a fixation period and a pacing stimulus (‘right’, ‘left’, ‘right and left’ or null) that ended with the subject’s motor response (button press). The whole fMRI session comprised 400 events (100 left, 100 right, 100 left & right, 100 null events). The average inter-trial interval was two seconds. Each subject participated in two sessions, corresponding to two variants of the experimental design, i.e., blocked (ten consecutive identical trials per block) and event-related (randomized trials). There were two subjects in total (but see above). About 700 T2*-weighted single-shot gradient echo echo-planar images (TE = 40 ms, TR = 1.3 s, 24 interleaved axial slices of 4.4 mm thickness, FOV = 24624 cm2, 80680 matrix) were acquired over a 35-min session on a 3 Tesla MRI scanner. FMRI data were pre-processed using SPM8 (http://www.fil.ion.ucl.ac. uk/spm/). EPI time series were realigned, spatially smoothed with an 8 mm FWHM isotropic Gaussian kernel and normalized. A GLM was constructed to assess the presence of regional BOLD changes related to the motor responses. The design matrix contained two pacing regressors (‘left’ and ‘right’), as well as realignment parameters to correct for motion-related changes. Left and right motor cortices (MC) were identified by means of subject-specific t-contrasts testing for the difference between the ‘left’ and ‘right’ pacing conditions (p,0.05, whole-brain FWE corrected, see Figure 13). A summary time series was derived for each ROI by computing the first eigenvariate of all suprathreshold voxel time series within 10 mm of the ROI centres. Four models were included in the comparison set, which is depicted in Figure 14:



N N N N



Full model (F): the left (respectively, right) MC is driven by the ‘right’ (respectively, ‘left’) pace. Feedback connections between both MC are included. Inverted full (F): the driving effects of the pacing stimuli are inverted, when compared to model F. No feedback (NF): similar to F, but without the feedback connections. No feedback 2 (NF2): each pacing stimulus is allowed to drive both motor cortices.



Table 2. Laplace-Chernoff risks for the event-related versus blocked design (when comparing family 1 versus family 2). Figure 14. Finger-tapping task: DCM comparison set. The figure depicts the DCM comparison set we used to analyze the finger-tapping task fMRI data. This set can be partitioned into two families of models. Family 1 gathers two plausible network structures for the fingertapping task (left pace drives right motor cortex and right pace drives left motor cortex, with and without feedback connections). Family 2 pools over two implausible motor networks subtending the fingertapping task (allowing the left pace to drive the left motor cortex, and reciprocally). doi:10.1371/journal.pcbi.1002280.g014
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doi:10.1371/journal.pcbi.1002280.t002
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Figure 15. Finger-tapping task: VB inversion of model F under the blocked design (subject KER). Upper-left: estimated coupling strengths of model F, under the blocked design (subject KER). These are taken from the first-order moment of the approximate posterior density over evolution parameters. Lower-left: parameter posterior correlation matrix. Upper-right: observed versus fitted data in the right motor cortex. Lowerright: linearised impulse responses (first-order Volterra kernels) to the ‘right’ pace in both motor cortices as a function of time. doi:10.1371/journal.pcbi.1002280.g015



One may wonder how reliable this result is, given that only two subjects were used to derive the selection error rate. This is because a solid validation of the Laplace-Chernoff risk necessitates an estimate of the model selection error rate in terms of the frequency of incorrect model selections (as in section ‘‘Evaluation of the model selection error bounds’’). We thus performed the following analysis: For each subject and each design, we first split the data (and the stimulation sequence) into ns [f5,10g consecutive segments (see



Figure 17). This allows us to artificially inflate the number of subjects (by five and ten, respectively), at the cost of reducing the effective sample size for each ‘subject’. We can then derive the Laplace-Chernoff risks for the splitting procedure, i.e.: (i) no split (as above), (ii) split into ns ~5 segments and (iii) split into ns ~10 segments. In addition, we can conduct a complete analysis for each segment independently of each other; i.e., invert the four DCMs included in the comparison set, derive the posterior probabilities over model families, and perform the comparison. The cost of this procedure is a loss of total degrees of freedom (and thus model discriminability power), since we allow the model parameters to vary between each data segment. However, this allows us to artificially increase the number of model selections, by considering each segment as a dummy subject. Note that the posterior probability of family 2 pðfamily2jy,uÞ measures the objective probability of making a model selection error (see Equation 6). Averaging pðfamily2jy,uÞ across segments and subjects thus provides an approximation to the true selection error rate under both designs (see Equation 7). This serves as sampled reference for the Laplace-Chernoff risk. Figure 17 summarizes the results of this analysis. First, one can see that the Laplace-Chernoff risk of the blocked design is always smaller than that of the event-related design, irrespective of the number of splits. Second, this difference decreases as the number of splits increases. The average selection error rate exactly reproduces this pattern. First, the observed error rate is higher for the event-related design than for the blocked design, irrespective of the number of splits. Second, this difference decreases as the number of splits increases. However, in this example, the Laplace-Chernoff risks increases as the number of splits increases, irrespective of the particular design used. This is in



Figure 16. Finger-tapping task: DCM comparison results. This figure plots the log-model evidences of the four DCMs included in the comparison set for both subjects (orange bars: subject KER, green bars: subject JUS) and both designs (left: event-related, right: blocked design). Green (respectively, rose) shaded areas indicate the models belonging to family 1 (respectively, family 2). Black dots show the four winning models (one per subject and per design). Note that the free energies are relative to the minimal free energy within the comparison set, for each subject and design. doi:10.1371/journal.pcbi.1002280.g016
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Figure 17. Finger-tapping task: splitting analysis. This figures summarizes the results of the splitting analysis (see main text), in terms of the relationship between the Laplace-Chernoff risk and the observed model selection error rate. Left: splitting procedure. The complete data and input sequence (one per subject and per design) is split into ns segments, each of which is analyzed independently. Right: the average (across segments and subjects) probability of making a model selection mistake (i.e. pðfamily2jy,uÞ) is plotted as a function of the Laplace-Chernoff risk, for both designs (blue: event-related, red: blocked). Each point corresponds to a different splitting procedure (no split, split into ns ~5 segments, split into ns ~10 segments). doi:10.1371/journal.pcbi.1002280.g017



we have shown that asking whether a feedback connection exists requires shorter epoch durations than when asking whether there is a contextual modulation of a feedforward connection. In addition, our empirical results suggest that the method has good predictive validity (as established with the splitting analysis). In the following, we discuss the strengths and limitations of the approach as well as potential extensions. First, one may wonder how general the proposed design optimality criterion for (Bayesian) model comparison is. In other words, one could start from a completely different perspective and ask whether it would be possible to derive another design optimality criterion that would eventually yield another optimal design for the same model comparison set. A first response to this question draws on the equivalence with the classical design efficiency (c.f. section ‘‘Tightness of the Laplace-Chernoff bounds’’), which shows that in specific circumstances (flat priors, nested linear models); the Laplace-Chernoff risk is monotonically related to frequentist statistical power. We conjecture this to be a very general statement that applies whenever Bayesian model comparison can be reduced to classical hypothesis testing (in the frequentist limit). This is important, since it means that the Laplace-Chernoff optimal design would be no different from established classical designs. Interestingly, it seems that the use of the Jensen-Shannon divergence DJS for design optimality can be justified from purely information theoretic considerations, without reference to the model selection error rate [30–31]. The degree to which the two approaches are similar (and/or generalize other schemes such as classical design efficiency) will be the focus of subsequent publications, in collaboration with these authors (evidence in favour of the equivalence between the two frameworks arose from a very recent informal meeting with Dr. A. G. Busetto, who independently derived his own approach). In our opinion, the most relevant line of work, in this context, is to



contradiction with the observed selection error rate, which seems to increase as the number of splits increases, only for the blocked design (as opposed to the event-related design). This might be due to a different optimal balance between number of subjects and sample size per subject for the two designs. We will comment on these issues in the discussion. Nevertheless, this splitting procedure provides further evidence that the Laplace-Chernoff risk is a reliable predictor of the average selection error rate, and hence a useful metric for comparing experimental designs.



Discussion In this article, we have proposed a general method for optimizing the experimental design to maximise the sensitivity of subsequent Bayesian model selection. We have examined design optimization in the specific context of effective connectivity methods for fMRI and have focused on how to best decide among hypotheses about network structure and the contextual modulation of specific connections therein. We reiterate, however, that our method is very general and is applicable to any generative model of observed data (e.g., brain activity or behavioural responses, c.f., e.g., [29]). Our method relies upon the definition of a statistical risk, in terms of an approximate information theoretic bound on the model selection error rate. Theoretical and numerical evaluations of the proposed Laplace-Chernoff risk demonstrate its reliability. This optimality criterion was then applied to the problem of optimising design when identifying the structure of brain networks using DCM for fMRI data. Using both numerical evaluations and empirical fMRI data, we examined the impact of the priors (on model parameters), the level of inference (model versus family) and the specific question about network structure (the model comparison set) on the optimal experimental design. For example, PLoS Computational Biology | www.ploscompbiol.org
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finesse the necessary approximations to the Jensen-Shannon divergence. This is because different approximations to the Chernoff bound could lead to different approximate optimal designs. We will discuss this particular issue below. The numerical simulations we have conducted identified general factors that have an unambiguous influence on design efficiency, namely: the number of models and the data dimension (see section ‘‘Tightness of the Laplace-Chernoff bounds’’), as well as the signalto-noise ratio (SNR, see section ‘‘Evaluation of the model selection error bounds’’). Note that increasing the data dimension enables two (or more) models to make distinct predictions, provided that their respective predictive densities differ sufficiently (c.f. Figure 3). This is because uncontrolled variability in the data can be averaged out. In other terms, increasing the data dimension simply increases the effective SNR. In summary, the overall discriminative power of any design increases with the effective SNR, and decreases with the number of models. Both the effective SNR and the typical number of models will usually depend upon the modelling context. We have presented numerical simulations (and empirical data analyses) that span the realistic range of the effective SNR, when analyzing fMRI data with DCM. Typically, one would focus on a set of two to five regions of interest, with fifteen minutes session duration (i.e., for typical fMRI sampling rates, the data dimension is of order 103). The SNR may depend upon the anatomical location of the network (e.g., lower SNR for subcortical compared to cortical structures), but should be of the order of 1 dB. In terms of the size of the comparison set, we have deliberately chosen to keep this small; although it can vary from one study to the next, depending upon network dimensionality and prior knowledge. However, we anticipate that hypothesis-driven experiments that would benefit from design optimization will focus on the comparison of a handful of models or families of models (see Text S3). In other words it may be difficult to design a study that can discriminate efficiently among a few thousands of models (or more). This is because of the inevitable dilution of experimental evidence across models (see, e.g., [23]). Recall that the exact probability of making a model selection error can be evaluated a posteriori, following Equation 6. Typically, the winning model among a few thousand alternatives will never attain ^ jy,uÞ&10{1 , which leads to an a posterior probability of about pðm unacceptable model selection error probability of at least 0.9! Second, one may ask whether the Laplace-Chernoff risk is a suitable criterion for choosing among potential designs within the context of a group analysis. This is because we did not consider a (more general) hierarchical scenario, which would account explicitly for the variability of the hidden model within a group of subjects (i.e., random effects analysis [32]). In this case, the total variability consists of within- and between-subject sources of variation. So far, our approach consists of optimizing the experimental design by controlling the variability at the withinsubject level. This is done by optimizing the discriminability of models included in the comparison set. In essence, this is similar to design optimization for classical GLM analyses, where optimality is defined in relation to the reliability of maximum likelihood estimators. In this context, one can find an optimal balance between the number of subjects and the sampling size per subject [33]. This balance strives for a principled way of choosing, for example, between a study with twenty subjects scanned for fifteen minutes each versus a study with ten subjects scanned for half an hour each. In [34], authors demonstrate how this balance depends upon the ratio of within- and between- subject variances. Our analysis of the empirical data seems to disclose a similar dependency (Figure 17). In brief, the relationship between the average error rate and the sharing of degrees of freedom (across the within- and between-subject levels) depends upon the design PLoS Computational Biology | www.ploscompbiol.org



type (i.e. blocked versus event-related). The results in sections ‘‘Laplace-Chernoff risk for canonical network identification questions’’ and ‘‘Investigating psycho-physiological interactions with DCM’’ imply that it may depend upon the comparison set as well. In addition, one has to consider two sorts of random effects here: variability in the model parameters (for a fixed model), and variability in the hidden model itself. Future work will consider these issues when extending the present approach to a multi-level random effects analysis for group data. Third, the Laplace-Chernoff bound relies upon the derivation of the prior predictive density of each model included in the comparison set. For nonlinear models, it relies upon a local linearization around the prior mean of the parameters; similarly to classical procedures for design optimization (see, e.g., [35] for an application to estimating the hemodynamic response function). We are currently evaluating the potential benefit of using variants of the unscented transform [22], which may yield a more accurate approximation to the prior predictive density. We have not, however, accounted for uncertainty on hyperparameters; e.g., moments of the prior density on noise precision. Note that we do not expect this to be crucial because the contribution of the prior uncertainty on these hyperparameters is negligible, when compared to the variability already induced in the prior predictive densities. Nevertheless, the above approximations induce potential limitations for the current approach. For example, numerical simulations in sections ‘‘Tightness of the Laplace-Chernoff bounds’’ and ‘‘Results’’ demonstrate that the Laplace approximation might cause the bound to ‘‘break’’, i.e. the Laplace-Chernoff risk might become an over-optimistic estimate of the model selection error rate. More precisely, this happens in situations where the exact model selection error rate is already very low (typically below 0.2, see Figure 3). Having said this, the relationship between the Laplace-Chernoff risk and the exact model selection error rate always remained monotonic. This means that the design that minimizes the Laplace-Chernoff risk is the one that would have minimized the exact model selection error rate, had we been able to quantify it. This monotonic relationship remains to be empirically verified for classes of models that are more complex than DCMs. From a practical perspective, if the aim is to quantify the actual model selection error rate (or a conservative upper bound on it), then the Laplace-Chernoff risk will yield an accurate estimation only for poorly discriminative designs (importantly, the upper bound on the true model selection error rate becomes tightest for the least decisive model comparisons, i.e., the approximation by the Laplace-Chernoff risk is most accurate when it is most needed). However, in most practical applications the aim is simply to select the most discriminative design amongst several alternatives. In this case, the Laplace-Chernoff risk can be used for any model comparison. Fourth, one may consider other applications for the LaplaceChernoff risk. For example, given an experiment whose design is fixed or cannot be specified a priori (e.g., the presence of epileptic spikes, or successful vs. failed retrieval of encoded memories), one can use our approach to distinguish between statistical questions for which the design is suitable and those for which they are not. This can be done by evaluating the Laplace-Chernoff risk for different comparison sets or partitions of the same comparison sets. This could also be useful to motivate the a priori pruning of competing hypotheses in a principled way. One could also think of using an adaptive design strategy where the paradigm is optimized online as the experiment progresses (see [36–37] for similar applications to fMRI). Even though such procedures will not lead to a major gain in efficiency for linear models, this can be quite 16
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different for nonlinear models of the sort employed in DCM [38]. This is because the progressive accumulation of information corrects the predictive densities that are required to compute the Laplace-Chernoff risk. In turn, this can be exploited to improve the overall model discriminability [39]. Fifth, we would like to highlight some important properties of the biophysical models when optimizing the experimental design for identifying networks with DCM for fMRI data. Consider the increase in selection error rate at short epoch durations. This is likely to arise from the hemodynamic impulse response function, which induces strong correlations in the fMRI data at fast time scales, relative to its own (about 16 to 32 seconds). Such loss of discriminative power in high frequencies has been discussed in the context of design optimization for classical fMRI studies [12]. This effect worsens at very short epoch durations, due to hemodynamic refractoriness; i.e., the response to a second stimulus is reduced if it follows the preceding stimulus with a short delay [40]. This saturation effect is known to be captured by the hemodynamic Balloon model that is part of DCM [28]. Interestingly, the effect of these known phenomena on statistical efficiency depends on which particular scientific question is asked. For example, the identification of feedback connections within the network is facilitated by epoch durations that are much shorter than required for addressing other questions about effective connectivity or in conventional GLM analyses (cf. Figure 8). This is because a feedback connection expresses itself mainly when the system goes back to steady-state, through an asymmetrical increase in node-tonode correlation (cf. Figure 9). In other terms, a feedback connection manifests itself by a higher reproducibility of network decay dynamics across repetitions, which is why its detection requires short epoch durations and thus a more frequent repetition of the transient that discloses its effect on the data. Sixth, our preliminary results show that the use of interventional techniques such as TMS could be highly beneficial for reducing the selection error rate (Figure 12). However, the expected gain is strongly dependent upon its physiological effects, which are still not fully known [41]. For example, different stimulation frequencies target different populations of neurons and can therefore either have a net excitatory or inhibitory effect. Such effects can be modelled easily within the framework of DCM [42] and would constitute a straightforward extension to the example given in this paper (see [43] for related work). In the future, such extensions could allow one to ask which TMS technique one should use to maximally improve sensitivity in disclosing network mechanisms by model selection. Such combinations of experimental techniques and model-based analysis are starting to emerge in the field [44] and hold great promises for the identification of directed influences in the brain, provided that one understands the impact of the experimental design used. Lastly, numerical simulations showed that the optimal design depends upon the choice of priors on the model’s parameters pðqjmÞ. This is of course expected, because pðqjmÞ partly determines the model’s prior predictive density over data pðyjm,uÞ (c.f. equations 1–2). Strictly speaking, we cannot use noninformative priors when optimizing the design for model comparison. This is because, in most cases, this would induce flat prior predictive densities for all models, which would prevent any design optimization procedure. This means that we have to choose mildly informative priors for the model’s parameters. However, the precise way in which the priors affect the efficiency of the design depends upon the comparison set. For example, increasing m (the prior mean over the connectivity parameters) either increases model discriminability (e.g., Figure 10, for the feedback/no feedback comparison) or decreases it (e.g., Figure 10, PLoS Computational Biology | www.ploscompbiol.org



when deciding where the input enters the network). Recall that a (generative) model is defined by all the (probabilistic) assumptions that describe how the data are generated, including the prior pðqjmÞ. This means that when using different values for m, we are effectively defining different models. Thus, varying both m and the connectivity structure implicitly augments the comparison set in a factorial way. Assuming that one is only interested in selecting the connectivity structure (irrespective of m), one has to resort to family inference (see Text S3), where each family is composed of members that share the same connectivity structure but differ in their m. This simply means deriving the Laplace-Chernoff risk after marginalizing over m. This basically treats m as a nuisance effect, and de-sensitizes the design parameter of interest to mathematical variations in the implementation of the model. We have shown examples of such a ‘‘family level’’ extension of optimal designs when inspecting canonical PPI models (section ‘‘Investigating psycho-physiological interactions with DCM’’) and analyzing experimental data (section ‘‘Empirical validation’’). Similarly, one might wonder how sensitive the optimal design is to variations of the neuronal and biophysical state equations used in the DCM framework. Preliminary results (not shown here) indicate that the effects of design parameters such as epoch duration are not very sensitive to such variations, e.g., two-state DCM [42] or stochastic DCM [45–46]. However, the latter class of DCM asks for a slight modification in the derivation of the prior predictive density [47]. This is because the presence of neural noise induces additional variability at the level of hidden states. Typically, neural noise expresses itself through a decrease in lagged (intra- and inter-node) covariances. This might therefore induce noticeable changes in optimal design parameters for specific comparison sets. A general solution to this is to include the DCM variant as a factor in the model comparison set, and then again, use family level inference to marginalize over it. We envisage that the present approach will be useful for a wide range of practical applications in neuroimaging and beyond. It may be particularly helpful in a clinical context, where the ability to disambiguate alternative diseases mechanisms with high sensitivity is of great diagnostic importance. One particular application domain we have in mind for future studies concerns the classification of patients from spectrum diseases such as schizophrenia using mechanistically interpretable models [48]. Another potential future application concerns model-based prediction of individual treatment responses, based on experimentally elicited physiological responses (e.g., to pharmacological challenges [49]). Either approach will greatly benefit from methods for optimizing experimental design, such as the one introduced here.



Software note All the routines and ideas described in this paper will be implemented in the academic freeware SPM (http://www.fil.ion. ucl.ac.uk/spm).
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Abstract In this paper, we present a generic approach that can be used to infer how subjects make optimal decisions under uncertainty. This approach induces a distinction between a subject’s perceptual model, which underlies the representation of a hidden ‘‘state of affairs’’ and a response model, which predicts the ensuing behavioural (or neurophysiological) responses to those inputs. We start with the premise that subjects continuously update a probabilistic representation of the causes of their sensory inputs to optimise their behaviour. In addition, subjects have preferences or goals that guide decisions about actions given the above uncertain representation of these hidden causes or state of affairs. From a Bayesian decision theoretic perspective, uncertain representations are so-called ‘‘posterior’’ beliefs, which are influenced by subjective ‘‘prior’’ beliefs. Preferences and goals are encoded through a ‘‘loss’’ (or ‘‘utility’’) function, which measures the cost incurred by making any admissible decision for any given (hidden) state of affair. By assuming that subjects make optimal decisions on the basis of updated (posterior) beliefs and utility (loss) functions, one can evaluate the likelihood of observed behaviour. Critically, this enables one to ‘‘observe the observer’’, i.e. identify (context- or subject-dependent) prior beliefs and utility-functions using psychophysical or neurophysiological measures. In this paper, we describe the main theoretical components of this meta-Bayesian approach (i.e. a Bayesian treatment of Bayesian decision theoretic predictions). In a companion paper (‘Observing the observer (II): deciding when to decide’), we describe a concrete implementation of it and demonstrate its utility by applying it to simulated and real reaction time data from an associative learning task. Citation: Daunizeau J, den Ouden HEM, Pessiglione M, Kiebel SJ, Stephan KE, et al. (2010) Observing the Observer (I): Meta-Bayesian Models of Learning and Decision-Making. PLoS ONE 5(12): e15554. doi:10.1371/journal.pone.0015554 Editor: Olaf Sporns, Indiana University, United States of America Received August 5, 2010; Accepted November 12, 2010; Published December 14, 2010 Copyright: ß 2010 Daunizeau et al. This is an open-access article distributed under the terms of the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited. Funding: This work was funded by the Wellcome Trust (HDO, KJF), SystemsX.ch (JD, KES) and NCCR ‘‘Neural Plasticity’’ (KES). The authors also gratefully acknowledge support by the University Research Priority Program ‘‘Foundations of Human Social Behaviour’’ at the University of Zurich (JD, KES). Relevant URLs are given below: SystemsX.ch: http://www.systemsx.ch/projects/systemsxch-projects/research-technology-and-development-projects-rtd/neurochoice/; NCCR: ‘‘Neural Plasticity’’: http://www.nccr-neuro.ethz.ch/; University Research Priority Program ‘‘Foundations of Human Social Behaviour’’ at the University of Zurich: http://www.socialbehavior.uzh.ch/index.html. The funders had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript. Competing Interests: The authors have declared that no competing interests exist. * E-mail: [email protected]



are interested in a general framework that can be adapted to most experimental paradigms. We hope to show that suitably formulated models of perception and decision-making enable inference on subjective beliefs, even when using data as simple as reaction times. In a companion paper (‘Observing the observer (II): deciding when to decide’, we illustrate the approach using reaction times to make inferences about the prior beliefs subjects bring to associative learning tasks and how these are expressed behaviourally in the context of speed-accuracy trade-offs. One may wonder: why the emphasis on perceptual inference? We live in a world of uncertainty and this has led many to suggest that probabilistic inference may be useful for describing how the brain represents the world and optimises its decisions (e.g. [8] or [9]). A growing body of psychophysical evidence suggests that we behave as Bayesian observers; i.e. that we represent the causes of sensory inputs by combining prior beliefs and sensory information in a Bayes optimal fashion. This is manifest at many temporal and processing scales; e.g., low-level visual processing ([10–16]),



Introduction This paper is about making inferences based on behavioural data in decision-making experiments. Unlike the analysis of most other types of data, behavioural responses made by subjects are themselves based on (perceptual) inferences. This means we have the special problem of making inferences about inferences (i.e., meta-inference). The basic idea we pursue is to embed perceptual inference in a generative model of decision-making that enables us, as experimenters, to infer the probabilistic representation of sensory contingencies and outcomes used by subjects. In one sense this is trivial; in that economic and computational models of decision-making have been optimized for decades, particularly in behavioural economics and neuroimaging (e.g. [1–3]). However, we address the slightly deeper problem of how to incorporate subjects’ inferences per se. This speaks to a growing interest in how the brain represents uncertainty (e.g., probabilistic neuronal codes ([4]) and acts as an inference machine ([5–7]). Furthermore, we PLoS ONE | www.plosone.org
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model (to map from responses to their causes) necessarily incorporates an inversion of the perceptual model (to map from sensory cues to the beliefs that cause those responses). When measuring explicit actions (i.e., the subject’s decisions), the response model also invokes utility- or loss-functions, which encode the subject’s goals and preferences. The perceptual model predicts the subject’s sensory signals (i.e. inputs arising from environmental causes), and the response model predicts the subject’s responses in terms of behaviour (e.g. decisions or reaction times) and/or neurophysiology (e.g. brain activity). For example, in the context of an associative learning paradigm, the unknown quantities in the perceptual model are causal associations among stimuli; whereas the unknown variables in the response model are the brain’s representations of these associations (i.e. the brain states that encode posterior beliefs) and/ or the ensuing behavioural responses (depending on which measurements are available). Critically, the response model subsumes the perceptual model, how it is inverted and how the ensuing posterior belief maps to measurable responses (Figure 1).



multimodal sensory integration ([17–21]), sensorimotor learning ([22–27]), conditioning in a volatile environment ([28–29]), attention ([30–31]), and even reasoning ([32–33]). This Bayesian observer assumption provides principled constraints on the computations that may underlie perceptual inference, learning and decision-making. In order to describe behavioural responses within a Bayesian decision theoretic framework (see e.g. [34]) one has to consider two levels of inference. Firstly, at the subject level: a Bayesian subject or observer relies on a set of prior assumptions how sensory inputs are caused by the environment. In the following, we will call this mapping, from environmental causes to sensory inputs, the perceptual model. Secondly, at the experimenter level: as we observe the observer, we measure the consequences of their posterior belief about sensory cues. In the following, we will call this mapping, from sensory cues to observed responses, the response model. Crucially, the response model subsumes the perceptual model because the perceptual model determines the subject’s beliefs and responses. This means inverting the response



Figure 1. Conditional dependencies in perceptual and response models. The lines indicate conditional dependence among the variables in each model (broken lines indicate probabilistic dependencies and solid lines indicate deterministic dependencies). Left: perceptual and response models. Right: Implicit generative model, where the perceptual model is assumed to be inverted under ideal Bayesian assumptions to provide a mapping (through recognition) from sensory input to observed subject responses. doi:10.1371/journal.pone.0015554.g001
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Sensory inputs u (experimental stimuli) are generated from hidden causes x (experimental factors or states) and are expressed in terms of two probability density functions: the observer’s (subject’s)    (p) likelihood function p ux,m and prior beliefs about hidden  states of the world p xm(p) . In the following, we will use ‘‘hidden causes’’, ‘‘environmental states’’ or ‘‘states of affairs’’ as interchangeable terms. The hidden states are unknown to the subject but might be under experimental control. For example, in the context of associative learning, sensory information u could consist of trial-wise cue-outcome pairings, and x might encode the probabilistic association between cues and outcomes that is hidden and has to be learnt. The subject’s likelihood quantifies the probability of sensory input given its hidden cause. The priors encode the subject’s belief about the hidden states before any observations are made. The likelihood and priors are combined to provide a probabilistic model of the world:



The distinction between these two models is important. In perceptual learning studies, the experimenter is interested in both the perceptual model and the mechanics of its inversion. For example, the computational processes underlying low-level vision may rest on priors that finesse ambiguous perception (e.g. [16]). The relevant variables (e.g. those encoding prior beliefs) are hidden and can only be inferred through experimental observations using a response model. Conversely, in decision-making studies, the experimenter is usually interested in the response model, because it embodies the utility- or loss-functions and policies employed by the subject (e.g., see [26] for an application to the motor system). Note that the response model may (implicitly) subsume the subject’s perceptual model of the world, under which expected utility is evaluated. This dependency induces the Inverse Bayesian Decision Theoretic (IBDT) problem: to determine a subject’s prior beliefs and goals (i.e. loss-function), given their observed behaviour to known sensory inputs. The complete class theorem states that any admissible decision rule is Bayes-optimal for at least one set of prior beliefs and lossfunction [34]. This means that there is always a solution to the IBDT problem. It is also known from game theory that many combinations of beliefs and preferences are consistent with the same behaviour [35]. In other words, the solution to the IBDT problem exists but is not unique; i.e. the problem is underdetermined or ill-posed [36]. This has led researchers to focus on restricted classes of the general IBDT problem. These schemes differ in terms of the constraints that are used to overcome its indeterminacy; for example, inverse decision theory ([37,26]), inverse game theory ([38]), inverse reinforcement learning ([39– 41]) or inverse optimal control ([42]). However, these schemes are not optimally suited for the kind of experiments commonly used in neuroscience, behavioural economics or experimental psychology, which usually entail partial knowledge about the beliefs and losses that might underlie observed behaviour. This paper proposes an approximate solution to the IBDT problem for these types of experimental paradigms. The approach derives from a variational Bayesian perspective ([43]), which is used both at the subject level (to model perceptual inference or learning) and at the experimenter level (to model behavioural observations). The approach allows one to estimate model parameters and compare alternative models of perception and decision-making in terms of their evidence. We will first recall the IBDT problem and then describe the basic elements of the framework. Finally, we will discuss the nature of this meta-Bayesian approach. A practical implementation of it is demonstrated in a companion paper (‘Observing the observer (II): deciding when to decide’).



         pq u,xm(p) ~pq ux,m(p) pq xm(p)



where we have used the notation pq ð:Þ to indicate a parameterization of the likelihood and priors by some variables q. These perceptual parameters encode assumptions about how states and sensory inputs are generated. We assume that q have been optimised by the subject (during ontogeny) but are unknown to the experimenter. Bayesian inversion of this perceptual model corresponds to recognising states generating sensory input and learning their causal structure. This is encoded by the subject’s posterior   recognition  density; pq xu,m(p) , which obtains from Bayes’ rule:       pq u,xm(p) pq xu,m(p) ~ pq ðujm(p) Þ ð       pq um(p) ~ pq u,xm(p) dx



ð2Þ



   Here, pq um(p) is the marginal likelihood of sensory inputs u under the perceptual model m(p) , i.e. the (perceptual) model evidence (where the perceptual parameters q have been integrated out). Bayes’ rule allows the subject  hidden  to update beliefs over  states from the prior pq xm(p) to the posterior pq xu,m(p) on the basis of  sensory information (encoded by the likelihood pq ux,m(p) ). Since the posterior represents information about the hidden states given some sensory inputs, we will refer to it as a representation. We can describe recognition as a mapping from past sensory inputs   u?t :fu1 , . . . ,ut g to the current representation: u?t ? pq xu?t ,m(p) , where t indexes time or trial.The form of Equa tions (2) mean that representations pq xu1 ,m(p) , . . . ,   (1) and  (p) pq xu?t ,m g form   a Markovian sequence, where pq ðxju?t , m(p) Þ!pq ut jx,m(p) pq xu?t{1 ,m(p) . In other words, the current belief depends only upon past beliefs and current sensory input. Subjects’ responses may be of a neurophysiological and/or behavioural nature and may reflect perceptual representations or explicit decisions. In the latter case,  need to model the mapping  we from representations to action, pq xu,m(p) ?a, which we call the response model. This entails specifying the mechanisms through which representations are used to form decisions. Within a Bayesian decision theoretic (BDT) framework, policies rely on some form of rationality. Under rationality assumptions, the subject’s policy (i.e. decision) is determined by a loss-function,



Methods In this section, we present the basic elements of the framework. We first recall the prerequisites of Bayesian Decision Theory as generically and simply as possible. We then describe the form of perceptual models and their (variational) Bayesian inversion. This inversion provides an implicit mapping from cues to internal representations and describes recognition under the Bayesian observer assumption. We then consider response models for behaviourally observed decisions, which subsume Bayes optimal recognition. Finally, we will cover the inversion of response models, which furnishes an approximate (variational) Bayesian solution to the IBDT problem.



Inverse Bayesian Decision Theory (IBDT) We start with a perceptual model m(p) that specifies the subject’s probabilistic assumptions about how sensory inputs are generated. PLoS ONE | www.plosone.org
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‘h ðx,aÞ, which returns the cost incurred by taking action a while the state of affairs is x. The loss-function is specified by some parameters h that are unknown to the experimenter. In the economics and reinforcement learning literature one usually refers to utility, which is simply negative loss. BDT gives the rational policy, under uncertainty about environmental states, in terms of the optimal action a : ~a ðh,q,uÞ that minimizes posterior risk Qh ðaÞ; i.e. expected loss:



called ‘‘negative free-energy’’ due to its correspondence to negative Helmholtz free-energy in statistical physics. For brevity, we will only refer to ‘‘free-energy’’ throughout the paper and omit ‘‘negative’’ when relating recognition and inference to maximisation of free-energy. Under some simplifying assumptions about the approximate posterior, this optimization is much easier than the integration required by Bayes’ rule (Equation 2). Appendix S1 of this document summarizes the typical (e.g. Laplace) approximations that are required to derive such an approximate but analytical inversion of any generative model. In short, within a variational Bayesian framework, recognition can be reduced to optimizing the (free-energy) bound on the log-evidence with respect to the sufficient statistics l of the approximate posterior (e.g., first and second order moments of the density). As a final note on the perceptual model, it is worth pointing out that recognition, i.e. the sequence of representations, lðu,qÞ~fl1 ,l2 , . . .g, has an explicit Markovian form:



a ~arg min Qh ðaÞ ð



a



   Qh ðaÞ~ ‘h ðx,aÞpq xu,m(p) dx



ð3Þ



where the expectation is with regard to the posterior density on the hidden states. This renders optimal decisions dependent upon both the perceptual model m(p) and the loss-function ‘. The complete-class theorem ([34]) states that any given policy or decision-rule for at least one pairing of model and  is optimal  loss-function m(p) ,‘ . Crucially, this pair is never unique; i.e. the respective contribution of the two cannot be identified uniquely from observed behaviour. This means that the inverse Bayesian decision theoretic (IBDT) problem is ill-posed in a maximum likelihood sense. Even when restricted to inference on the lossfunction (i.e., when treating the perceptual model as known) it can be difficult to solve (e.g., see [39] or [40]). This is partly because solving Equations 2 and 3 is analytically intractable for most realistic perceptual models and loss-functions. However, this does not mean that estimating the parameters q and h from observed behaviour is necessarily ill-posed: if prior knowledge about the structure of the perceptual and response models is available we can place priors on the parameters. The ensuing regularisation facilitates finding a unique solution. In the following, we describe an approximate solution based upon a variational Bayesian formulation of perceptual recognition. This allows us to find an approximate solution to Equation 2 and simplify the IBDT problem for inference on subject-specific cognitive representations that underlie behaviourally observed responses.



lt ~f ðlt{1 ,ut ,qÞ f : lt{1 ? arg max Ft(p) lt



" #{1 Lf L2 Ft(p) L2 Ft(p) ~{ 2 Llt{1 Llt Llt{1 Llt q,ut



where the evolution function f : lt{1 {? lt is analytical and depends on the perceptual model through the perceptual free energy. Note that the last line of equation 5 is obtained with the use of implicit derivatives. In summary, recognition can be formulated as a finite-dimensional analytical state-space model (c.f. Equation 5), which, as shown below, affords a significant simplification of the IBDT problem. Note that under the Laplace approximation (see Appendix S1), the sufficient statistics l are simply the mode of the approximate posterior, and the gradient of the evolution function w.r.t. l writes: Lf L2 Ft(p) ~St Llt{1 Llt Llt{1



Variational treatment of the perceptual model Variational Bayesian inference furnishes an approximate   posterior density on the hidden states qðxjlÞ&pq xu?t ,m(p) , which we assume to be encoded by some variables l:lðu,qÞ in the brain. These are the sufficient statistics (e.g., mean and variance) of the subject’s posterior belief. They encode the subject’s representation and depend on sensory inputs and parameters of the perceptual model. Recognition now becomes the mapping from sensory inputs to the sufficient statistics q lt ðu,qÞ : u?t {? lt . We will refer to lt as the representation at time (or trial) t. In variational schemes, Bayes’ rule is implemented by optimising a free-energy bound Ft(p) on the log-evidence for a model, where by Jensen’s inequality



The response model To make inferences about the subject’s perceptual model we need to embed it in a generative model of the subject’s responses. This is because for the experimenter the perceptual representations are hidden states; they can only be inferred through the measured physiological or behavioural responses y that they cause. The response model mðrÞ can be specified in terms of its likelihood (first equation) and priors (second equation)



l



Ft(p) ~



      p u?t ,xt m(p) dxt ƒ ln p u?t m(p) qðxt jlÞ ln qðxt jlÞ



ð4Þ



     p yjh,q,u,m(r) ~ P p yt h,q,u,m(r) t          p h,qm(r) ~p qm(r) p hm(r)



Maximizing the perceptual free-energy Ft(p) minimizes the   Kullback-Leibler divergence between the exact pq xu?t ,m(p) and approximate qðxjlt Þ posteriors. Strictly speaking, the freeenergy in this and subsequent equations of this paper should be PLoS ONE | www.plosone.org



ð6Þ



where St is the second-order moment of the approximate posterior (the covariance matrix), which measures how uncertain are subjects about the object of recognition. This is important since it means that learning effects (i.e. the influence of the previous representation onto the current one) are linearly proportional to perceptual uncertainty (as measured by the posterior variance).



lt (u,q)~ arg max Ft(p) ð



ð5Þ



ð7Þ



Note that the observed trial-wise responses fy1 ,y2 , . . .g are conditionally independent, given the current representation. The 4



December 2010 | Volume 5 | Issue 12 | e15554



Observing The Observer: Theory



unknown parameters h of the response model determine how the subject’s representations are expressed in measured responses (and include the parameters of any loss-function    used to optimise the response; see below). The priors p h,qm(r) cover the parameters of both the response and perceptual models. The dependence of (p) the response model m(r) upon the perceptual  model m is implicit in the form of the recognition process lt u,q,m(p) . This paper deals with neuroscientific measurements of physiological or behavioural responses. For this class of responses, the form of the likelihood of the response model can be described by a h mapping gðlt ,hÞ : lt {? yt from the representation to the measurement. For example, the response likelihood can be expressed as the state-space model yt ~gðlt ,hÞzet lt ~f ðlt{1 ,ut ,qÞ



)



   [p yt h,q,u,m(r) ~N ðgðlt ðu,qÞ,hÞ,UÞ



r(h,q)~ arg max F (r) r



      p y,h,qu,m(r) dhdqƒln p yu,m(r) ,m(p) ð10Þ r(h,q)             p y,h,qu,m(r) ,m(p) ~p yh,q,u,m(r) ,m(p) p hm(r) p qm(p) ð



F (r) ~ r(h,q) ln



This furnishes an approximate posterior density rðh,qÞ on the response and perceptual parameters. Furthermore, we can use the free-energy F (r) as a lower bound approximation to the log-evidence for the i-th perceptual model, under the j-th response model     (p) Fij(r) &ln p yu,m(r) j ,mi



ð8Þ



where h are response parameters that are required to specify the mapping and ek is a zero-mean Gaussian residual error with covariance U. The evolution function f models the time (or trial) dependent recognition process (see Equation 5 above). The observation mapping g could be a mapping between representations and neuronal activity as measured with EEG or fMRI (see e.g. [7]), or between representations and behavioural responses (e.g. [44]). In the context of IBDT, the measured response is an action or decision that depends on the representation. Rationality assumptions then provide a specific (and analytic) form for the mapping to observed behaviour



Note that F (r) as an approximation to the evidence of the response model should not be confused with the perceptual free energy F (p) in Equation 4. This bound can be evaluated for all plausible pairs of perceptual and response models, which can then be compared in terms of their evidence in the usual way. Crucially, the free-energy F (r) accounts for any differences in the complexity of the perceptual or response model [45]. Furthermore, this variational treatment allows us to estimate the perceptual parameters, which determine the sufficient statistics l of the subject’s representation. This means we can also estimate the subject’s posterior belief, while accounting for our (the experimenter’s) posterior uncertainty about the model parameters



g : lt ? arg min Qh ða,lt Þ a



"



2



Lg L Qh ~{ Llt La2



#{1



2



L Qh LaLlt



   ^ qðxjlÞ&q xErðq,hÞ ½l ð12Þ    where rðq,hÞ&p q,hy,m(r) is the variational approximation to the marginal posterior of the perceptual parameters, obtained by inverting the response model (see Equation 10). In general, equation 12 means that our estimate of the subject’s uncertainty may be ‘‘inflated’’ by our experimental uncertainty (c.f. equation 23 below and discussion section). Lastly, the acute reader might have noticed that there is a link between the response free energy and the perceptual free energy. Under the Laplace approximation (see Appendix S1), it actually becomes possible to write the former as an analytical function of the latter:



ð9Þ



Qh ða,lt Þ~Eqðxjlt Þ ½‘h ðx,aÞ where Qh ða,lt Þ is the posterior risk (Equation 3). In economics and reinforcement learning decisions are sometimes considered as being perturbed by noise (see, e.g. [23]) that scales with the posterior risk of admissible decisions. The response likelihood that encodes the ensuing policy then typically takes the form of a logit or softmax (rather than max) function. To invert the response model we need to specify the form of the loss-function ‘h ðx,aÞ so that the subject’s posterior risk Qh ða,lt Þ can be evaluated. We also need to specify the perceptual model mð pÞ and the (variational Bayesian) inversion scheme that determine the subject’s representations. Given the form of the perceptual model (that includes priors) and the loss-function (that encodes preferences and goals), the observed responses depend only on the perceptual parameters q (that parameterize the mapping of sensory cues to brain states) and response parameters h (that parameterize the mapping of brain states to responses). Having discussed the form of response models, we now turn to their Bayesian selection and inversion.



1 1 1 1 F (r) ~{ ^eT U{1^e{ ^eq T Sq {1^eq { ^eh T Sh {1^eh { lnjUj 2 2 2 2 1 1 1  (r)  p{n { lnjSq j{ lnjSh jz ln S z l 2 2 2 2   



^ ,^ ^e~y{g arg max F (p) q h



ð13Þ



l



  ^{E qm(r) ^eq ~q   ^eh ~^ h{E hm(r)



Variational treatment of the response model Having specified the response model in terms of its likelihood and priors, we can recover the unknown parameters describing the subject’s prior belief and loss structure, using the same variational approach as for the perceptual model (see Appendix S1): PLoS ONE | www.plosone.org
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where the response model is of the form given in equation 8 and we have both assumed that the residuals covariance U was known 5
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and dropped any time/trial index for simplicity. In equation 13, ^e is the estimated model residuals and ^eq (respectively, ^eh ) is the estimated deviations of the perceptual (respectively, response)   parameters to their prior expectations E qm(r) (respectively,   E hm(r) ), under the response model. These prior expectations (as well as any precision hyperparameters of the response model) can be chosen arbitrarily in order to inform the solution of the IBDT problem, or optimized in a hierarchical manner (see for example companion paper). Note that S(r) is the second-order moment (covariance matrix) of the approximate posterior rðq,hÞ over the perceptual and response parameters (whose dimension is p), n is the dimension of the data and e is the response model residuals (see equation 8). The posterior covariance S(r) quantifies how well information about perceptual and response model parameters can be retrieved from the (behavioural) data: 2



  LgT {1 Lg zS{1 6  U h Lh^h 6 Lh ^h (r) S ~6   6 4 Lg T {1 Lg U Lqq^ Lh^h
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m



ð16Þ



‘h ðx,x,nÞ~ðx{xÞ2 zhn



ð17Þ



where x is the subject’s estimator of the mean of the signal and h balances the accuracy term with the (linear) cost of sampling size n. Subjects have to choose both a sampling size n and an estimator x of the mean signal, which are partly determined by our response parameter h. We now ask the question: what can we say about the subject’s belief upon the signal mean, given its observed behaviour? Under the perceptual model given in equation 16, it can be shown that the perceptual free energy, having observed n samples of the signal, has the following form:



ð14Þ



1 Fn(p) ~{ 2



n X



! 2
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ðus {mÞ {qm zð1{nÞln 2pzln q{ln C ð18Þ



s~1



where the optimal sufficient statistics l~  ðm,C Þ of the subject’s (Gaussian) posterior density qðxjlÞ~p xu?n ,m(p) of the mean signal are given by:



where Sh (respectively, Sq ) is the prior covariance matrix of the response (respectively, perceptual) parameters. Equation 14 is important, since it allows one to analyze potential non-identifiability issues, which would be expressed as strong non-diagonal elements in the posterior covariance matrix S(r) . It can be seen from equation 14 that, under the Laplace approximation, the second-order moment S(r) of the approximate posterior density rðq,hÞ over perceptual and response model parameters is generally dependent upon its first-order moment   ^ ,^h . The latter, however, is simply found by minimizing a q regularized sum-of-squared error:  ^ ,^h ~ arg min eT U{1 ezeT S{1 eq zeT S{1 eh q q q h h



 (   p us x,m(p) ~N ðx,1Þ Vs~1,:::,n :      p xm(p) ~N 0,q{1



where x is the unknown mean of the signal us , s indexes the samples (s~1, . . . ,n), q is the prior precision of the mean signal (unknown to us) and we have assumed that subjects know the (unitary) variance of the signal. In this example, q is our only perceptual parameter, which will be shown to modulate the subject’s observed responses. The loss function of this task is a trade-off between accuracy and number of samples and could be written as:
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Equation 19 shows that the posterior precision grows linearly with the number of samples. Under the loss function given in equation 17, it is trivial to show that the posterior risk, having observed n samples of the signal, can then be written as:



ð15Þ



ðq,hÞ



Note that equation 15 does not hold for inference on hyperparameters (e.g., residual variance U). In this case, variational Bayesian under the Laplace approximation iterates between the optimization of parameters and hyperparameters, where the latter basically maximize a regularized quadratic approximation to Equation 13. We refer the interested reader to the Appendix S1 of this manuscript, as well as to [46].



Qh ðl,x,nÞ~ðx{mðnÞÞ2 zC ðnÞzhn



ð20Þ



From equation 19, it can be seen that the optimal estimator of the mean signal is always equal to the its posterior mean, i.e.: x  ~mðnÞ, where n is the optimal sample size: n~ arg min Qh ðl,x  ,nÞ n



Results



1 ~h{2 {q



ð21Þ



A simple perception example Consider the following toy example: subjects are asked to identify the mean of a signal u using the fewest samples of it as possible. We might consider that their perceptual model m(p) is of the following form: PLoS ONE | www.plosone.org



We consider that both the chosen mean signal estimator and the sample size are experimentally measured, i.e. the response model has the following form: 6
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m(r)



8    p yh,q,m(r) ~N ðgðh,lðqÞÞ,UÞ > > > > > 2 3 > 1 P > > x  ~h2 us < 6 7 s : gðh,lðqÞÞ~4 5 > > 1 { > > n  ~h 2 {q > > > >    : p h,qm(r) !1



recognition process. This means that it will always be possible to optimize the experimental design with respect to the sensory signals u, provided that a set of perceptual and response models are specified prior to the experiment. ð22Þ



Summary In summary, by assuming that subjects a bound on the   optimise  evidence or marginal likelihood p um(p) for their perceptual model, we can identify a sequence of unique brain states or representations l encoding their posterior beliefs qðxjlÞ&pðxjuÞ. This representation, which is conditional upon a perceptual model m(p) , then enters a response model m(r) of measured behavioural responses y. This is summarised in Figure 1. Solving the IBDT problem, or observing the observer, then reduces to inverting the response model, given experimentally observed behaviour. This meta-Bayesian approach provides an approximate solution to the IBDT problem; in terms of model comparison for any combinations of perceptual and response models and inference on the parameters of those models. This is important, since comparing different perceptual models m(p) i (respectively response models) in the light of behavioural responses means we can distinguish between qualitatively different prior beliefs (respectively utility/loss functions) that the subject might use. We illustrate this approach on an application to associative learning in a companion paper ‘Observing the observer (II): deciding when to decide’.



where U is the variance of the response model residuals, g is the mapping from the representation of the mean signal (as parameterized by the sufficient statistics l) to the observed choices and we have used non informative priors on both perceptual and response parameters. Following equation 14, it can be shown that, under the Laplace approximation, the experimenter’s posterior covariance on the perceptual and response parameters is given by: 2
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     ^ is the first-order moment of rðh,qÞ&p h,qy,m(r) , where h^,q the approximate posterior density on the model parameters. These estimates are found by maximizing their variational energy (c.f. equation 15). The covariance matrix S(r) in equation 23 should not be confused with C ðnÞ in equation 19, which is the secondorder moment (variance) of the subject’s posterior density over the mean signal x. The latter is an explicit function of the prior precision q over the mean. The former measures the precision with which one can experimentally estimate q, given behavioural measures y. Following equations 12 and 23, the experimenter estimate of the subject’s belief about the signal mean can then be approximated (to first order) as: 0 1 ^qðxjlÞ&N @^h2
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Discussion We have described a variational framework for solving the Inverse Bayesian Decision Theory (IBDT) problem in the context of perception, learning and decision-making. This rests on formulating a generative model of observed subject responses in terms of a perceptual-response model pair (Figure 1): Ideal Bayesian observer assumptions map experimental stimuli to perceptual representations, under a perceptual model; m(p) : x {q?u; while representations determine subject responses, under a response model; m(r) : l {h?y. The central idea of our approach is to make inversion of the perceptual model (i.e. recognition: u {q?l) part of the response model. This provides a complete mapping m(r) : u {q?l {h?y from experimental stimuli to observed responses. We have used the term ‘meta-Bayesian’ to describe our approach because, as they observe the observer, experimenters make (Bayesian) statistical inferences about subject’s (Bayesian) perceptual inferences (i.e., an inference about an inference). In other words, we solve the inverse problem of how subjects solve theirs. The subject’s inverse problem is to recognize (estimate) the hidden causes of their sensory signals, under some prior assumptions (the perceptual model) about these causes. In contrast, the experimenter’s inverse problem is to identify both the subject’s prior beliefs (which influence their recognition process) and their preferences (which maps their recognition process to decisions expressed by observed actions). This is closely related to, but distinct from, ‘meta-cognition’, where subjects make inferences about their own inferences (for example, when rating one’s confidence about a decision). Having said this, some forms of meta-cognition could be modelled using the proposed metaBayesian framework. For example, theory of mind [50]; i.e. the ability to identify the beliefs and intentions of others, could also be framed as solving the inverse problem of how others have solved theirs (see [51] for a discussion of related issues about bounded rationality in the context of game theory). Note that the recognition process u {q?l is expected to (strongly?) depend on the subject’s priors about the hidden state
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It can be seen from equation 24 that the variance U of the response model residuals linearly scales our estimate of the subject’s uncertainty about the signal mean x. This is because we accounted for our (the experimenter’s) uncertainty about the model parameters. A number of additional comments can be made at this point. First, the optimal sample size given in equation 21 can be related to evidence accumulation models (e.g. [47–49]). This is because the sample size n plays the role of artificial time in our example. As n increases, the posterior variance C ðnÞ decreases (see equation 19) until it reaches a threshold that is determined by h. This threshold is such that the gain in evidence (as quantified by the decrease of C ðnÞ) just compensates for the sample size cost hn. It should be noted that there would be no such optimal threshold if there was no cost to sensory sampling. Second, it can be seen from equation 23 that our posterior uncertainty about the model (response and perceptual) parameters decreases with the power of the sensory signals u. This means that, from an experimental design perspective, one might want to expose the subjects with sensory signals with high magnitude. More generally, the experimenter’s posterior covariance matrix will always depend onto the sensory signals, through the PLoS ONE | www.plosone.org
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of affairs, which is shaped by their previous sensory experiences. This means that we expect the subject’s behaviour to vary according to their subjective prior beliefs. The latitude afforded by a dependence on priors is a consequence of optimal perception; and the nature of perceptual illusions has provided very useful insights into the structure of priors the brain might use (see e.g., [16] or [14]). These experiments can be thought of as having disclosed ‘effective’ (context-dependent) priors of the brain, in the sense that they revealed a specific aspect of the highly complex perceptual model that underlies the brain’s perceptual and learning machinery. According to the complete class theorem (see e.g., [34]), there is always at least a set of priors and loss functions that can explain any observed behaviour. This means that one might not be able to experimentally refute the hypothesis that the brain acts as a Bayesian observer. However, one might be able to experimentally identify the effective priors of this virtual brain, which should prove useful in robustly predicting behavioural trends. It is possible (in principle) to use the current framework with experimental measures of neurophysiological responses (c.f. section ‘The response model’). To do this, one would need to specify the response model in terms of how neural activity encodes subjective representations and how brain connectivity subtends recognition and learning. Such principles have already been proposed as part of the ‘Bayesian brain’ hypothesis (see, e.g., [7,52,53,13]). In brief, the perceptual model is assumed to be hierarchically deployed in sensory cortex. Recognition is mapped onto this anatomical hierarchy through top-down predictions and bottom-up prediction error messages between different levels of a hierarchical perceptual model, to provide a Bayesian variant of predictive coding [6]. Note that these theories also consider the role of neuromodulators [54– 55] and the nature of motor outputs; i.e. behavioural responses ([22,56,57,58,59]). However, there is an ongoing debate about the ‘‘site’’ of decision-making in the cortex (e.g. [60]) and so far no comprehensive theory exists that describes, in precise terms, the neural and computational substrates of high-level decisions and associated processes, such as the affective value of choices. Experimental measures of decisions or choices deserve an additional comment. This is because in this case, care has to be taken with approximations to the optimal policy, when closedform solutions are not available. This might be an acute problem in control theoretic problems, where actions influence the (hidden) states of the environment. In this case, the posterior risk becomes a function of action (which is itself a function of time). Minimizing the posterior risk then involves solving the famous Bellman equation (see e.g. [61]), which does not have closed-form solutions for non-trivial loss-functions. The situation is similar in game theory, when a subject’s loss depends on the decisions of the other players. So far, game theory has mainly focussed on deriving equilibria (e.g. Pareto and Nash equilibria, see [62]), where the minimization of posterior risk can be a difficult problem. Nevertheless, for both control and game theoretical cases, a potential remedy for the lack of analytically tractable optimal policies could be to compare different (closed-form) approximations in terms of their model evidence, given observed decisions. Fortunately, there are many approximate solutions to the Bellman equation in the reinforcement learning literature; e.g.: dynamic programming, temporal difference learning and Q-learning ([63– 65]). The complete class theorem states that there is always a pair of prior and loss functions, for which observed decisions are optimal in a Bayesian sense. This means it is always possible to interpret observed behaviour within a BDT framework (i.e., there is always a solution to the IBDT problem). Having said this, the proposed PLoS ONE | www.plosone.org



framework could be adapted to deal with the treatment of nonBayesian models of learning and decision making. For example, frequentist models could be employed, in which equation 3 would be replaced by a minimax decision rule: a  ~arg min max ‘ðx,aÞ. a x In this frequentist case, generic statistical assumptions about the response model residuals (see equations 7 and 8) would enable one to evaluate, as in the Bayesian case, the response model evidence (see equations 10 and 11). Since the comparison of any competing models (including Bayesian vs. non-Bayesian models) is valid whenever these models are compared in terms of their respective model evidence with regard to the same experimental data, our framework should support formal answers to questions about whether aspects of human learning and decision-making are of a non-Bayesian nature (cf. [66]). Strictly speaking, there is no interaction between the perceptual and the response model, because the former is an attribute of the subject and the latter pertains to the (post hoc) analysis of behavioural data. However, this does not mean that neurophysiological or behavioural responses cannot feedback to the recognition process. For example, whenever the observer’s responses influence the (evolution of the) state of the environment, this induces a change in sensory signals. This, in turn, affects the observer’s representation of the environmental states. The subtlety here is that such feedback is necessarily delayed in time. This means that at a given instant, only previous decisions can affect the observer’s representation (e.g., through current sensory signals). Another instance of meta-Bayesian inference (which we have not explored here) that could couple the perceptual model to the response model is when the subject is observing his or herself (cf. meta-cognition). The proposed meta-Bayesian procedure furnishes a generic statistical framework for (i) comparing different combinations of perceptual and response models and (ii) estimating the posterior distributions of their parameters. Effectively this allows us to make (approximate) Bayesian inferences about subject’s Bayesian inferences. As stated in the introduction, the general IBDT problem is ill-posed; i.e. there are an infinite number of priors and loss-function pairs that could explain observed decisions. However, restricting the IBDT problem to estimating the parameters of a specific perceptual model (i.e. priors) and loss-function pair is not necessarily ill-posed. This is because the restricted IBDT problem can be framed as an inverse problem and finessed with priors (i.e., prior beliefs as an experimenter on the prior beliefs and lossfunctions of a subject). As with all inverse problems, the identifiability of the BDT model parameters depends upon both the form of the model and the experimental design. This speaks to the utility of generative models for decision-making: the impact that their form and parameterisation has on posterior correlations can be identified before any data are acquired. Put simply, if two parameters affect the prediction of data in a similar way, their unique estimation will be less efficient. Above, we noted (equation 12) that estimates of the subject’s uncertainty might be inflated by experimental uncertainty. This may seem undesirable, as it implies a failure of veridical inference about subjects’ beliefs (uncertainty). However, this non-trivial property is a direct consequence of optimal meta-Bayesian inference. The following example may illustrate how experimental uncertainty induces uncertainty about the subject’s representation: Say we know that the subject has a posterior belief that, with 90%pconfidence, some hidden state x lies within an interval ﬃﬃﬃﬃﬃ l1 + l2 , where l1 ~E ½xju is their representation of x, and l2 ~Var½xju is the perceptual uncertainty. Now, we perform an experiment, measure behavioural responses y, and estimate l1 to pﬃﬃﬃﬃ lie within the credible interval ^ l1 + S, where ^ l1 ~E ½l1 j y is our 8
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experimental estimate of l1 and S~Var½mj y measures our experimental uncertainty about it. Then, our estimate of the subject’s credible interval, when accounting for our experimental pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ﬃ ^ + l2 zS. In general, this means that uncertainty about l1 , is m estimates of the subject’s uncertainty are upper bounds on their actual uncertainty and these bounds become tighter with more precise empirical measures. Finally, it is worth highlighting the importance of experimental design for identifying (Bayesian decision theoretic) models. This is because perceptual inference results from interplay between the history of inputs and the subject’s priors. This means that an experimenter can manipulate the belief of the observer (e.g., creating illusions or placebo effects) and ensure the model parameters can be quantified efficiently. In our example, the identifiability of the perceptual and response parameters is determined by the magnitude of the sensory signals. This can then be optimized as part of the experimental design. More generally, the experimental design could itself be optimized in the sense of maximising sensitivity to the class of priors to be disclosed. In general, one may think of this as optimizing the experimental design for model comparison, which can be done by maximizing the discriminability of different candidate models ([67]). In summary, the approach outlined in this paper provides a principled way to compare different priors and loss-functions



through model selection and to assess how they might influence perception, learning and decision-making empirically. In a companion paper [68], we describe a concrete implementation of it and demonstrate its utility by applying it to simulated and real reaction time data from an associative learning task.



Supporting Information Appendix S1 Appendix S1 (‘the variational Bayesian approach’) is included as ‘supplementary material’. It summarizes the mathematical details of variational approximation to Bayesian inference under the Laplace approximation. (DOC)
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Abstract In a companion paper [1], we have presented a generic approach for inferring how subjects make optimal decisions under uncertainty. From a Bayesian decision theoretic perspective, uncertain representations correspond to ‘‘posterior’’ beliefs, which result from integrating (sensory) information with subjective ‘‘prior’’ beliefs. Preferences and goals are encoded through a ‘‘loss’’ (or ‘‘utility’’) function, which measures the cost incurred by making any admissible decision for any given (hidden or unknown) state of the world. By assuming that subjects make optimal decisions on the basis of updated (posterior) beliefs and utility (loss) functions, one can evaluate the likelihood of observed behaviour. In this paper, we describe a concrete implementation of this meta-Bayesian approach (i.e. a Bayesian treatment of Bayesian decision theoretic predictions) and demonstrate its utility by applying it to both simulated and empirical reaction time data from an associative learning task. Here, inter-trial variability in reaction times is modelled as reflecting the dynamics of the subjects’ internal recognition process, i.e. the updating of representations (posterior densities) of hidden states over trials while subjects learn probabilistic audio-visual associations. We use this paradigm to demonstrate that our meta-Bayesian framework allows for (i) probabilistic inference on the dynamics of the subject’s representation of environmental states, and for (ii) model selection to disambiguate between alternative preferences (loss functions) human subjects could employ when dealing with trade-offs, such as between speed and accuracy. Finally, we illustrate how our approach can be used to quantify subjective beliefs and preferences that underlie inter-individual differences in behaviour. Citation: Daunizeau J, den Ouden HEM, Pessiglione M, Kiebel SJ, Friston KJ, et al. (2010) Observing the Observer (II): Deciding When to Decide. PLoS ONE 5(12): e15555. doi:10.1371/journal.pone.0015555 Editor: Olaf Sporns, Indiana University, United States of America Received August 5, 2010; Accepted November 12, 2010; Published December 14, 2010 Copyright: ß 2010 Daunizeau et al. This is an open-access article distributed under the terms of the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited. Funding: This work was funded by the Wellcome Trust (HDO, KJF), SystemsX.ch (JD, KES) and NCCR ‘‘Neural Plasticity’’ (KES). The authors also gratefully acknowledge support by the University Research Priority Program ‘‘Foundations of Human Social Behaviour’’ at the University of Zurich (JD, KES). The funders had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript. Competing Interests: The authors have declared that no competing interests exist. * E-mail: [email protected]



sensory surprise (in a statistical sense). More precisely, the variational Bayesian approach minimizes the so-called ‘‘free energy’’, which is a lower bound on (statistical) surprise about the sensory inputs. The ensuing probabilistic subjective representation of hidden states (the posterior belief) then enters a response model of measured behavioural responses. Critically, decisions are thought to minimize expected loss or risk, given the posterior belief and the subject-specific loss (or utility) function that encodes the subject’s preferences. The response model thus provides a complete mechanistic mapping from experimental stimuli to observed behaviour. Over time or trials, the response model has the form of a state-space model (e.g., [9]), with two components: (i) an evolution function that models perception and learning through surprise minimization and (ii) an observation function that models decision making through risk minimization. Solving the IBDT problem, or observing the observer, then reduces to inverting this state-space response model, given experimentally measured behaviour. This meta-Bayesian approach (experimenters make Bayesian inferences about subject’s Bayesian inferences) provides an approximate solution to the IBDT problem in that it enables comparisons of competing (perceptual and response) models and inferences on the parameters of those models. This is important, since evaluating the evidence of, for example, different



Introduction How can we infer subjects’ beliefs and preferences from their observed decisions? Or in other terms, can we identify the internal mechanisms that led subjects to act, as a response to experimentally controlled stimuli? Numerous experimental and theoretical studies imply that subjective prior beliefs, acquired over previous experience, strongly impact on perception, learning and decisionmaking ([2–6]). We also know that preferences and goals can impact subjects’ decisions in a fashion which is highly contextdependent and which subjects may be unaware of ([7–8]). But how can we estimate and disentangle the relative contributions of these components to observed behaviour? This is the nature of the socalled Inverse Bayesian Decision Theory (IBDT) problem, which has been a difficult challenge for analytical treatments. In a companion paper [1], we have described a variational Bayesian framework for approximating the solution to the IBDT problem in the context of perception, learning and decisionmaking studies. Subjects are assumed to act as Bayesian observers, whose recognition of the hidden causes of their sensory inputs depends on the inversion of a perceptual model with subject-specific priors. The Bayesian inversion of this perceptual model derives from a variational formulation, through the minimization of PLoS ONE | www.plosone.org
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visual stimuli (faces or houses) following an auditory cue. The subjects performed a speeded discrimination task on the visual stimuli. On each trial, one of two possible auditory cues was presented (simple tones of different frequencies; C1 and C2), each predicting the subsequent visual cue with a different probability. The subjects were told that the relationship between auditory and visual stimuli was probabilistic and would change over time but that these changes were random and not related to any underlying rule. The reaction-time (from onset of visual cue to button press) was measured on each trial. The probability of a given visual outcome or response cue, say face, given C1 was always the same as the probability of the alternative (house) given C2: pðfaceDC1 Þ~1{pðfaceDC2 Þ. Moreover, since the two auditory cues occurred with equal frequency, the marginal probability of a face (or house) on any given trial was always 50%. This ensured that subjects could not be biased by a priori expectations about the outcome. In the original regression analyses in [12] no differences were found between high and low tone cues, nor any interactions between cue type and other experimental factors; here, we therefore consider the trials cued by C1 and C2 as two separate (intermingled, but non-interacting) sequences. This allows us to treat the two sequences as replications of the experiment, under two different auditory cues. We hoped to see that the results were consistent under the high and low tone cues. A critical manipulation of the experiment was that the probabilistic cue-outcome association pseudorandomly varied over blocks of trials, from strong pðfaceDC Þ~0:9, and moderate pðfaceDC Þ~0:7, to random pðfaceDC Þ~0:5. Our subjects were informed about the existence of this volatility without specifying the structure of these changes (timing and probability levels). We prevented any explicit search for systematic relationships by varying the length of the blocks and by presenting predictive and random blocks in alternation. In one session, each block lasted for 28–40 trials, within which the order of auditory cues was randomized. Each of five sessions lasted approximately seven minutes. On each trial, an auditory cue was presented for 300 ms, followed by a brief (150 ms) presentation of the visual outcome. In order to prevent anticipatory responses or guesses, both the intertrial interval (20006650 ms) and visual stimulus onset latency (150650 ms) were jittered randomly. The conventional analysis of variance (ANOVA) of the behavioural measures presented in [12] demonstrated that subjects learned the cue-outcome association: reaction times to the visual stimuli decreased significantly with increasing predictive strengths of the auditory cues. In what follows, we try to better understand the nature of this learning and the implicit perceptual models the subjects were using.



response models in the light of behavioural responses means we can distinguish between different loss functions (and thus preferences) subjects might have. This paper complements the theoretical account in the companion paper by demonstrating the practical applicability of our framework. Here, we use it to investigate what computational mechanisms operate during learning-induced motor facilitation. While it has often been found that (correct) expectations about sensory stimuli speed up responses to those stimuli (e.g. [10–11]), explaining this acceleration of reaction times in computationally mechanistic terms is not trivial. We argue that such an explanation must take into account the dynamics of subjective representations, such as posterior beliefs about the causes that generate stimuli, and their uncertainty, as learning unfolds over trials. Throughout the text, ‘‘representation’’ refers to posterior densities of states or parameters. We investigate these issues in the context of an audiovisual associative learning task [12], where subjects have to categorize visual stimuli as quickly as possible. We use this task as a paradigmatic example of what sort of statistical inference our model-based approach can provide. As explained in detail below, this task poses two interesting explananda for computational approaches: (i) it relies upon a hierarchical structure of causes in the world: visual stimuli depend probabilistically on preceding auditory cues whose predictive properties change over time (i.e., a volatile environment), and (ii) it introduces a conflict in decision making, i.e. a speed-accuracy trade-off. We construct two Bayesian decision theoretic (BDT) response models based upon the same speed-accuracy trade-off (c.f. [13] or [14]), but differing in their underlying perceptual model. These two perceptual models induce different learning rules, and thus different predictions, leading to qualitatively different trial-by-trial variations in reaction times. We have chosen to focus on reaction time data to highlight the important role of the response model and to show that optimal responses are not just limited to categorical choices. Of course, the validity of a model cannot be fully established by application to empirical data whose underlying mechanisms or ‘‘ground truth’’ are never known with certainty. However, by ensuring that only one of the competing models was fully consistent with the information given to the subjects, we established a reference point against which our model selection results could be compared, allowing us to assess the construct validity of our approach. Furthermore, we also performed a simulation study, assessing the veracity of parameter estimation and model comparison using synthetic data for which the ground truth was known.



Methods How does learning modulate reaction times? In this section, we first describe the associative learning task, and then the perceptual and response models we have derived to model the reaction time data. We then recall briefly the elements of the variational Bayesian framework which is described in the companion paper in detail and which we use to invert the response model given reaction time data. Next, we describe the Monte-Carlo simulation series we have performed to demonstrate the validity of the approach. Finally, we summarize the analysis of real reaction time data, illustrating the sort of inference that can be derived from the scheme, and establishing the construct validity of the approach.



Perceptual and response models The first step is to define the candidate response models that we wish to consider. In what follows, we will restrict ourselves to two qualitatively different perceptual models, which rest on different prior beliefs and lead to different learning rules (i.e. posterior belief update rules or recognition processes). To establish the validity of our meta-Bayesian framework, the two models used for the analysis of the empirical data were deliberately chosen such that one of them was considerably less plausible than the other: whereas a ‘‘dynamic’’ model exploited the information given to the subjects about the task, the other (‘‘static’’) model ignored this information. This established a reference point for our model comparisons (akin to the ‘‘ground truth’’ scenario used for validating models by simulated data). These perceptual models were combined with a loss-function embodying the task instructions to form a complete BDT response model. This loss-function



The associative learning task The experimental data and procedures have been reported previously as part of a functional magnetic resonance imaging study of audio-visual associative learning [12]. We briefly summarize the main points. Healthy volunteers were presented PLoS ONE | www.plosone.org
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(1) x(1) k [f0,1g is an indicator state that signals the category (xk ~1: (1) house, xk ~0: face), and a is the standard deviation of visual outcomes around the average face/house images. During perceptual categorization, subjects have to recognize x(1) k , given all the sensory information to date. As faces and houses are wellknown objects for whose categorisation subjects have a life-long experience, it is reasonable to assume that ðg1 ,g2 Þ and a are known to the subjects. The hidden category states x(1) k have a prior Bernoulli distribution conditioned on the cue-outcome associative strength x(2) k :



had two opposing terms, representing categorization errors and the decision time, respectively, and thus inducing the speedaccuracy trade-off of the task. We now describe the form of these probabilistic models and their inversion. Perceptual models. The sensory signals (visual outcomes) u presented to the subjects were random samples from two sets of images, composed of eight different faces and eight different houses, respectively. A two-dimensional projection of these images onto their two first principal eigenvectors clearly shows how faces and houses cluster around two centres that can be thought of as an ‘‘average’’ face and house, respectively (see Figure 1). We therefore assumed the sensory inputs u to be as a univariate variable (following some appropriate dimension reduction), whose expectation depends upon the hidden state (face or house). This can be expressed as a likelihood that is a mixture of Gaussians:     x(1)   1{x(1) k p uk Dx(1) ~ N g1 ,a2 k N g2 ,a2 k



       (2) p x(1) ~Bernoulli s x(2) k xk k  x(1)   1{x(1) k k ~s x(2) 1{s x(2) k k



ð1Þ



Here ðg1 ,g2 Þ are the expected sensory signals caused by houses and faces (the ‘‘average’’ face and house images), k is a trial index,



s : x?



ð2Þ



expðxÞ 1zexpðxÞ



Figure 1. 2D projection of the visual stimuli that were presented to the subjects (two sets of eight face images and eight house images, respectively). X-axis: first principal component, y-axis: second principal component. On this 2D projection, house and face images clearly cluster (green and blue ellipses) around ‘‘average’’ face and house (green and blue stars), respectively. One might argue that these ellipses approximate the relative ranges of variations of faces and houses, as perceived by the visual system. doi:10.1371/journal.pone.0015555.g001



PLoS ONE | www.plosone.org



3



December 2010 | Volume 5 | Issue 12 | e15555



Observing the Observer: Application



    ~p x(1) maps the The sigmoid function s x(2) k k ~1DCi (2) associative strength xk to the probability of seeing a house given the present auditory cue Ci ði[f1,2gÞ. Figure 2 summarises the general structure of the perceptual models of associative learning in this paper. We considered two perceptual models that differed only in terms of prior beliefs about the associative strength. Although both models have a prior expectation of zero for the associative strength, they differ profoundly in their predictions about how that associative strength changes over time. This is reflected by the different roles of the perceptual parameter q in the two models:



N



associative strength has a constant value, x(2) 0 , across trials and is sampled from a Gaussian prior; i.e.:



pq







(2) x(2) k ~x0 : Vk    ~N 0,q{1 x(2) 0



ð3Þ



where q is its (fixed) prior precision. Here, the perceptual parameter q effectively acts as an (unknown) initial condition for the state-space formulation of the problem (see Equation 13 below).



The static perceptual model, m(p) 1 : Subjects were assumed to ignore the possibility of changes in associative strength and treat it as stationary. Under this model, subjects assume that the



N



The dynamic perceptual model m(p) 2 : Subjects assumed a priori that the associative strength x(2) k varied smoothly over time, according to



Figure 2. Conditional dependencies in perceptual models of associative learning. Left: cascade of events leading to the sensory outcomes. A Gaussian prior (with variance q) is defined at the level of the cue-outcome association x(2) . Passed through a sigmoid mapping, this determines the probability of getting a house (x(1) ~1) or a face (x(1) ~0). Finally, this determines the visual outcome u within the natural range of variation (a) of house/face images. Right: Equivalent graphical model. doi:10.1371/journal.pone.0015555.g002
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(2) previous trial, through the sufficient statistics m(2) k{1 and sk{1 . Therefore, these affect the current optimal sufficient statistics lk (including that of the outcome category), allowing learning to be (p) expressed over trials.  Optimizing   the  perceptual free energy Fk (1) (2) with respect to q xk and q xk yields the updated posterior densities of both the outcome category (face or house)



a first-order Markov process. This is modelled as a random walk with a Gaussian transition density:



pq







x(2) 0 ~0    (2) (2) {1 x(2) jx ,q ~N x kz1 k k



ð4Þ



    ~Bernouilli m(1) q x(1) k k



Here, q is the precision hyperparameter which represents the roughness (inverse smoothness) of changes in associative strength (i.e., its volatility).



p1 p1 zp2   2 1  p1 ~exp { 2 uk {g1 zln s m(2) k 2a  







  2 s(2) {s m(2) z s m(2) k k k



m(1) k ~



Note that the task information given to subjects did highlight the possibility of changes in cue strength. Therefore, from the point of view of the experimenter, it is more likely that the subjects relied upon the dynamic model to form their prior predictions. The choice of these two models was deliberate as it allowed for a clear prediction: we hoped to see that model comparison would show a pronounced superiority of the dynamic model (see section ‘Inverting the response model below’).



   2 1  {m(2) p2 ~exp { 2 u1k {g2 zln 1{s m(2) k k 2a     



2 s(2) {s m(2) z s m(2) k k k



Recognition: the variational Bayesian inversion of the perceptual model. Given the perceptual models described



above, we can now specify the recognition process in terms of their variational Bayesian inversion. The generic derivation of the recognition process is detailed in the companion paper [1]. In brief, subjects update n their belief o on-line, using successive stimuli (1) (2) (2) to optimise lk ~ mk ,mk ,sk , the sufficient statistics of the posterior density on the k-th trial. Under a mean-field/Laplace approximation to the joint posterior, these sufficient statisticsare (i)  m(1) , the first-order moment of the Bernoulli posterior q x(1) k   the firstabout the outcome category x(1) , and (ii) m(2) ,s(2) ,   and second- order moments of the Gaussian posterior q x(2) about k (2) the associative strength x . The recognition process derives from the minimization of the surprise conveyed by sensory stimuli at each trial. Within a variational Bayesian framework, negative surprise is measured (or, more precisely, lower-bounded) via the so-called perceptual free-energy Fk(p) [15]:



and of the associative strength     (2) (2) ~N m ,s q x(2) k k k



m(2) k ~ arg max I ðxÞ x



2



(2) s(2) 0 ~sk{1 zq



for the static model



ð8Þ



Note that functional form of the sufficient statistics above depends upon the perceptual model, through the variance parameter s(2) 0 , which in turn depends upon the precision parameter q (see Equation 6). This dependence is important, since it strongly affects the recognition process. Under the static perceptual model, equation 8 tells us that the subject’s posterior variance s(2) k about the associative strength is a monotonically decreasing function of trial index k. This means that observed cueoutcome stimuli will have less and less influence onto the associative strength representation, which will quickly converge. Under the dynamic perceptual model however, q scales the influence the past representation has onto the current one. In other words, it determines the subject’s speed of forgetting (discounting): the more volatile the environment, the less weight is assigned to the previous belief (and thus past stimuli) in the current representation. The key difference between the two perceptual models thus reduces to their effective memory. We (experimentally) estimate the parameter q through inversion of the response model m(r) , as summarized in the next section. This means the optimisation of perceptual representations has to be repeated for every value of q that is considered when observing the observer, i.e. during inversion of the response model. This is an important operational aspect of meta-Bayesian inference, where



ð5Þ ð5Þ



ð6Þ



for the dynamic model:



Note also that the perceptual free energy Fk(p) of the k-th trial depends on the representation of associative strength at the PLoS ONE | www.plosone.org



    2 {1 {s m(2) ~ s(2) zs m(2) 0 k k



2   1  I ðxÞ~ln sðxÞzx m(1) x{m(2) k {1 { k (2) 2s0



where the expectation is taken the approximate posterior  under   (2) :Þ denotes densities (representations) q x(1) and q x and S ð k k the Shannon entropy. Note that the variance parameter s(2) 0 depends on the perceptual model; i.e. (2) s(2) 0 ~sk{1



3{1



2  4L I  5 s(2) ~{ k Lx2 m(2) k



h     i      (2) zln p x(1) zln p x(2) Fk(p) ~E ln p uk x(1) k k xk k       (1) (2) zS q xk zS q xk    1  1 (1) 2 ðuk {g1 Þ2 {lna{ ln2p ~{ 2 m(1) k ðuk {g1 Þ z 1{mk 2a 2   1  2  



  (2) (1) (1) (2) (2) zmk mk {1 zln s mk z s mk {s mk s(2) k 2  
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(1) Qh ðc,tÞ~ð1{2cÞm(1) 0 zð1{2cÞDm0 ð1{expð{2h2 tÞÞ



inversion of the response model entails a nested inversion of the perceptual model. Response model: deciding when to decide. Following the description of the perceptual models, we now define the BDT mapping from representations to behaviour. We assume that subjects decide on the basis of an implicit cost that ranks possible decisions in terms of what decision is taken and when it is made. This cost is encoded by a loss-function    2 ‘h x(1) ,c,t ~ x(1) {c zh1 t



ð11Þ



zczh1 t: where the second response parameter h2 is an unknown scaling factor that controls the sensitivity to post-hoc prediction error. Note that in the present experimental context, the sensory evidence in favour of the outcome category is very strong. Hence, at convergence of the recognition process, there is almost no (1) perceptual uncertainty about the outcome (m(1) ? &x ). Thus, (1) regardless of the prior prediction m0 , the post-hoc prediction error (1) Dm(1) 0 is always positive when a house is presented (x ~1) and always negative when a face is shown (x(1) ~0). This means that categorization errors occur if: (C1) Dm(1) 0 v0 and c~1, or (C2) Dm(1) w0 and c~0. These conditions can be unified by rewriting 0 ð 2c{1 Þv0 (see the Appendix for further mathethem as Dm(1) 0 matical details). An interesting consequence is that categorization errors can be interpreted as reflecting optimal decision-making: they occur whenever the (learned) prior prediction of the visual (1) outcome is incorrect (e.g. m(1) 0 &0 despite x ~1) and the delay cost is high enough. In other words, categorization errors are optimal decisions if the risk of committing an error quickly is smaller than responding correctly after a longer period. Note that when Dm(1) 0 ð2c{1Þw0 (no categorization error), the posterior risk given in equation 11 is a convex function of decision time t. The shape of this convex function is controlled by both the error rate parameter h1 and the sensitivity h2 to post-hoc prediction error. Finally, Equation 11 yields the optimal reaction time:



ð9Þ



where c[f0,1g is the subject’s choice (face or house) and t[Rz is the decision time. The first term makes a categorisation error costly, whereas the second penalizes decision time. This loss-function creates a speed-accuracy conflict, whose optimal solution depends on the loss parameter h1 . Since the categorization error is binary, the loss parameter h1 can be understood as the number of errors subjects are willing to trade against one second delay. It is formally an error rate that controls the subject-dependent speed-accuracy trade-off. This can lead to an interaction between observed reaction times and choices, of the sort that explains why people make mistakes when in a hurry (see below). This loss  function is critical for defining optimal decisions: ‘h x(1) ,c,t returns the cost incurred by making choice c at time t while the outcome category is x(1) . Because subjects experience perceptual uncertainty about the outcome category, the optimal decision ðc  ,tÞ minimizes the expected loss, which is also referred to as posterior riskQh (this is discussed in more detail in the companion paper):



tðl,h,cÞ~ arg min Qh ðc,tÞ t



ðc  ,tÞ~arg min Qh ðc,tÞ c,t



ð     Qh ðc,tÞ~ ‘h x(1) ,c,t q x(1) dx(1)



ð10Þ



8 (1) > < 1 ln 2h2 Dm0 ð2c{1Þ ~ 2h2 h1 > : 0



Note that because the expectation is taken with regard to the posterior density on the hidden states (i.e., the belief about stimulus identity), optimal decisions (concerning both choice c and response time t) do not only depend on the loss-function ‘, but also on the perceptual model m(p) . To derive how posterior risk evolves over time within a trial, we make the representation of outcome category a function of withintrial peristimulus time t (dropping the trial-specific subscript k for clarity): m(1) ?m(1) ðtÞ. We can motivate the form of m(1) ðtÞ by assuming that the within-trial recognition dynamics derive from a gradient ascent on the perceptual free-energy Fk(p) . This has been recently suggested as a neurophysiologically plausible implementation of the variational Bayesian approach to perception ([3,16;17]). Put simply, this means that we account for the fact that optimizing the perceptual surprise with respect to the representation takes time. At each trial, the subject’s representation is initialized at her (1) prior prediction m(1) 0 :m ð0Þ, and asymptotically converges to the (1) optimum perceptual free energy m(1) ? : lim m ðtÞ. (Note that the



otherwise



Note that this equation has two major implications. First, as one would intuit, optimal reaction times and post-hoc prediction error show inverse behaviour: as the latter decreases, the former increases. Second, and perhaps less intuitive, the optimal reaction time when committing perceptual categorization errors is zero, because in this case the post-hoc prediction error is such that: Dm(1) 0 ð2c{1Þv0. The reader may wonder at this stage whether predicted RTs of zero are at all sensible. It should be noted that this prediction arises from the deterministic nature of Equation 12. When combined with a forward model accounting for random processes like motor noise (see Equation 13 below), non-zero predicted RTs result. Put simply, Equation 12 states that the cost of an error is reduced, if the decision time is very short.



Inverting the response model Together with equations 7 and 8, equations 11 and 12 specify the state-space form of our response model m(r) :



t??



prior prediction at the beginning of a trial, m(1) 0 , changes over trials due to learning the predictive properties of the auditory cue; see Equations 5–8 above). It turns out (see Appendix S1) that, the posterior risk in Equation 10 can be rewritten as a function of within-trial peristimulus time t and the difference Dm(1) 0 ~ (1) m(1) {m between the posterior representation and the prior ? 0 prediction of the outcome category (which can thus be thought of as a post-hoc prediction error): PLoS ONE | www.plosone.org



ð12Þ 2h2 Dm(1) 0 ð2c{1Þ if w1 , h1



(



yk ~tðlk ,h,cÞzek lk ~arg max Fk(p) ðlk{1 ,q,uk Þ



,



ð13Þ



where yk is the observed reaction time at trial k and the residuals ek *N ð0,UÞ, with precision U{1 ~h3 , account for (i.i.d. Gaussian) random variability in behavioural responses (e.g. motor noise). The 6
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where all sufficient statistics and gradients are evaluated at the mode Ð ^: q rðqÞdq of the approximate posterior rðqÞ and Var½qj y: q  2 Ð ^ rðqÞdq is the experimenter’s posterior variance about the q{q



second (evolution) equation models recognition through the minimization of perceptual free energy (or negative sensory surprise) and the first (observation) equation models decision making through the minimization of posterior risk. The functional form of the optimal decision time is given in equation 12 (evaluating the post-hoc prediction error Dm(1) 0 at the current trial) and that of the perceptual free energy is given in equation 5 (recall that learning effects are modulated by the perceptual parameter q). Equation 13 basically implies that the current reaction time yk is a nonlinear function of both the response parameters h and the perceptual parameter q, through the history of representations l1 ,l2 ,:::,lk . The trial-to-trial variation of reaction times y1 ,y2 ,:::,yk therefore informs us about both the hidden loss and the belief structures of the observer. The complete formulation of the probabilistic response model involves the definition of the likelihood function (directly derived from equation 13) and the prior density over the unknown model parameters ðq,hÞ. Here, we use weakly informative log-normal priors (see [18]) on the perceptual parameter q and the response parameters fh1 ,h2 g to enforce positivity. These are given in table 1. In addition, the variational Bayesian inversion of the response model makes use of  a mean field approximation p h,qDy,m(r) &rðh1 ,h2 ,qÞrðh3 Þ that separates the noise precision parameter h3 from the remaining parameters. Lastly, we relied on a Laplace approximation to the marginal posterior rðh1 ,h2 ,qÞ. This reduces the Bayesian inversion to finding the first- and second-order moments of the marginal posterior (see equations 13 and 14 in the companion paper [1] for a complete treatment). The algorithmic implementation of the variational Bayesian inversion of the response model is formally identical to that of a Dynamic Causal Model (DCM, see e.g. [19] for a recent review). The variational Bayesian scheme furnishes the approximate marginal posteriors and a lower bound on the response model evidence (via the  response free energy F (r) &p yDm(r) ), which is used for model comparison. One can also recover the representations since these are a function of the perceptual parameter q, for which we obtain a posterior density rðqÞ (see equations 12 and 14 in the companion paper [1]):



perceptual parameter.



Results In what follows, we first apply our approach to simulated data in order to establish the face validity of the scheme, both in terms of model comparison and parameter estimation. We then present an analysis of the empirical reaction-time data from the audio-visual associative learning task in [12].



Monte-Carlo evaluation of model comparison and parameter estimation We conducted two series of Monte-Carlo simulations (sample size = 50), under the static (series A) and dynamic perceptual models (series B). In each series, the (log) perceptual parameters were sampled from the intervals ½0,3 for series A and ½{2,2 for series B. For both series, the first two (log) response parameters were sampled from the interval ½{2,2. As an additional and orthogonal manipulation, we systematically varied the noise on reaction



 times across several orders of magnitude: h3 [ 1,10{2 ,10{4 . Each simulated experiment comprised a hundred trials and the sequence of stimuli was identical to that used in the real audio-visual associative learning study. We chose the parameters ða,mÞ of the perceptual likelihood such that that the discrimination ratio (a=Dm1 {m2 D&10) was approximately similar to that of the natural images (see Figure 1). We did not simulate any categorization error. For each synthetic data set, we used both static and dynamic perceptual models for inversion of the response model and evaluated the relative evidence of the perceptual models. Since we knew the ground truth (i.e., which model had generated the data) this allowed us to assess the veracity of model comparison. Figure 3 shows a single example of simulated recognition, in terms of the subject’s belief about both the stimulus and the cueoutcome association. For this simulation, the volatility of the association was set to log q~{2 (emulating a subject who assumes a low volatile environment), both for generating stimuli and recognition. We found that the variational Bayesian recognition recovers the stimulus categories perfectly (see blue line in upper-right panel of figure 3) and the cue-outcome association strength well (see lower-left panel and green lines in upper-right panels). This demonstrates that variational recognition is a close approximation to optimal Bayesian inference. Figure 4 shows the inversion of the response model, given the synthetic reaction time data in Figure 3 which were corrupted with unit noise (h3 ~1). Adding this observation noise yielded a very low signal-to-noise ratio (SNR = 0dB, see Figure 4), where by definition: SNR~10 log10 StT2 U. We deliberately used this high noise level because it corresponded roughly to that seen in the empirical data reported below. Table 1 lists the priors we placed on the parameters for this example and for all subsequent inversions with the dynamic perceptual model. Despite the low SNR of the synthetic data, the posterior estimates of the response parameters (grey bars) were very close to the true values (green circles), albeit with a slight overconfidence (upper left panel in Figure 4). Furthermore, the posterior correlation matrix shows that the perceptual and the response parameters are identifiable and separable (upper centre panel). The non-diagonal elements in the posterior covariance matrix measure the degree to which any pair of parameters is non-identifiable (see appendix in the companion paper [1]. Note that the model fit looks rather poor



   (1)  ^ q^ x1 &Binom m  (1) (1)  ^ ~m ^ m q



   (2) (2)  ^ ,^ s q^ x2 &N m  ^ (2) ~m(2) ^ m



ð14Þ



q



  (2)  T  Lm(2)   Var½qj yLm  ^ (2) ~s(2) q^ z s Lq q^ Lq q^ Table 1. First and second order moments of the prior density over perceptual and response parameters (under both static and dynamical perceptual models).



parameter



prior mean



prior variance



log q



0 2



102 102



(dynamic perceptual model) (static perceptual model)



log h1:2 h3



½ 0 0 T 10



4



102 I2 106



Note that we used log-normal priors for q and h1:2 , and a Gamma prior for the residuals’ precision h3 . doi:10.1371/journal.pone.0015555.t001
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Figure 3. Variational Bayesian recognition of visual stimuli: Upper Left: time series of sensory cues, sampled from the generative model summarized in Figure 2. Note that the discrimination ratio (a=Dm1 {m2 D) is approximately similar to that of the natural images (see Figure 2). Upper Right: Subject’s posterior belief, as obtained using the inversion of the perceptual model given observed sensory cues (green: cue-outcome association, blue: visual stimulus category; solid line: posterior mean m(2) , shaded area: 99% posterior confidence interval, dots: sampled hidden states). Note that on each trial, the category of the visual stimuli was recognized perfectly. Lower Left: scatter plot comparing the simulated (sampled, x-axis) versus perceived (estimated, y-axis) cue-outcome associative strength. Lower right: simulated reaction times. doi:10.1371/journal.pone.0015555.g003 (r) (r) where Fstatic (respectively Fdynamic ) is the approximate log-evidence for the response model under the static (respectively dynamic) perceptual model. This relative log-evidence is the approximate logBayes factor or log odds ratio of the two models. It can be seen from the graphs in Figure 5 that model comparison identifies the correct perceptual model with only few exceptions for the static model (left panel) and always for the dynamic model (note that a log-evidence difference of zero corresponds to identical evidence for both models). Table 2 provides the average free-energy differences over simulations as a function of the true model (simulation series) and SNR. It is interesting that the free-energy differences are two orders of magnitude larger for series B, relative to series A. In other words, when the data-generating model is the dynamic one, it is easier to identify the true model from reaction times than when the static model generated the data. This might be due to the fact that the



and gives the impression that the RT data are systematically ‘‘under-fitted’’ (lower right and lower centre panels of Fig. 4). This, however, is simply due to the high levels of observation noise: In contrast, the estimation of the true subjective beliefs is precise and accurate (see upper right and lower left panels of Fig. 4). This means that the variational Bayesian model inversion has accurately separated the ‘‘observed’’ reaction time data into noise and signal components. In other words, the estimation of the deterministic trial-by-trial variations of reaction times is not confounded by high levels of observation noise. This result (using simulated data) is important because it lends confidence to subsequent analyses of empirical reaction time data. Figure 5 shows the results of the model comparison based on series A and B. This figure shows the Monte-Carlo empirical (r) (r) distribution of the response free-energy differences Fstatic {Fdynamic , PLoS ONE | www.plosone.org
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Figure 4. Observing the observer: follow-up example from Figure 3. Upper left: Comparison between the estimated (grey bars) and actual (green dots) perceptual and response parameters. Note that simulated and estimated parameters are shown in log-space. Upper centre: posterior joint correlation matrix of the perceptual and response parameters (the green rectangles depict the correlation between the perceptual parameter q and the response parameters h1:2 ). Upper Right: scatter plot comparing the simulated (x-axis) and estimated (y-axis) sufficient statistics l of the approximate subject’s posterior. Lower left: time series of estimated (solid lines) and simulated (dotted lines) sufficient statistics l of the approximate subject’s posterior (blue: cue identity, green: expected association, red: posterior variance of the associative strength). Lower centre: time series of the simulated (black dots) and predicted (solid line: posterior expectation, shaded area: 99% confidence interval) reaction times. Lower right: scatter plot comparing the simulated (y-axis) versus predicted (x-axis) reaction times. doi:10.1371/journal.pone.0015555.g004



on associative strength) of the static model. This reflects the fact that the prior on association strength has little impact on the longterm behaviour of beliefs, and hence on reaction times. This is because within the static perceptual model, q acts as an initial condition for the dynamics of the representation l, which are driven by a fixed point attractor that is asymptotically independent of q. Thus, only the first trials are sensitive to q. The ensuing weak identifiability of q expressed itself as a high estimation error (high SSE). Again, there is a clear effect of noise, such that the estimation becomes more accurate when SNR increases. Also, consistent with the model comparison results above, parameter estimates are more precise for the dynamic model than for the static one.



static model is a limiting case of the dynamic model; i.e. when the volatility q tends to zero the dynamical perceptual model can account for the variability in reaction times generated using the static model. However, note that this difference in model complexity does not distort or bias our model comparisons since the free energy approximation to the model evidence accounts for such differences in complexity [20]. As expected there is also a clear effect of noise: the higher the SNR, the larger the relative log-evidences. This means that model comparison will disambiguate models more easily the more precise the experimental data. We next characterised the accuracy of parameter estimation under the best (correct) model, using the sum of squared error (SSE), in relation to the true values. We computed the MonteCarlo empirical distribution of the SSE for each set of (perceptual and response) parameters, for each simulation series (A and B) and SNR. Figure 6 shows these distributions and Table 3 provides the Monte-Carlo averages. Quantitatively, the parameters are estimated reasonably accurately, except for the perceptual parameter (prior precision PLoS ONE | www.plosone.org



Application to empirical reaction times The Monte-Carlo simulations above demonstrate the face validity of the method, in the sense that one obtains veridical model comparisons and parameter estimates, given reaction time data with realistic SNR. We now apply the same analysis to empirical reaction times from nineteen subjects [12]. Specifically, 9
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(r) (r) Figure 5. Monte-Carlo empirical distributions of model log-evidence differences (Fstatic {Fdynamic ). Blue: SNR = 40 dB, green: SNR = 20 dB, red: SNR = 0 dB. Left: Monte-Carlo simulation series A (under the static perceptual model). Right: Monte-Carlo simulation series B (under the dynamic perceptual model). doi:10.1371/journal.pone.0015555.g005



we hoped to show two things to provide evidence for the construct validity of our approach: first, that the dynamic model (which was consistent with the information given to the subjects) would have higher evidence than the static model (which was not), and secondly, that our results would generalise over both auditory cues, both in terms of model comparison and parameter estimates (as explained above, we treated reaction times for the two cues as separate sequences). We conducted a hierarchical (two-level) analysis of the data from the nineteen subjects. Note that the original study by [12] contained twenty subjects. For experimental reasons, one of these subjects experienced a different stimulus sequence than the rest of the group. Even though it would have been perfectly possible to analyze this subject with the present approach, we decided, for reasons of homogeneity in the inter-subject comparison, to focus on subjects with identical stimulus sequence. In a first-level analysis, we inverted both dynamic and static models on both type I cues (high pitch tones) and type II cues (low pitched tones)



separately, for each subject. As in the simulations above, the parameters ða,mÞ of the perceptual likelihood (equation 1) were chosen such that stimulus discriminability (a=Dm1 {m2 D&10) was similar to that of the natural images (see Figure 1). Also, categorization errors were assigned a response time of zero (see histograms in upper right panels of Figs. 12–13) and a very low precision U, relative to the other trials. This allowed us to effectively remove these trials from the data without affecting the trial-to-trial learning effects. Figure 7 summarizes the model comparison results for each subject, showing the difference in log-evidence for both auditory cues. A log-evidence difference of three (and higher) is commonly considered as providing strong evidence for the superiority of one model over another [21]. Using this conventional threshold, we found that in 13 subjects out of 19 the competing perceptual models could be disambiguated clearly for at least one cue type. It can be seen that for all of these subjects except one the dynamic perceptual model was favoured. Also, it was reassuring to find that the variability of response model evidences across cue types was much lower than its variability across subjects. In particular, in 10 out of the 13 subjects where the perceptual models could be distinguished clearly, the model evidences were consistent across cue types. In a second step, we performed a Bayesian group-level random effect analysis of model evidences [20]. Assuming that each subject might have randomly chosen any of the two perceptual models, but consistently so for both cues, we used the sum of the subjectspecific log-evidences over both cues for model comparison at the group level. Figure 8 shows the ensuing posterior Dirichlet distribution of the probability qdynamic of the dynamic perceptual model across the group, given all datasets. Its posterior expectation  was approximately E qdynamic Dy &0:82. This indicates how



Table 2. Monte-Carlo averages of log-evidence differences as a function of simulation series (A: static and B: dynamic) and SNR.



h3 ~10{4 [SNR~40dB h3 ~10



{2



[SNR~20dB



h3 ~1[SNR~0dB



Series A (static) (r) (r) Fstatic {Fdynamic



Series B (dynamic) (r) (r) Fdynamic {Fstatic
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doi:10.1371/journal.pone.0015555.t002
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Figure 6. Monte-Carlo empirical distributions of the parameter estimation error (SSE score). Blue: SNR = 40 dB, green: SNR = 20 dB, red: SNR = 0 dB. Upper left: response model parameters, Monte-Carlo simulation series A. Upper right: response model parameters, Monte-Carlo simulation series B. Lower left: perceptual model parameters, Monte-Carlo simulation series A. Lower right: perceptual model parameters, MonteCarlo simulation series B. Note that the SSE score was evaluated in log-space. doi:10.1371/journal.pone.0015555.g006



  datasets: P qdynamic §qstatic Dy ~0:999. This measures the overall strength of evidence in favour of the dynamic perceptual model, at the group level. This is a pleasing result because, as described above, the dynamic model (where subjects assume a priori that the cue-outcome association is varying in time) was consistent with the information delivered to the subjects (whereas the static model was not). Having established the dynamic model as the more likely model of reaction time data at the group level, we now focus on the actual estimates of both response and perceptual parameters. First, we tested for the reliability of the parameter estimates, that is, we asked whether the subject-dependent posterior densities rðh,qÞ of the perceptual and response parameters were reproducible across both types of cues. Specifically, we hoped to see that the variability across both types of cues was smaller than the variability across subjects. For the three parameters ½q,h1 ,h2 , figures 9, 10 and 11 display the variability of the posterior densities across both cues and all subjects, taking into account the posterior uncertainty Var½h,qDy (see equation 14). First, it can be seen that there is a consistent relationship between cue-dependent parameter estimates. Second, there is a comparatively higher dispersion of parameter estimates across subjects than across cues. Taken together, this demonstrates the reliability of parameter estimates in



frequently the dynamic model won the model comparison within the group, taking into account how discernable these models were. We also report the so-called ‘‘exceedance probability’’ of the dynamic model being more likely than the static model, given all



Table 3. Monte-Carlo averages of the SSE as a function of simulation series (A or B) and SNR, for perceptual and response parameters.
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doi:10.1371/journal.pone.0015555.t003
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Figure 7. Subject-level model comparison. The graph is a bar plot of the difference in model evidence for the static model versus the dynamic (r) (r) {Fdynamic ), for each subject (along the x-axis) and each cue (green: type I cue, red: type II cue). model (Fstatic doi:10.1371/journal.pone.0015555.g007



the beliefs of these two individuals, the parameter estimates indicated that, a priori, subject 5 assumed a much more stable environment (i.e., had a much lower prior volatility q) than subject 12; as a consequence, the dynamics of her estimates of the associative strength m(2) are considerably smoother across trials (compare lower left panels in figures 12 and 13). In other words, she averaged over more past cue-outcome samples when updating her posterior belief or representation than subject 12. Another consequence of this is the fact that subject 5 uncertainty s(2) about the associative strength is much smaller and less ‘‘spiky’’ than subject 12’s. This has an intuitive interpretation: since subject 12 assumes a volatile environment, a series of predicted visual outcomes (approaching a nearly deterministic association) is highly surprising to her. This causes high perceptual uncertainty about the tracked associative strength whenever its trial-to-trial difference approaches zero. As for the preferences (loss functions) that guided the actions of these two subjects, subject 12 displays a greater variability in her optimal decision times for very small post-hoc prediction errors (1) (m(1) ? {m0 , see equation 12). As a consequence, her optimal decision time is greater than that of subject 5, for any given magnitude of the post-hoc prediction error (compare lower right panels in Figures 12 and 13). This is because both subject 12’s error rate (i.e., h1 ) and sensitivity to post-hoc prediction error (i.e., h2 ) is smaller than subject 5’s. In summary, subject 12 is assuming a more variable associative strength. This means that, when compared to subject 5, she



the context of empirically measured behavioural data with low SNR (i,e., reaction times). This implies that one can obtain robust and subject-specific inferences with our approach. Such inferences concern both subject-specific a priori beliefs (e.g., about the stability of the environment; see equations 3 and 4) and preferences (as encoded by their individual loss function; see equation 9). To demonstrate the potential of our approach for characterizing inter-individual differences in beliefs and preferences, we present a subject-specific summary of the inverted response model (under the dynamic perceptual model) for two individuals (subjects 5 and 12). These results are summarized by Figures 12 and 13. First, we would like to stress that, as for the group as a whole, the SNR of empirical data from these two subjects is similar to the SNR of the Monte Carlo simulation series described above (around 0 dB; see Figure 4). It is therefore not surprising that the model fit to the empirical looks similarly bad as in our simulations (compare upper left panels in Figs. 12-13 with lower right panel in Fig. 4). Note, however, that our simulations demonstrated that despite this poor fit the model parameters were estimated with high accuracy and precision; this instils confidence in the analysis of the empirical data. Even though the two histograms of reaction time data from these two subjects were almost identical (compare upper right panels in figures 12 and 13), the trial-to-trial variations of reaction time data allowed us to identify rather different subject-specific structures of beliefs and preferences (loss functions). Concerning PLoS ONE | www.plosone.org
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Figure 8. Group-level model comparison. qdynamic of the dynamic   Dirichlet posterior distribution of the frequency (within  the group of subjects)  model, given all subjects data p qdynamic Dy . The grey area depicts the exceedance probability P qdynamic §qstatic Dy , i.e. the probability that the dynamic model is more likely (within the group) that the static one. doi:10.1371/journal.pone.0015555.g008



arising from subjective beliefs and preferences under the constraint of a speed-accuracy trade-off. This model is novel and quite different from classical evidence accumulation and ‘race’ models (e.g. [22,23,10]), in two ways. First, a reaction time is understood in terms of the convergence speed of an optimization process, i.e. perceptual recognition. This is because it takes time for a (variational) Bayesian observer to arrive at an optimal representation or belief. In this paper, the within-trial (peri-stimulus time) dynamics of the recognition process emerged from a gradientascent on the free-energy, where free-energy is a proxy for (negative) perceptual surprise under a given perceptual model. The resulting form of the response model is analytically tractable and easy to interpret. Second, the variability of reaction times across subjects is assumed to depend on individual differences in prior beliefs (e.g., about the stability of the environment) and preferences (i.e., loss or utility functions). Our approach thus provides insights into both within-trial mechanisms of perception as about inter-individual differences in beliefs and preferences. In this work, we have chosen to focus on modelling reaction time data and have deliberately ignored categorization errors. This is because considering both reaction time and choice data at the same time would have required an extension of the response likelihood. The difficulty here is purely technical: the ensuing bivariate distribution is Bernoulli-Gaussian, whose sufficient statistics follow from the posterior risk (equation 11). Although



discards information about past cue-outcome associations more quickly and has more uncertain (prior) predictions about the next outcome. However, she is willing to make more categorization errors per second delay than subject 5. This is important, since she effectively needs more time to update her uncertain (i.e. potentially inaccurate) prior prediction to arrive at a correct representation. In contrast, subject 5 is more confident about her prior predictions and is more willing to risk categorization errors in order to gain time.



Discussion In a companion paper [1], we have described a variational Bayesian framework for approximating the solution to the Inverse Bayesian Decision Theory (IBDT) problem in the context of perception, learning and decision-making studies. We propose a generic statistical framework for (i) comparing different combinations of perceptual and response models and (ii) estimating the posterior distributions of their parameters. Effectively, our approach represents a meta-Bayesian procedure which allows for Bayesian inferences about subject’s Bayesian inferences. In this paper, we have demonstrated this approach by applying it to a simple perceptual categorization task that drew on audio-visual associative learning. We have focused on the problem of ‘deciding when to decide’, i.e. we have modelled reaction time data as PLoS ONE | www.plosone.org
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^~E ½qDy and its ^ across cue types. The perceptual parameter estimate q Figure 9. Plot of the reliability of perceptual parameter estimates q posterior variance Var½qDy are plotted as a function of cue types (on the x and y axis) and shown as an ellipse for each subject. The centre of the ^ for each cue, and its vertical and horizontal axis show one posterior standard deviation around it. The red line shows the ideal ellipse represents q positions of the parameter estimates (the centre of the ellipses) if there was perfect reliability (i.e. no variability across cue types). doi:10.1371/journal.pone.0015555.g009



Figure 10. Plot of the reliability of response parameter estimates h^1 . See legend to Fig. 9 for explanations. doi:10.1371/journal.pone.0015555.g010
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Figure 11. Plot of the reliability of response parameter estimates h^2 . See legend to Fig. 9 for explanations. doi:10.1371/journal.pone.0015555.g011



feasible, deriving this extended response model would have significantly increased its complexity. Since the focus of this article was to provide a straightforward demonstration of our theoretical framework (described in the companion paper), we decided not to include choice data in the response model. Clearly, this is a limitation as we are not fully exploiting the potential information about underlying beliefs and preferences that is provided by observed categorization errors. This extension will be considered in future work. In our model, categorization errors arise when incorrect prior predictions coincide with high delay costs (see equations 11 and 12). One might think that there is an irreconcilable difference between this deterministic scheme and stochastic diffusion models of binary decisions ([24]; see also [25], for a related Bayesian treatment). However, there are several ways in which our scheme and stochastic diffusion models can be reconciled. For example, the trial-wise deterministic nature of our scheme can be obtained by choosing the initial condition of the stochastic process such that the probability of reaching the upper or lower decision threshold is systematically biased in a trial-by-trial fashion. Also, delay costs can be modelled by letting the distance between lower and upper diffusion bounds shrink over time. Alternatively, one could motivate the form of stochastic diffusion models by assuming that the brain performs a stochastic (ensemble) gradient ascent on the free energy. This would relate the frequency of categorization errors to task difficulty; for example, when a stimulus is highly ambiguous or uncertain, the perceptual free energy landscape is flat (perceptual uncertainty is related to the local curvature of perceptual free energy; see equations 5 and 6 of the companion paper). In summary, there are several ways in which our approach and stochastic diffusion models could be formally related. The utility of such hybrid models for explaining speed-accuracy tradeoffs (cf. [26]) will be explored in future work. We initially evaluated the method using Monte-Carlo simulations under different noise levels, focusing on model inversion PLoS ONE | www.plosone.org



given synthetic data and on how well alternative models could be disambiguated. This enabled us to assess both the efficiency of parameter estimation and veracity of model comparison as a function of SNR. Importantly, we found that even under very high noise levels (SNR = 0dB, comparable to the SNR of our empirical data), and therefore poor model fit, the model nevertheless (i) yielded efficient estimates of parameters, enabling us to infer and track the trial-to-trial dynamics of subjective beliefs from reaction time data, and (ii) robustly disambiguated correct and wrong models. We then applied the approach to empirical reaction times from 19 subjects performing an associative learning task, demonstrating that both model selection results and parameter estimates could be replicated across different cue types. Reassuringly, the model selection results were consistent with the information available to the subjects. In addition, we have shown that subject-to-subject variability in reaction times can be captured by significant differences in parameter estimates (consistently again across cue types) where these parameters encode the prior beliefs and preferences (loss functions) of subjects, Together, the simulations and empirical analyses establish the construct validity of our approach and illustrate the type of inference that can be made about subjects’ priors and lossfunctions. Our results suggest that the approach may be fairly efficient when it comes to comparing and identifying models of learning and decision-making on the basis of (noisy) behavioural data such as reaction times. Some readers may wonder why we have used a relatively complicated criterion to evaluate the relative goodness of competing models; i.e., an approximation to the log-evidence, instead of simply comparing their relative fit. Generally, pure model fit indices are not appropriate for comparing models and should be avoided (cf. [27-29]). There are many reasons why a perfectly reasonable model may fit a particular data set poorly; for example, independent observation noise (see Figure 4 for an example). On the other hand, it is easy to construct complex 15
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Figure 12. Results of inverting the response model for subject 5. Upper-left: predicted (x-axis) versus observed (y-axis) reaction time data. The red line indicates perfect agreement between the model and the data. Upper-right: observed reaction times empirical histogram. Note that incorrect decisions were assigned a response time of zero and did not influence model fit; see main text for details. Lower-left: time series (trial-bytrial) of the sufficient statistics of subject 5’s representations of both the outcome category (m(1) ) and associative strength (m(2) and s(2) ). See main text for the precise meaning of these variables. Lower-right: posterior risk as a function of post-hoc prediction error (y-axis), i.e. the difference between posterior and prior expectations, and decision time (x-axis). The posterior risk is evaluated at subject 5’s response parameters estimate ^h for ‘house’ decisisions (i.e. c~1); it can be symmetrically derived for c~0. The white line shows the optimal decision time tðcÞ for each level of post-hoc prediction error (see Equation 12 in the main text). Note that tðcÞ is identically zero for all negative post-hoc prediction error. This signals a perceptual categorization error (Dm(1) 0 ð2c{1Þw0, see Equation 11 in main text), which is emitted (at the limit) instantaneously. doi:10.1371/journal.pone.0015555.g012



individual differences in the perceptual or the response model. For clarity, however, the empirical example shown in this paper dealt with a very simple case, in which the perceptual model was varied while the response model was kept fixed. As with all inverse problems, the identifiability of the BDT model parameters depends upon both the form of the model and the experimental design. In our example, we estimated only one parameter of the perceptual models we considered. One might argue that rather than fixing the sensory precision (a, see Equation 1) with infinitely precise priors, we should have tried to estimate it from the reaction time data. It turns out, however, that estimating ðq,aÞ and ðh1 ,h2 Þ together represents a badly conditioned problem; i.e. the parameters are not jointly identifiable because of posterior correlations among the estimates. This speaks to the utility of generative models for decision-making: the impact that their form and parameterisation has on posterior correlations can be identified before any data are acquired. Put simply, if two parameters affect the prediction of data in a similar way, their



models with excellent or even perfect fit, which are mechanistically meaningless and do not generalize (i.e., ‘‘over-fitting’’). In brief, competing models cannot be compared on the basis of their fit alone; instead, their relative complexity must also be taken into account. This is exactly what is furnished by the (log) model evidence, which reports the balance between model fit and complexity (and can be approximated efficiently by the variational techniques used in this paper). This allows us to compare models of different complexity in an unbiased fashion. Crucially, our Bayesian model selection method does not require models to be nested and does not impose any other constraints on the sorts of model that can be compared ([30,20]). For example, alternative models compared within our framework could differ with regard to the mathematical form of the perceptual or the response model, the priors or the loss function – or any combination thereof. In principle, this makes it possible to investigate the relative plausibility of different explanations: For example, whether individual differences in behaviour are more likely to result from PLoS ONE | www.plosone.org
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Figure 13. Results of inverting the response model for subject 12. See legend to Fig. 12 for details. doi:10.1371/journal.pone.0015555.g013



replaces the past history of sensory signals with a summary based on the previous representation (see Eq. 8). In turn, the perceptual representation discounts past sensory signals with an exponential weighting function, whose half-life is an affine transformation of the prior volatility q. The link between q and the subject’s learning rate can be seen by considering the solution to equation 8 (at convergence):



unique estimation will be less efficient. In our particular example, there is no critical need to estimate a from the data. This is because faces and houses are well-known objects for whose categorisation subjects have a life-long experience. It is therefore reasonable to assume that a is known to the subjects, and its value can be chosen in correspondence with the statistics of the visual stimuli (see above). However, pronounced inter-individual differences can be observed empirically in face-house discrimination tasks, and this may result from differences in the individuals’ history of exposure to faces throughout life. A limitation of our model is that it does not account for such inter-subject variability but assumes that a is fixed across subjects. In contrast to a, which can (and should) be treated as a fixed parameter, it is necessary to estimate the perceptual parameter q. Note that from the subject’s perspective, q (similar to a) is quasifixed (i.e., with nearly infinite precision) as this prior has been learnt throughout life. From the experimenter’s perspective, however, q is an unknown parameter which has to be inferred from the subject’s behaviour. Estimating this parameter is critical for the experimenter as its value determines the subject’s learning rate. This is best explained by highlighting the link between ‘learning rates’, as employed by reinforcement learning models, and Bayesian priors, or more precisely prior precision parameters. In the ‘dynamic’ perceptual model, the learning rule effectively PLoS ONE | www.plosone.org
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belief about the auditory outcome category (face/ where m(1) k is the   is its posterior prediction based on the past house) and s m(2) k history of sensory signals. Equation 15 gives the effective update rule for the perceived associative strength m(2) k when the perceptual free energy has been optimized. Note that the form of Eq. 15 corresponds to the Rescorla-Wagner learning rule [31], in which {m(2) is proportional to the the change in associative strength m(2)  k  k{1 (2) (2) prediction error, i.e. d~mk {s mk . 17
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In summary, for the model in the present paper, the subject’s learning rate depends on the prior volatility q of cue-outcome associations. Note, however, that there may not always be a quantitative relation between prior precision parameters and learning rates because this depends on the specificities of the perceptual model. There is a general qualitative relationship between the two quantities, however, because the prior precision of hidden causes within hierarchical perceptual models controls the relative weight of upcoming sensory information and prior (past) beliefs in forming the actual posterior representation. In short, this means the learning rate itself (and thus any ‘forgetting’ effect) emerges from optimal Bayesian recognition (see e.g., [32] for a nice example). A full treatment of these issues will be presented in forthcoming work [33]. Another analogy concerns the optimal decision time derived from the speed-accuracy trade-off given in Equation 12 which is similar in form to Hick’s law. This law relates the reaction times to the amount of extracted information (c.f. [34]). In its simplest form, Hick’s law is given by: RT~azb log(n), where RT is the expected reaction time and n is the number of choice alternatives. Here, log (n) is the perceptual uncertainty (as measured by Shannon entropy). It turns out that when no categorization error is made, Equation 12 could be rewritten as RT~azb logDDm0 D, where Dm0 is the post-hoc prediction error, i.e. posterior minus prior expectation. Put simply, logDDm0 D measures incoming information. There are obvious formal (information theoretic) differences between Equation 12 and Hick’s law, but they capture similar intuitions about the mechanisms causing variations in reaction times. This paper has demonstrated the practical application of the meta-Bayesian framework described in the companion paper, using empirical reaction time data from an audio-visual associative learning task reported in [12]. Authors presented several analyses of these data, including a formal comparison of alternative learning models. The results provided in the present article finesse the original comparisons and take us substantially beyond the previous report. First, the paper [12] did not provide any decision theoretic explanation for (learning induced) motor facilitation. In that paper, the behavioural comparison of different learning models was a precursor to using prediction error estimates in a model of fMRI data. It therefore only used a very simple response model assuming that (inverse) reaction times scale linearly with prediction error. In contrast, we have proposed a response model that is fully grounded in decision theory and does not assume a specific (e.g., logarithmic) relationship between prediction errors and motor facilitation. Second, we conducted a full two-level



analysis of the reaction time data, in order to assess interindividual differences. This was made possible because, as opposed to the work in [12], we allowed for inter-individual differences in both the perceptual and response parameters (see above). Finally, we wish to emphasize that the ‘‘observing the observer’’ (OTO) approach for inference on hidden states and parameters can be obtained in a subject-specific fashion, as demonstrated by our empirical analyses in this paper (see Figs. 9-13). This allows for analyses of inter-individual differences in the mechanisms that generate observed behaviour. Such quantitative inference on subject-specific mechanisms is not only crucial for characterizing inter-individual differences, an important theme in psychology and economics in general, but also holds promise for clinical applications. This is because spectrum diseases in psychiatry, such as schizophrenia or depression, display profound heterogeneity with regard to the underlying pathophysiological mechanisms, requiring the development of models that can infer subject-specific mechanisms from neurophysiological and/or behavioural data [35]. In this context, the approach presented in this paper can be seen as a complement to DCM: OTO may be useful for inference on subject-specific mechanisms expressed through behaviour, in a similar way as DCM is being used for inference on subject-specific mechanisms underlying neurophysiology.



Supporting Information Appendix S1 Appendix S1 (‘deciding when to decide’) is included as ‘supplementary material’. It summarizes the mathematical derivation of the optimal reaction times (as given in equation 12) from first principles, within the framework of Bayesian Decision Theory. (DOC)
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a b s t r a c t In this note, we describe a variant of dynamic causal modelling for evoked responses as measured with electroencephalography or magnetoencephalography (EEG and MEG). We depart from equivalent current dipole formulations of DCM, and extend it to provide spatiotemporal source estimates that are spatially distributed. The spatial model is based upon neural-ﬁeld equations that model neuronal activity on the cortical manifold. We approximate this description of electrocortical activity with a set of local standingwaves that are coupled though their temporal dynamics. The ensuing distributed DCM models source as a mixture of overlapping patches on the cortical mesh. Time-varying activity in this mixture, caused by activity in other sources and exogenous inputs, is propagated through appropriate lead-ﬁeld or gain-matrices to generate observed sensor data. This spatial model has three key advantages. First, it is more appropriate than equivalent current dipole models, when real source activity is distributed locally within a cortical area. Second, the spatial degrees of freedom of the model can be speciﬁed and therefore optimised using model selection. Finally, the model is linear in the spatial parameters, which ﬁnesses model inversion. Here, we describe the distributed spatial model and present a comparative evaluation with conventional equivalent current dipole (ECD) models of auditory processing, as measured with EEG. © 2009 Elsevier Inc. All rights reserved.



Introduction We have previously introduced a dynamic causal modelling (DCM) for event-related potentials and ﬁelds as measured with EEG and MEG (David and Friston 2003; David et al., 2005, 2006; Kiebel et al., 2006; Kiebel et al., 2007; Garrido et al., 2007). This extended the application of DCM beyond fMRI (Friston et al., 2003; Marreiros et al., 2008a) to cover EEG, MEG and local ﬁeld potentials (Moran et al., 2007). However, all current DCMs model hemodynamic or electromagnetic signals as arising from a network of sources, where each source is considered to be a point process; i.e., an equivalent current dipole. In other words, the network is modelled as a graph, where sources correspond to nodes and conditional dependencies among the hidden states of each node are mediated by effective connectivity (known as edges). In this work, we replace the nodes with a distributed and continuous set of sources on the cortical surface. This provides a more realistic spatial model of underlying activity and, in the context of electromagnetic models, renders the DCM linear in its spatial parameters (c.f., Fuchs et al., 1999). The aim of this note is to describe this extension and compare it with models based upon point-sources or equivalent current dipoles (ECD). This model rests on the notions of mesostates (Daunizeau and Friston 2007) and anatomically informed basis functions (Phillips et al., 2002) but is motivated using neuralﬁeld theory (Amari, 1995; Jirsa and Haken, 1996; Liley et al., 2002). ⁎ Corresponding author. Fax: +44 207 813 1445. E-mail address: j.daunizeau@ﬁl.ion.ucl.ac.uk (J. Daunizeau). 1053-8119/$ – see front matter © 2009 Elsevier Inc. All rights reserved. doi:10.1016/j.neuroimage.2009.04.062



DCM entails the speciﬁcation of a generative model for an observed time-series and the inversion of this model to make inferences on model space and the parameters of each model. These inferences use the model evidence and posterior density of the parameters, respectively. In DCM, the underlying generative model is based on some state-equations (i.e., a state-space model) that describe the evolution of hidden states as a function of themselves and exogenous inputs (e.g., a stimulus function). The state-equations are supplemented with an observer function of the states to generate observed responses. By integrating the state-equation and applying the observer function, one obtains predicted responses. Under Gaussian assumptions about observation error these predictions furnish a likelihood model of observed responses. This likelihood model is combined with priors on the parameters to provide a full forward model of the data, which can be inverted using standard techniques (e.g., Friston et al., 2007a). These techniques generally rest on optimising a free-energy bound on the models log-evidence to approximate the posterior density of the model parameters. In this work, we focus on the mapping from neuronal states to observed measurements at the sensors. We depart from equivalent current dipole models and employ an approximate neural-ﬁeld model. Neural-ﬁeld models describe electrocortical activity in terms of neuronal states (e.g. mean ﬁring rate and post-synaptic membrane depolarisation) that are continuous over space (Amari 1995; Jirsa 1996; Liley 2002). This approach has shown how local and distal connectivity can interact to generate realistic spatiotemporal patterns of cortical activity that might underlie EEG rhythms (Nunez 1974) and
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their perceptual correlates, like visual hallucinations (Ermentrout and Cowan 1979). The patterns studied using neural-ﬁeld models include bumps (transient clustering of activity) and travelling waves (which have been associated with synchronous discharges seen during epileptic seizures; Connors and Amitai 1993). These patterns are engendered by local (mesoscopic) connectivity. However, several authors have pointed out the importance of large-scale (macroscopic) connectivity in stabilizing local spatiotemporal dynamics (Jirsa and Kelso 2000; Breakspear and Stam 2005; Qubbaj and Jirsa 2007; Hutt and Atay 2005). In this paper, we use theoretical results from neural-ﬁeld theory, which combine mesoscopic and macroscopic connectivity, to model M/EEG. Speciﬁcally, we approximate the neural-ﬁeld description of electrocortical activity with a set of distributed and continuous cortical sources that behave as standing-waves with compact local support. These standing-waves are coupled by temporal dynamics and follow from a truncated space-time decomposition of the solution of the underlying neural-ﬁeld equations. The aims of this note are to (i) describe this neural-ﬁeld DCM, (ii) compare it with established equivalent current dipole variants and (iii) to provide a framework for more realistic neural-ﬁeld DCMs. We discuss these models in relation to the subtle balance between their face validity and identiﬁability. In the ﬁrst section of this paper, we derive a standing-wave approximation to the neural-ﬁeld formulation and the ensuing parameterization of the DCM for distributed responses. In the second section, we present a comparative evaluation of DCMs based upon ECDs and distributed sources. We compare these models in terms of their relative log-evidence using a multi-subject EEG dataset, acquired during an auditory mismatch negativity paradigm. We conclude with a discussion of the beneﬁts and potential uses of DCM for distributed responses. DCM for distributed responses In this section, we approximate a neural-ﬁeld description of electrocortical activity with local standing-waves. We then combine the ensuing spatial model with the temporal state-space models used in previous DCMs for event-related responses (David and Friston 2003; David et al., 2005, 2006; Kiebel et al., 2006, 2007; Garrido et al., 2007). This combination provides a full spatiotemporal DCM for distributed responses, which can be ﬁtted or inverted in the usual way. From neural-ﬁelds to standing-waves Neural-ﬁelds and mesoscopic modelling We start with a description of the dynamics of a single neuron within an ensemble of neurons. These dynamics can be modelled as a temporal convolution of the average (mean-ﬁeld) ﬁring of the local population that is seen by the neuron: !   Z  ðiÞ ðiÞ Gðt − t VÞ H xj ðt Þ− θ + γiu uðt Þ dt V xj ðt Þ =   8 t t > < γ exp − tz0 κ κ Gðt Þ = > : 0 tb0:



j



ð1Þ



Here, x(i) j (t) is the post-synaptic membrane potential (PSP) of the j-th neuron in the i-th population; G is the alpha-kernel; H is the Heaviside function that models ﬁring above depolarisation threshold θ; κ is a lumped rate-constant and γ controls the maximum postsynaptic potential. Eq. 1 assumes that any neuron senses all the neurons in the population it belongs to. This means endogenous input (from this population) can be written as the expected ﬁring rate over that population (cf., Marreiros et al., 2008c). Here exogenous input (from another population or stimulus-bound subcortical input) is
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modelled as an injected current u scaled by the parameter γiu. Eq. 1 can be reformulated in terms of an ODE (cf., David and Friston, 2003): ðiÞ xj̈



!    ðiÞ ði Þ 2 ði Þ −κ γ H xj −θ + γ iu u + 2κ x j + κ xj = 0: 2



ð2Þ



j



Given Eq. 2 we can now model the dynamics of the population ðiÞ mean PSP by taking its expectation over neurons μ ðiÞ = hxi ij (Marreiros et al., 2008b): ::ðiÞ ðiÞ 2 ði Þ 2 ði Þ μ + 2κ μ + κ μ = κ ς   X ð jÞ ðiÞ ς = γiu u + γ ij S μ j



  ð jÞ S μ =



1   1 + exp −ρ μ ð jÞ − θ



ð3Þ



where μ(j) corresponds to the mean PSP in each population j sending exogenous input. This is a conventional neural-mass model that effectively applies a linear synaptic (alpha) kernel to input—ς(i), from other populations. This input is a nonlinear (sigmoid) function of depolarisation (Jansen and Rit 1995), which can be thought of as the cumulative probability distribution of PSPs over the population sending afferent signals. See Fig. 1, which shows the explicit form of the state-equations for a cortical source containing three ﬁelds or populations. In DCM, a cortical source is typically modelled using three neuronal subpopulations corresponding roughly to spiny stellate input cells (in the granular layer) intrinsic inhibitory interneurons (assigned to the supragranular layer) and deep pyramidal output cells in the infragranular layer. The connectivity within (intrinsic) and between (extrinsic) sources conforms to the laminar rules articulated in Felleman and Van Essen (1991). This is implicitly modelled in Eq. 3 through the mixture of exogenous and endogenous inputs ς that depends on the connectivity or coupling parameters—γij. This sort of neural-mass model has been used to emulate electrophysiological recordings (e.g. Jansen and Rit 1995; Wendling et al., 2000; David et al., 2005) and as a generative model for event-related potentials in DCM (David et al., 2006). However, these neural-mass models are not formulated to model spatially extended cortical regions (a square centimeter or so); they model the states of point processes, typically one macrocolumn (about 10,000 neurons, or a square millimeter of cortex; Breakspear and Stam, 2005). Neural-ﬁeld models are important generalizations of neuralmass models, which account for the spatial spread of activity, through local connectivity between macrocolumns. In these models, states like the PSP of each cortical layer can be regarded as a continuum or ﬁeld, which is a function of space r and time: μ(i)(t) → μ(i)(r,t). This allows one to formulate the dynamics of each ﬁeld in terms of partial differential equations (PDE). These are essentially wave-equations that accommodate lateral interactions among neural-masses (e.g., cortical columns). Key forms for neural-ﬁeld equations were proposed and analyzed by Nunez (1974) and Amari (1975). Jirsa and Haken (1996) generalized these models and also considered delays in the propagation of spikes over space. The introduction of delays leads to dynamics that are reminiscent of those observed empirically. Typically, neuralﬁeld models can be construed as a spatiotemporal convolution that can be written in terms of a Green function (see e.g. Jirsa et al., 2002): Z μ ðiÞ ðr;t Þ = Gðr − rV;t − t VÞ1ðiÞ ðrV;t VÞdt VdrV     1 1 1 exp − jr − rV j : ð4Þ Gðr − rV;t − t VÞ = δ t − t V − jr − rV j c γ γ Here, G is a Green function (modelling mesoscopic lateral connectivity), |r − r′| is the distance between r and r′, c is the speed of spike propagation, γ controls the spatial decay of lateral
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Fig. 1. Neural-mass model. This ﬁgure depicts the schematic cytoarchitectonics of a cortical source, along with the differential equations used to model the dynamics of each of the three subpopulations (pyramidal, spiny stellate and inhibitory interneurons). These subpopulations have been assigned to granular and agranular cortical layers, which receive forward and backward connections, respectively. Here we have expressed the second-order ODEs in the text with pairs of ﬁrst-order ODEs. This clariﬁes how the coupling parameters mediate inﬂuences among and between sources. Note that the infragranular population comprises two subpopulations (one excitatory and the one inhibitory). Source or regionspeciﬁc superscripts have been dropped here for clarity.



interactions (within a neural-ﬁeld) and, as above, the input ς(i) models both the effective connectivity between the neural-ﬁelds of different populations or layers. Eq. 4 is formulated as a simple convolution1; the corresponding second-order equations of motion are the neural wave-equations (see Appendix 1): ! A2 A 3 2 2 ði Þ 2 ði Þ + 2κ + κ − c ∇ μ ðr;t Þ = cκ1 ðr;t Þ At 2 At 2



ð5Þ



2



where κ = c / γ and ▿ is the Laplacian operator that returns the spatial curvature. Note the similarity in form of Eqs. 3 and 5. These sorts of models have been extremely useful in modelling spatiotemporally extended dynamics, which unfold on the cortical manifold (see Deco et al. (2008) for a recent review, Coombes et al. (2007) for a more informed derivation of 2D neural ﬁelds and Robinson et al. (1997) for a seminal analysis of the properties of coupled neural-ﬁelds). Approximating the dynamics of neural-ﬁelds In what follows, we will try to approximate the dynamics described by the partial differential equations above, with a system whose dynamics can be described with the ordinary differential equations used in neural-mass formulations. Using separation of variables, it is fairly easy to show (see Appendix 2) that the solution of the neural-ﬁeld equations can be expressed as a superposition of spatiotemporal modes that can be factorised into spatial and temporal components. For the i-th ﬁeld or population: X ði Þ ðiÞ ðiÞ vk ðt Þwk ðr Þ: ð6Þ μ ðr;t Þ = k



w(i) k (r)



is the k-th spatial mode or pattern and is the solution Here, (i) (i) to the eigenvalue problem ▿2w(i) k + λ k w k = 0. Note that this 1 When considering 2D neural ﬁelds on the cortical manifold, Eq. 3 is an approximation that is valid whenever the spatial decay of lateral interaction is short enough (typically smaller than the average distance between two cortical sulci; see Appendix 1).



eigenvalue problem has to satisfy Dirichlet boundary conditions, i.e. the spatial modes are zero at the edges of the cortical region supporting the neural ﬁeld. The temporal expressions of these modes are the eigenfunctions v(i) k (t) of the ﬁeld, which obey the following second-order ODE:   ::ðiÞ 3 ðiÞ 2 ðiÞ ði Þ 2 ði Þ ð7Þ v k + 2κ v k + κ − λk c vk = cκ1k ðt Þ 2 where the scalar input seen by each mode 1(i) k (t) is given by projecting the input ﬁeld 1(i) (r,t) onto that mode ði Þ



1k ðt Þ =



Z



ðiÞ



ðiÞ



wk ðrÞ1 ðr;t Þdr:



ð8Þ



This means the solution of the partial differential equations describing the spatiotemporal dynamics of neural-ﬁelds (Eq. 6) can be decomposed into spatial modes, w(i) k (r), weighted by the solutions of the coupled ODEs in Eq. 7, which describe the temporal dynamics of the neural-ﬁeld. We now want to simplify this description without compromising the dynamical repertoire of the model. Previous work on EEG/MEG source reconstruction suggests that most of the variance in EEG/ MEG measurements can be accounted for by a set of temporally coherent and spatially extended cortical sources (see Daunizeau et al., 2006; Daunizeau and Friston, 2007; and Friston et al., 2007a,b). This coarse-grain description of electrocortical activity corresponds to a truncated spatiotemporal decomposition, in which each cortical region has just one spatial mode, whose activity is modulated over time (see also Jirsa et al. 2002; Wennekers 2008; and Robinson et al., 2001). Here, we motivate a related approximation based on equilibrium arguments. In the absence of exogenous each qﬃﬃﬃﬃﬃﬃﬃﬃﬃ ﬃ  input, spatial mode decays at a rate that is proportional to κ 1 + 2c 32 λðkiÞ . This is important, because high propagation velocities c, will dissipate the spatial modes quickly, with the exception of the fundamental mode w0, which has a zero eigenvalue; λ(i) 0 = 0. This means that, after a short period of time, the depolarisation of the i-th
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population or ﬁeld will become a standing-wave; corresponding to ﬂuctuations of the fundamental mode: ::  ði Þ ðiÞ ði Þ 2 ði Þ ðiÞ ðiÞ w0 ðrÞ v 0 ðt Þ + 2κ v 0 ðt Þ + κ v0 ðt Þ = cκw0 ðrÞ10 ðt Þ:



ð9Þ



Here, v0(i)(t) describes the temporal evolution of this mode. Critically, these dynamics have exactly the same form as the neural-mass model; i.e., when λk(i) = 0, Eq. 9 is formally identical to Eq. 3. This suggests that we can model distributed responses using a single mode or pattern, whose ﬂuctuations are coupled by the dynamics of conventional neural-mass models (see Appendix for details). In summary, by ignoring all but the fundamental mode, we can model the spatiotemporal dynamics of each population or layer as ﬂuctuations in a single spatial mode—w0(i)(r). Under this approximation, the dynamics of coupled populations become a simple system of coupled standing-waves, each of which behaves like a neural-mass. The temporal dynamics v0(i)(t) of these modes are exactly the same as neural-mass models, where the mean PSP is replaced by the eigenfunction: ::ðiÞ ðiÞ ði Þ ðiÞ v 0 + 2κ v 0 + κ 2 v0 = cκ10 ðt Þ ðiÞ



10 ðt Þ = γiu u + Z : =



X



  ð jÞ γ ij S v0



j ði Þ w0 ðr Þ1ðiÞ ðr;t Þdr:



ð10Þ



These approximations allow us to relate neural-mass DCMs to more realistic neural-ﬁeld models. From the perspective of neuralﬁelds, neural-mass models correspond to an approximation, which is valid when the system is close to equilibrium; i.e. when the interactions between the modes do not drive the system into autonomous behaviour (bumps or travelling waves) and most modes decay quickly. This is typically assumed to be the case for event-related responses (ERPs), which are generally slow damped oscillatory responses to stimulation (e.g. Kiebel et al., 2007; Garrido et al., 2008). It would be possible to increase the number of modes per population or ﬁeld to provide a more complete neural-ﬁeld model; however, this is beyond the scope of the present work. Our model now comprises a set of neural-masses, whose dynamics modulate the expression of some unknown but ﬁxed spatial modes. Next, we consider how these modes are modelled. The spatial model Due to the Dirichlet constraints at the boundary of the cortical regions and local variations in cortical curvature, the fundamental mode w(i) 0 of the Laplacian operator can have an arbitrary spatial proﬁle. Therefore, we model it as a mixture of spatial basis functions, derived from the gain-matrix associated the cortical region: X ðiÞ ðiÞ ði Þ U n βn : ð11Þ w0 = n



U(i) n



(i)



are the spatial eigenvectors of the gain-matrix L Here, associated with the set of vertices of the cortical mesh belonging to the i-th source or region, and β(i) n are the unknown spatial parameters of our DCM. In addition, we assume that each cortical layer (neuronal population) within each region can contribute to the EEG/MEG signal measured at the sensors. This leads to the following DCM for distributed responses: X ðiÞ ðiÞ X ðijÞ L w0 Jj v0 ðt Þ + ɛ: ð12Þ yðt Þ = i



j



where y(t) is the column vector of instantaneous EEG/MEG scalp measurements and L(i) are the gain-matrices for the i-th region.
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The unknown relative contributions Jj of the eigenfunctions v(ij) 0 (t) of the j-th population in the i-th cortical region are assumed to be the same for all regions. Note that the fundamental mode is the same for all populations within the same region because it depends only on the geometry of the regional cortical manifold. The free-parameters of the DCM now comprise the spatial parameters ϑ fβ;J g (Eq. 11) and the neuronal parameters ϑ fκ;γ g of the ODE (Eq. 10); these encode synaptic rate-constants and coupling parameters, respectively. The decomposition of the spatial mode into the principal components of the gain-matrix (Eq. 11) suppresses redundancy in the spatial model; in the sense that spatial modes that cannot be seen by the sensors are precluded. In our implementation, the user speciﬁes the coordinates of the sources comprising the network in canonical space (Mattout et al., 2007; Talairach and Tournoux 1988). The mesh points constituting each source are then identiﬁed automatically as those points lying within a sphere centred on the prior source location. We then take the ﬁrst eight eigenvectors of L(i)L(i)T to produce the spatial basis functions U(i). The lead-ﬁelds are computed using BrainStorm (http://neuroimage. usc.edu/brainstorm/), after co-registering the channel locations to a subject-speciﬁc canonical mesh (Mattout et al., 2007). This involves warping a template mesh (in canonical space) to match the anatomy of each subject; so that individual differences in anatomy are accommodated but the mapping between subject-speciﬁc meshes and canonical space is preserved. The warping uses standard nonlinear spatial normalisation tools in SPM (http:// www.ﬁl.ion.ucl.ac.uk/spm). Model inversion Model inversion proceeds using standard variational techniques under the Laplace assumption as described in previous communications (e.g., Friston et al., 2007a). The products of this inversion are a free-energy approximation to the model's logevidence ln p(y|m) and an approximating posterior density on the model parameters, q(ϑ) = N(μϑ,Σϑ), where μϑ is the posterior expectation and Σϑ is the posterior covariance. This inversion entails the computation of the gradients and curvatures of the log-likelihood function, provided by the likelihood model (Eq. 11). This involves computing the derivatives of the predicted response with respect to model parameters; i.e., integrating the neuronal state-equations to see how they respond to stimulus-related input (a parameterized Gaussian bump-function of peristimulus time) and then repeating this under small perturbations of the parameters. Critically, the computation of the derivatives with respect to the spatial parameters can be simpliﬁed greatly if the response is linear in the parameters. This is the case for the distributed source model, under which Ay ðiÞ Aβn



ðiÞ



ðiÞ



= L Un



X



ðijÞ



Jj v0



j



X ðiÞ X ðiÞ ðiÞ ðijÞ Ay = L Un βn v0 : AJj n i



ð13Þ



This is not the case for the DCMs based on ECDs, which have nonlinear observer functions with six spatial parameters (encoding the location of the source and its orientation). With the present spatial model, we only have to integrate the system once, given the current estimate of the neuronal parameters, γ, κ to get v(ij) 0 . These are then used to compute the gradients in Eq. 13. This speeds up the iterative variational scheme, as compared to the conventional DCMs based on ECDs. In what follows, we will focus on model comparison under ECD and distributed spatial models, using the same temporal model. We
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Fig. 2. Simulation series I: changing the prior locations. This ﬁgure depicts the three levels of perturbation to the prior location of the sources, as quantiﬁed by the standard deviation σx of the distance between the true (simulated) position of the sources and the location that has been used to specify the DCM. (a) The 50 random samples of prior location of the ﬁve sources (for σx = 1mm). (b) Id for σx = 2mm. (c) Id for σx = 4mm.



will use Monte Carlo simulations to assess sensitivity and real ERP data to compare the spatial models in terms of their evidence. A difference in log-evidence of three is usually considered signiﬁcant; because this suggests a relative likelihood of 20:1. Under ﬂat priors on the models, this means that one can be 95% conﬁdent that one model is better than the other. Comparative evaluations A sensitivity analysis We are primarily interested in making inferences about the connectivity of the network generating data (encoded by γij). However, the estimation of these parameters will be sensitive to the speciﬁcation of the generative model (e.g. the prior position of the sources). In this section, we quantify the relative robustness (if any) of the DCM for distributed responses, relative to ECD models, to variations of the generative model. To assess robustness we



compared the changes in the posterior estimates of the neuronal parameters (i.e. synaptic efﬁcacies and rate-constants, which are common to both models) when changing the prior or likelihood of the DCM. To equate the degrees of freedom (number of parameters) in both models, we used six spatial basis functions to model each mode (ECD models have six spatial parameters encoding the location and orientation of each dipole). First, we computed the predictions y after ﬁtting two DCMs (ECD and distributed) to real mismatch negativity event-related potentials (ERPs) (see next section). This produced two sets of data, generated by ECD and distributed DCMs, with different but known neuronal parameters. These were then used as synthetic data for a series of DCM inversions, as follows: We ran two sets of simulations. In series I, we perturbed the prior mean of the [ﬁve] source locations. We examined three levels of perturbation: σx ∈ {1,2,4} mm, where σx was the standard deviation of random Gaussian perturbations to the prior mean (see Fig. 2). In series



Fig. 3. Simulation series II: changing signal to noise. This ﬁgure shows the three levels of measurement noise in the synthetic data as quantiﬁed by the signal-to-noise ratio (SNR). (a) One sample of a synthetic data set (projected onto the sixteen spatial components of a PCA decomposition), at SNR = 4 dB. (b) at SNR = 8 dB. (c) at SNR = 16 dB.
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Fig. 4. Monte Carlo simulation results-squared error loss. Both graphs show the squared error loss (SEL) as a function of the level of prior dislocation and noise (error bars correspond to one standard deviation). (a) SEL as a function of perturbation on the prior location of the sources—σx. (b) SEL as a function of signal to noise-SNR. Except for the highest level of SNR (16 dB), where both ECD and distributed DCMs behave similarly, the spatially distributed DCM is consistently better than its ECD variant.



II, we perturbed the likelihood by adding Gaussian noise to the data; using three signal-to-noise ratios: SNR ∈ {4,8,16} dB. SNR is deﬁned as: SNR = 10 ln var (y^)/var(ɛ) (see Fig. 3). We used 50 Monte Carlo samples for both series. Given the true parameters of the generative model and their posterior estimator, we can evaluate the squared error loss:



SELðϑÞ =



2 X ˆi ϑi −ϑ



ð14Þ



i



where ϑ is the i-th neuronal parameter. The SEL is a standard estimation error measure, whose posterior expectation is minimized



by the mean of the posterior density. This means that using the ˆ = hϑiq of unknown ϑ is optimal posterior mean as an estimator ϑ with respect to squared error loss. We investigated how the SEL changed as a function of prior location and SNR, for both the ECD and the distributed solutions (see Fig. 4). It can be seen that the distributed DCM is consistently better than its ECD homologue, except at the highest SNR (16 dB), where both models show the same squared error loss. In short, the estimation error on the neuronal parameters, as measured by the squared error loss is much smaller for the distributed DCM, which is less sensitive to noise and inaccurate priors than its ECD variant. In addition, we evaluated the quality of posterior conﬁdence intervals: under the Laplace approximation; q(ϑ) = N(μϑ,Σϑ), this reduces to



Fig. 5. Monte Carlo results—posterior conﬁdence. Both graphs show the expected (x-axis) versus the observed (y-axis) squared error loss (SEL) for both series of simulations and spatial variants of the DCM. Top: changes in prior locations. Bottom: changes in signal to noise. Left: ECD-DCM. Right: distributed DCM. Although there is an order of magnitude difference between the predicted and observed SEL, they are strongly correlated. Note the increase in correlation for distributed DCMs over ECD-DCMs (bottom right).
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assessing the accuracy of the posterior covariance in relation to the SEL, since;



empirical comparisons, using the relative evidence for both models in real data.



ELðqÞ = hSELðϑÞiq = trðΣϑ Þ:



Model comparisons using EEG data



ð15Þ



where the expected loss EL(q) is the Bayesian estimator of SEL (see Robert, 1992). This equivalence means we can assess the posterior covariance in terms of the relationship between the expected and the sampled SEL; for both the ECD and distributed solutions. A good correlation between the expected EL(q) = tr(Σϑ) and observed SEL means that the inference scheme is self-consistent; i.e., it adapts its level of conﬁdence in proportion to the real (observed) estimation error. Fig. 5, shows the expected versus the observed SEL for both series of simulations and DCMs. Although there is an order of magnitude difference between the predicted and the observed SEL, they are strongly correlated. In addition, the correlation between EL (q) and SEL under different levels of noise is signiﬁcantly higher for the distributed DCM. In summary, the DCM of distributed responses is more robust to violations of priors and levels of noise; furthermore, it is more selfconsistent in that the observed and expected estimation loss is more tightly coupled, relative to ECD models. We now turn to



In this section, we apply both ECD and distributed DCMs to the grand-mean responses from an eleven-subject auditory mismatch negativity study (Garrido et al., 2007). The term ‘mismatch negativity’ (MMN) describes an evoked response component elicited by the presentation of a rare auditory stimulus in a sequence of repetitive standard stimuli (Näätänen, 2003). The rare stimulus typically causes a more negative response. The difference between deviant and standard tone reaches a minimum at about 100 ms, and exhibits a second minimum later between 100 and 200 ms. We ﬁrst performed a conventional imaging source reconstruction to specify the underlying neuronal network, in terms of the number and prior expectations of source locations (Friston et al., 2007b). Fig. 6 shows the results of a source reconstruction for the ﬁrst subject and highlights the prior source locations selected for the DCM analyses. This network is shown in Fig. 7a, which includes the extrinsic (between source) connections (cf. Garrido et al., 2007). In brief, we allowed for forward and backward connections between an early



Fig. 6. Mismatch negativity study: scalp data and source reconstructions. The mismatch negativity (MMN) is the pattern elicited when contrasting a standard condition (repeated high-pitched tones) with a deviant condition (sparse low-pitched tones). This ﬁgure shows both the scalp topography and the corresponding source reconstructions at the time of the maximum difference (approx. 200 ms after onset). (a) Standard condition: the maximum intensity projection (MIP) on the source reconstruction shows ﬁve key sources: right/ left primary auditory cortex (A1), right/left superior temporal gyrus (STG) and right inferior frontal gyrus (IFG). (b) Deviant condition: the MIP shows the same ﬁve sources (with different amplitudes).
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Fig. 7. Mismatch negativity study: DCM architectures. The ﬁve sources identiﬁed by source reconstruction MIP (see Fig. 6) were used to construct a DCM network as follows: (a) both primary auditory sources were coupled with forward and backward connections to ipsilateral STG sources. The latter were reciprocally connected through lateral connections, and right STG was coupled with forward and backward connections to rIFG. Within this graph, we compared eleven models, corresponding to different combinations of connectivity changes between the standard and the deviant conditions of the MMN paradigm. These condition-speciﬁc changes are depicted in (b): four sets of connections were allowed to change: forward connections, backward connections, intrinsic connections for bilateral A1, and all intrinsic connections. We then derived eleven DCMs from combinations of these four sets; “F”, “B”, “FB”, “FI”, “BI”, “FBI”, “FA”, “BA”, “FBA”, and “0” (see Table 1).



bilateral auditory (rA1 and lA1) source and bilateral superior temporal gyrus (rSTG and lSTG) areas, as well as forward and backward connections between the right STG and a source located in the inferior frontal gyrus (rIFG). We also included transcallosal lateral connections between the STG sources. The conventional understanding of the MMN rests on changesensitive neuronal populations. In Kiebel et al., (2007), we considered two hypotheses, which explain the MMN either by adaptation or within a predictive coding framework (Friston, 2005; Garrido et al., 2008). We have shown that hypotheses like these can be formulated and tested using DCM, by allowing connections to change between the deviant and the standard conditions. In particular, we can test hypotheses about the mechanisms underlying the MMN by modelling the response evoked by a deviant using the same parameters as for the standard response, except for a gain in selected connections. Here, we repeat this analysis using both spatial variants of DCM. Table 1 shows the different architectures we considered in terms of which connections were allowed to change (from the deviant to standard conditions). In brief, these different models correspond to different explanations for the MMN: the adaptation hypothesis (change in intrinsic connections) and the predictive coding hypothesis (change in intrinsic and extrinsic connections). We refer the interested reader to Kiebel et al., (2007): Four sets of connections were allowed to change between the deviant and the standard conditions (see Fig. 7b); ‘forward’ implies permissible changes in all forward connections; ‘backward’, all backward connections; intrinsic A1′, changes in connectivity intrinsic to A1 and ‘intrinsic all’, all intrinsic connections. We then constructed eleven DCMs from combinations of these four basic differences, namely; “F”, “B”, “FB”, “FI”, “BI”, “FBI”, “FA”, “BA”, “FBA”, and “0” (see Table 1). The last model precluded any changes between the two conditions and constitutes a null model. In these comparative analyses, we also investigated the effect of changing the spatial support of the cortical regions in the



distributed DCMs. This was achieved by varying the radius (1, 2, 4, 8, 16 and 32 mm) of the sphere (centred on the prior location), which deﬁnes the mesh vertices in each cortical region. We used the free-energy approximation to the log-evidence to compare the 11 × 7 = 77 models; eleven DCMs with seven spatial models (six distributed models with different spheres and one ECD model). The ensuing log-evidences are shown in Fig. 8. For almost all DCMs, the ECD models were signiﬁcantly less likely than distributed DCMs (max Fdistributed − maxFECD = 294.8). Note that this model comparison automatically accommodates differences in model complexity. These differences were small because the ECD and the distributed and ECD-DCMs had the same number of parameters. When the sphere radius in the distributed DCM is reduced, the DCMs have very similar log-evidences (Fig. 8a). Note also that the model evidence of the best DCM (FBA) for distributed DCM with small (1, 2, and 4 mm) spheres and the ECD model are very close to each other. This means that these spatial models converge when inverting a



Table 1 Condition-speciﬁc effects (standard versus deviant): gain in coupling strength. Forward F B FB FI BI FBI FA BA FBA A 0



Backward



Intrinsic A1



Intrinsic all



X X X X X X



X X X X X X



X X X X X X X
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Fig. 8. Mismatch negativity study: Bayesian model comparison results. Bayesian model comparison was applied to an 11 × 7 factorial model space. Eleven condition effects (see Fig. 6 b) and 7 spatial variants of each DCM (6 distributed DCMs, with different cortical regions (sphere radii ∈ 1, 2, 4, 8, 16, and 32 mm) and one ECD-DCM. (a) Free-energies (log-evidences) for each of the 11 × 7 models. The star indicates that the best of all DCMs is a distributed FBA model (in which all connections were allowed to change) with the largest region. (b) Marginal posterior probabilities of the eleven DCMs (marginalising over spatial models).



well-speciﬁed neuronal model. In other words, there is no signiﬁcant difference in model evidence between ECD and small patches, since the latter are approximated well by a single dipole. Fig. 8 also shows the marginal posterior probabilities of the eleven DCMs; marginalising over all spatial variants. This integrates out dependency on the spatial parameters and replicates the ﬁnding of Garrido et al., (2007) that the most plausible DCM seems to combine changes in forward, backward and intrinsic connections. For this DCM, there was strong evidence that the distributed DCM (all radii) was a better model than the ECD equivalent. Discussion We have described a variant of dynamic causal modelling for event-related potentials or ﬁelds as measured with EEG and MEG. We motivated this DCM as an approximation to a continuous neural-ﬁeld model, using a mixture of overlapping patches, with compact spatial support, on the cortical surface. Time-varying activity in this mixture, caused by activity in other sources and experimental inputs, is propagated through appropriate lead-ﬁeld or gain-matrices to generate observed channel data. In comparison to ECD variants of DCM, this distributed DCM has three advantages; it has greater face validity, the degrees of freedom of the spatial model can be speciﬁed (and therefore optimised using model selection) and the model is linear in the spatial parameters (which ﬁnesses computational load). Both our simulations and the application to an EEG auditory mismatch negativity dataset demonstrated the superiority of distributed DCMs, when compared to their ECD homologues. The greater face validity of spatially distributed DCMs is similar to that of imaging source reconstruction solutions, when compared to ECD-like solutions: the spatial extent of each regional source must be modelled properly when inverting such models (see below). Furthermore, the neural-mass models we use (Jansen and Rit 1995) were designed originally to model mesoscopic electrocortical activity, at a spatial scale ﬁner than that of EEG/MEG. Using simple approximations of neural-ﬁeld models, we have proposed a simple modiﬁcation of neural-mass models that render them able to emulate macroscopic spatiotemporal dynamics. Speciﬁcally, these modiﬁcations allow us to account for the spatial deployment of sources, which appears to be necessary to explain EEG/MEG data (see MMN results section). Although not pursued here, the number of basis functions or different sizes of cortical regions could be optimised. One would repeat the inversion using different basis functions and evaluate the



model evidences (as for the analysis of cortical sources in Fig. 8). This would allow one to optimise the degrees of freedom of the spatial model, in relation to the spatial information supported by the data; similarly for the size of the cortical patches used to model sourcespeciﬁc activity. Note that there is a formal link between the spatially distributed DCM proposed in this work and EEG/MEG source reconstruction techniques (see e.g. Daunizeau et al., 2006; Friston et al., 2007b). The key difference between these two approaches rests on the formal constraints used by DCM. These constrain the temporal expression of source activity to conform to a biologically plausible time-course (Scherg and Von Cramon 1985). The interpretation of a DCM analysis is not usually concerned with the spatial proﬁle of source activity but focuses on the coupling parameters and how they change with experimental manipulations. However, it is interesting to regard the DCM inversion as a biophysically and neurobiologically informed imaging source reconstruction (see Kiebel et al., 2006). In other words, one can regard the Bayesian inversion of spatially distributed DCM as a generalisation of classical forward model inversion used to reconstruct source activity from observed EEG or MEG data. The only difference between classical inversion and DCM is that the source activity has to conform to a biophysically plausible model. Generally, this model entails interactions among sources so that activity in one source is caused by activity in others. Classical forward models focus exclusively on the spatial observer function of the hidden states and ignore formal constraints on the temporal expression of source activity. The resulting spatial models are either ECD-based models or distributed source models of the sort used in image reconstruction (Baillet and Garnero 1997; Pascual-Marqui 2002; Phillips et al., 2005). Exactly the same distinction between ECD and distributed reconstructions can be applied in the context of DCM. In this note, we have described a distributed spatial model that complements existing ECD dynamic causal models. In the future, it is possible that DCMs will be based on models that are closer to full neural-ﬁeld models. These models might be more appropriate for EEG and MEG data because they account for continuous lateral interactions within each cortical region. Neuralﬁeld models can generate time-dependent dynamics that are expressed as bumps or propagating waves over the cortical surface. In this work, we truncated our space-time decomposition to the fundamental mode (a zero-order approximation). As a consequence, the neural-ﬁelds behave as interacting standing-waves; i.e. regionally speciﬁc invariant patterns of activity oscillating in response to mutual
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inﬂuence. This space-time separation is a simpliﬁed variant of the sort of the spatiotemporal behaviours that could be obtained using a more realistic wave-equation (c.f. Eq. 6). Our zero-order approximation could be relaxed to increase the complexity of the neural-ﬁeld model. This can be done by including more modes (see Eqs. 7 and 8 and Appendix 2). This would allow one to replace a full PDE to a set of coupled ODEs. Two additional comments should be made: ﬁrst, the derivation of the 2D neural ﬁeld PDE relies on the assumption that lateral (isotropic) interactions are deployed over a small spatial scale (see Appendix 1). As a consequence, only long spatial wavelengths (relative to the spatial decay of lateral interactions) can be expressed in the 2D cortical neural ﬁeld. This means that mesoscale phenomena like patchy feature maps (e.g. orientation preference or ocular dominance) in V1 might not be captured accurately (see Bressloff 2003 for a recent discussion of isotropic connectivity and Coombes et al., 2007 for an extension of the long-wavelength approximation to patchy propagators). Second, we motivated our standing wave (fundamental mode) approximation to the neural ﬁeld by noting that at high propagation velocity, higher harmonics will dissipate quickly. This is consistent with more realistic models (including axonal propagation), which also suggest that higher harmonics are damped more heavily (Nunez 1995). However, our standing wave approximation to experimentally manipulated (excited) neural ﬁelds is different in nature from the emergence of global standing-waves as proposed in Nunez and Srinivasan (2006). The latter global waves are thought to underlie global coherence of cortical activity in the absence of stimulation (e.g. eyes-closed resting alpha-band activity). Global standing-waves can be thought of as a resonance phenomenon, whose wavelength is related to the size of the brain. Nunez points out that mental tasks “enhance cell assembly activity [i.e. functional segregation], thereby reducing global ﬁeld behaviour”. This is in contradistinction to the present work, which postulates that local standing-waves emerge from the interaction of segregated neural ensembles. According to this view, segregation is necessary for the standing-waves to emerge, in the sense that it prevents activity spreading over the cortical mantle. In turn, this makes extrinsic functional integration (i.e. between region top-down and bottom-up effects, as opposed to within region lateral interactions) the principal mechanism responsible for sustained large-scale cortical activity. Software note All the routines and ideas described in this paper can be implemented with the academic freeware SPM8 (http://www.ﬁl.ion.ucl.ac.uk/spm). Acknowledgments The Wellcome Trust funded this work. We would like to thank Marta Garrido for providing the EEG data and Marcia Bennett for invaluable help in preparing this manuscript. Also, we would like to thank the anonymous reviewers for their very helpful comments. Appendices Approximate 2D neural ﬁelds on the cortical manifold Deriving the partial differential equation describing the spatiotemporal dynamics of neural ﬁelds from the underlying integrodifferential equation is a difﬁcult problem because: (i) even on a Euclidean space, the Fourier analysis of the 2D neural ﬁeld is not exact and (ii) on curved (Riemannian) manifolds, Euclidean distance measures do not apply. In this appendix, we discuss approximate solutions to these problems. First, we consider the neural ﬁeld unfolding on a planar surface tangential to the cortical manifold. Let r = (r,θ) denote the 2D position
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(in polar coordinates) on this Euclidean space. Recall that the spatiotemporal convolution that operates on the input ς(r,t) is given by Eq. 4 μ ðr;t Þ = Gðr;t ÞT1ðr;t Þ     1 1 1 exp − r Gðr;t Þ = δ t − r c γ γ |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}



ðA1Þ



lateral interaction



where ⁎ denotes convolution and G is the convolution kernel, whose spatial scale is controlled by the decay of lateral interactions γ. Therefore, if the Fourier transform G˜ðk;ωÞ of G can be represented in the rational form G˜ðk;ωÞ = R(k2,iω) / P(k2,iω), we have P(k2,iω)G(k,ω) = R(k2,iω)ζ(k,ω). By identifying k2 ↔ − ▿2 and iω X A = At, an inverse Fourier transform will yield the PDE in terms of spatial and temporal derivatives (see Coombes et al., 2007). Given the functional form of the lateral interactions, Liley et al. (2002) proposed an expansion of P(k2,iω) near k = 0, yielding the “longwavelength” approximation: ! 2 A A 3 2 2 2 μ ðr;t Þ = cκ1ðr;t Þ + 2κ − ∇ + κ c At 2 At 2



ðA2Þ



where κ = c / γ. This expression is very close but not identical to that obtained more simply (and exactly) for 1D neural ﬁelds (e.g. Deco et al., 2008). The long-wavelength approximation basically implies that k bb 1/γ, i.e. Δr NN γ, where Δr is the typical spatial wavelength. This is not a critical assumption when modelling EEG scalp data; since the head volume conductor acts as a low-pass spatial ﬁlter such that scalp potentials are dominated by the long-wavelength components engendered by cortical sources (Nunez and Srinivasan 2006). The PDE (A2) derives from the spatially invariant form of the Green function above (A1), which, on a 2D Riemannian manifold is:     dðr;r VÞ 1 dðr;rVÞ exp − ; Gðr;r V;t Þ = δ t − c γ γ



ðA3Þ



where r(resp. r′) is the position on the cortical surface of the target (resp. source) neuron of the neural ﬁeld, and d(r,r′) is the distance metric on the cortical manifold. Note that the cortical manifold more precisely, each hemisphere) is homotopic to a sphere, which means that its metric is well-behaved and that local geographic (angular) coordinates can be deﬁned on the cortical mantle (Toro and Burnod 2003). This implies that a patch of the cortical mantle is homotopic to an open set in R2, where there is a bijective mapping from the angular coordinates to the Euclidean polar coordinates above. If the fall-off distance γ is small compared to the inverse curvature (smoothness) of the manifold Δ, the Green function can be approximated by a spatially invariant convolution kernel:     ≪Δ j r − rV j 1 j r − rV j exp − uGðr − r V;t Þ: ðA4Þ Gðr;r V;t Þ ! δ t − c γ γ This is because contributions from the manifold that diverge from the tangent surface (e.g. neighbouring sulci) will be negligible. Note that this “short-scale lateral connectivity” is required because the assumption of isotropic lateral interaction posits that the boundary effects are negligible far from boundaries. Moreover, it justiﬁes the above “long-wavelength” approximation, in the sense that such a system can almost only resonate at long-wavelength harmonics (relative to γ). One can think of the short-scale lateral connectivity in a 1D neural ﬁeld as a string of interacting (inﬁnitesimal) elements (e.g., under tension). The energy required to excite the string is proportional to the frequency of its harmonics, which means that higher harmonics (short wavelengths) will decay quickly. These considerations mean that under “short-scale lateral connectivity”, the
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PDE obtained from the lateral interaction function above (A4) is approximately valid. Approximate solutions for neural-ﬁelds The neuronal activity of a cortical layer or population can be modelled as a neural-ﬁeld μ(i)(r,t) that satisﬁes the following partial differential equation (PDE): ! A2 A 3c2 2 ðiÞ ðiÞ μ ðr;t Þ = f ðr;t Þ ∇ + 2κ − 2 At At 2 ðA5Þ f ðiÞ ðr;t Þ = cκ1ðiÞ ðr;t Þ − κ 2 μ ðiÞ ðr;t Þ Here, μ(i)(r,t) is the ﬁeld associated with the i-th population. In (A5), we have lumped input and decay terms into f (i)(r,t). Using separation of variables, we can express the solution of this PDE as: X ðiÞ ðiÞ ði Þ vk ðt Þwk ðrÞ ðA6Þ μ ðr;t Þ = k



where the spatial modes wk(i)(r) are the solutions to the eigenvalue problem: 2



ði Þ



ðiÞ



ði Þ



∇ wk + λk wk = 0:



ðA7Þ



Note that the self-adjoint property of the Laplacian operator ▿2 ensures the eigenvalues λ(i) k are real and the spatial eigenvectors or modes w(i) k (r) are real and orthonormal Z ðiÞ ðiÞ ðA8Þ wk ðrÞwk V ðrÞdr = δkk V : This orthonormal property means we can express the eigenfunctions v(i) k (t) as Z ðiÞ ði Þ vk ðt Þ = wk ðrÞμ ðiÞ ðr;t Þdr: ðA9Þ If we differentiate (A9) with respect to time and use (A5) to ði Þ eliminate μ , we obtain Z ðiÞ ðiÞ ðiÞ v k ðt Þ = wk ðrÞ μ ðr;t Þdr  Z  ðA10Þ Z Z 1 3 2 ðiÞ :: ði Þ ði Þ = wk fdr : − wk μ dr + c wk ∇2 μ ðiÞ dr + 2κ 2
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vk ðt Þ∇ wk ðrÞ =
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X



ðiÞ ðiÞ



ðiÞ



λk vk ðt Þwk ðrÞ:



k



ðA11Þ



The input f(i)(r,t) and its stimulus-related component can also be expressed as a transform pair X ðiÞ ði Þ ðiÞ fk ðt Þwk ðrÞ f ðr;t Þ = ðiÞ fk ðt Þ



k



Z =



uðr;t Þ =



P
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uk ðt Þwk ðrÞ



Z uk ðt Þ =
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wk ðrÞf ðiÞ ðr;t Þdr



ðA12Þ



k



ðA14Þ



Recall that ρ is the parameter of the sigmoid activation function S(μ(i)) in Eq. 3. We can further simplify the expression for the input using the ﬁrst-order approximation S(μ(i)) ≈ ρμ(i)(r, t) to give: 1ðiÞ ðr;t Þ = γiu uðr;t Þ + uðr;t Þ =



X



X



  γ ij S μ ð jÞ ðr;t Þ



j ðiÞ



uk ðt Þwk ðrÞ



ðA15Þ



k



  X ð jÞ ð jÞ S μ ðiÞ = ρμ ð jÞ ðr;t Þ = ρ vk ðt Þwk ðrÞ: k



Here, we have made the simplifying assumption that all the populations have the same spatial support and modes; and that the coupling between layers, γij is uniform. This allows us to further approximate the input for the k-th mode with: Z



ði Þ



X



X X ð jÞ δkk′ uk′ ðt Þ + γij ρ δkk′ vk′ ðt Þ k′ k′ j   X ð jÞ γ ij S vk ðt Þ ≈ γiu uk ðt Þ +



wk ðrÞ1ðiÞ ðr;t Þdr ≈ γiu
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j



In effect, the modes are uncoupled by their orthogonality. This means the mean-ﬁeld effects are only communicated within, not between modes. Substituting (A16) into (A14) gives an approximate ODE for the temporal expression of each mode: ::ðiÞ  ð iÞ v k ðt Þ + 2κ vk ðt Þ +



  3 ðiÞ 2 ðiÞ ðiÞ 2 κ − λk c vk ðt Þ = cκ1k ðt Þ 2 ðiÞ



1k ðt Þ = γ iu uk ðt Þ +



X



  ð jÞ γ ij S vk ðt Þ :



j



(i) If we retain only the fundamental mode, then λ(i) k = λ0 = 0 and (A17) has exactly the same form as the neural-mass model in Eq. 3 but where the mean depolarisation is replaced by the eigenfunction of each mode. This also describes the ﬂuctuations of the standing-wave in Eq. 9. More generally, when different populations have different spatial modes (i.e., populations in different cortical regions), one would have to replace γij with Γkk′(ij) and sum over modes and populations; where the parameter Γkk′(ij) couples the k-th mode of the i-th population to the k′-th mode in population j. This parameter can model inhomogeneous extrinsic connections that couple spatial modes in different parts of the brain; this is the implicit meaning of γij = Γ(ij) 00 in the main text.
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Substituting these expressions into (A10), we can use the orthogonality of the modes (A8) to eliminate terms that depend on r and express the temporal dynamics as an ODE ! X X ::ðiÞ 1 3 2X ðiÞ ðiÞ ðiÞ ðiÞ v k ðt Þ = δkk V v k V ðt Þ + c δkk V λk V vk V ðt Þ + δkk V fk V ðt Þ − 2κ 2 kV kV kV =
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From the form of the solution (A6) and (A7), we have X :: ::ðiÞ ði Þ v k ðiÞðt Þwk ðrÞ μ ðr;t Þ = k



Rearranging (A13) and substituting for fk(i)(t) from (A5) and (A12) gives
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abstract In this paper, we describe a general variational Bayesian approach for approximate inference on nonlinear stochastic dynamic models. This scheme extends established approximate inference on hidden-states to cover: (i) nonlinear evolution and observation functions, (ii) unknown parameters and (precision) hyperparameters and (iii) model comparison and prediction under uncertainty. Model identification or inversion entails the estimation of the marginal likelihood or evidence of a model. This difficult integration problem can be finessed by optimising a free-energy bound on the evidence using results from variational calculus. This yields a deterministic update scheme that optimises an approximation to the posterior density on the unknown model variables. We derive such a variational Bayesian scheme in the context of nonlinear stochastic dynamic hierarchical models, for both model identification and time-series prediction. The computational complexity of the scheme is comparable to that of an extended Kalman filter, which is critical when inverting high dimensional models or long time-series. Using MonteCarlo simulations, we assess the estimation efficiency of this variational Bayesian approach using three stochastic variants of chaotic dynamic systems. We also demonstrate the model comparison capabilities of the method, its self-consistency and its predictive power. © 2009 Elsevier B.V. All rights reserved.



1. Introduction In nature, the most interesting dynamical systems are only observable through a complex (and generally non-invertible) mapping from the system’s states to some measurements. For example, we cannot observe the time-varying electrophysiological states of the brain but we can measure the electrical field it generates on the scalp using electroencephalography (EEG). Given a model of neural dynamics, it is possible to estimate parameters of interest (such as initial conditions or synaptic connection strengths) using probabilistic methods (see e.g. [1], or [2]). However, incomplete or imperfect model specification can result in misleading parameter estimates, particularly if random or stochastic forces on system’s states are ignored [3]. Many dynamical systems are nonlinear and stochastic; for example neuronal activity is driven by, at least partly, physiological noise (see e.g. [4,5]). This makes recovery of both neuronal dynamics and the parameters of their associated models a challenging focus of ongoing research (see e.g. [6,7]). Another example of stochastic nonlinear system identification is weather forecasting; where model inversion allows predictions of hidden-states from meteorological models (e.g. [8]). This class of problems is found in many applied research fields such as control engineering, speech recognition, meteorology, oceanography, ecology and quantitative finance. In brief, the identification and prediction of stochastic nonlinear dynamical systems have to cope with subtle forms of uncertainty arising from; (i) the complexity of the dynamical behaviour of the system, (ii) our lack of knowledge about its structure and (iii) our inability to directly measure its states (hence the name ‘‘hidden- states’’). This speaks to the importance of probabilistic methods for identifying nonlinear stochastic dynamic models (see [9] for a ‘‘data assimilation’’ perspective).
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Most statistical inference methods for stochastic dynamical systems rely on a state-space formulation i.e. the specification of two densities; the likelihood, derived from an observation model and a first-order Markovian transition density, which embodies prior beliefs about the evolution of the system [10]. The nonlinear filtering and smoothing1 problems have already been solved using a Bayesian formulation by Kushner [11] and Pardoux [12] respectively. These authors show that the posterior densities on hidden-states given the data so far (filtering) or all the data (smoothing) obey stochastic partial differential (Kushner–Pardoux) equations. However:



• They suffer from the curse of dimensionality; i.e. an exponential growth of computational complexity with the number of hidden-states



•



• •



•



[13]. This is why most approximate inversion techniques are variants of the simpler Kalman filter [14,15] or [10,16]. Sampling based approximations to the posterior density (particle filters, see e.g. [58] or [17]) have also been developed, but these also suffer from the curse of dimensionality. The likelihood and the transition densities depend on the potentially unknown parameters and hyperparameters2 of the underlying state-space model. These quantities have also to be estimated and induce a hierarchical inversion problem, for which there is no generally accepted solution (see [18] for an approximate maximum-likelihood approach to this problem). This is due to the complexity (e.g. multimodality and high-order dependencies) of the joint posterior density over hidden-states, parameters and hyperparameters. The hierarchical structure of the generative model prevents us from using the Kushner–Pardoux equations or Kalman Filter based approximations. A review of modified Kalman filters for joint estimation of model parameters and hidden-states can be found in Wan [19]. These issues make variational Bayesian (VB) schemes [20–23] appealing candidates for joint estimation of states, parameters and hyperparameters. However, somewhat surprisingly, only a few VB methods have been proposed to finesse this triple estimation problem for nonlinear systems. These include: Roweis and Ghahramani [24] propose an Expectation-Maximization algorithm that yields an approximate posterior density over hidden-states and maximum-likelihood estimates of the parameters. Valpola and Karhunen [25] propose a VB method for unsupervised extraction of dynamic processes from noisy data. The nonlinear mappings in the model are represented using multilayer perceptron networks. This dynamical blind deconvolution approach generalizes [24], by deriving an approximate posterior density over the mapping parameters. However, as in Roweis [24] the method cannot embed prior knowledge about the functional form of both observation and evolution processes. Friston et al. [7], present a VB inversion scheme for nonlinear stochastic dynamical models in generalized coordinates of motion. The approach rests on formulating the free-energy optimization dynamically (in generalized coordinates) and furnishes a continuous analogue to extended Kalman smoothing algorithms. Unlike previous schemes, the algorithm can deal with serially correlated state-noise and can optimize a joint posterior density on all unknown quantities.



Despite the advances in model inversion described in theses papers, there remain some key outstanding issues: First, the difficult problem of time-series prediction, given the (inferred) structure of the system (see [26] for an elegant Gaussian process solution). Second, no attempt has been made to assess the statistical efficiency of the proposed VB estimators for nonlinear systems (see [27] for a study of asymptotic behaviour of VB estimators for conjugate-exponential models). Third, there has been no attempt to optimize the form or structure of the state-space model using approximate Bayesian model comparison. In this paper, we present a VB approach for approximating the posterior density over hidden-states and model parameters of stochastic nonlinear dynamic models. This is important because it allows one to infer the hidden-states causing data, parameters causing the dynamics of hidden-states and any non-controlled exogenous input to the system, given observations. Critically, we can make inferences even when both the observation and evolution function are nonlinear. Alternatively, this approach can be viewed as an extension of VB inversion of static models (e.g. [28]) to invert nonlinear state-space models. We also extend the VB scheme to approximate both the predictive density (on hidden-states and measurement space) and the sojourn density (i.e. the stationary distribution of the Markov chain) that summaries long-term behaviour [29]. In brief, model inversion entails optimizing an approximate posterior density that is parameterized by its sufficient statistics. This density is derived by updating the sufficient statistics using an iterative coordinate ascent on a free-energy bound on the marginal likelihood. We demonstrate the performances of this VB inference scheme when inverting (and predicting) stochastic variants of chaotic dynamic systems. This paper comprises three sections. In the first, we review the general problem of model inversion and comparison in a variational Bayesian framework. More precisely, this section describes the extension of the VB approach to non-Gaussian posterior densities, under the Laplace approximation. The second section demonstrates the VB-Laplace update rules for a specific yet broad class of generative models, namely: stochastic dynamic causal models (see [1] for a Bayesian treatment of deterministic DCMs). It also provides a computationally efficient alternative to the standard tool for long-term prediction (the stationary or sojourn density), based upon an approximation to the predictive density. The third section provides an evaluation of the method’s capabilities in terms of accuracy, model comparison, selfconsistency and prediction, using Monte Carlo simulations from three stochastic nonlinear dynamical systems. In particular, we compare the VB approach to standard extended Kalman filtering, which is used routinely in nonlinear filtering applications. We also include results providing evidence for the asymptotic efficiency of the VB estimator in this context. Finally, we discuss the properties of the VB approach. 2. Approximate variational Bayesian inference 2.1. Variational learning To interpret any observed data y with a view to making predictions based upon it, we need to select the best model m that provides formal constraints on the way those data were generated; and will be generated in the future. This selection can be based on Bayesian



1 Note that filtering techniques provide the instantaneous posterior density, (i.e. the posterior density given observed time-series data so far) as opposed to smoothing schemes, which cannot operate on-line, but furnish the full posterior density (given the complete time-series data). 2 In this article, we refer to parameters governing the second-order moments of the probability density functions as (variance or, reciprocally, precision) hyperparameters.
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probability theory to choose among several models in the light of data. This necessarily involves evaluating the marginal likelihood; i.e. the plausibility of observed data given model m:



Z



p (y|m) =



p(y, ϑ|m)dϑ



(1)



where the generative model m is defined in terms of a likelihood p (y|ϑ, m) and prior p (ϑ|m) on the model parameters, ϑ , whose product yields the joint density by Bayes rule: p (y, ϑ|m) = p (y|ϑ, m) p (ϑ|m) .



(2)



The marginal likelihood or evidence p (y|m) is required to compare different models. Usually, the evidence is estimated by converting the difficult integration problem in Eq. (1) into an easier optimization problem by optimizing a free-energy bound on the log-evidence. This bound is constructed using Jensen’s inequality and is induced by an arbitrary density q (ϑ) [21]: F (q, y) = ln p (y|m) − D



= U −S Z D=



q(ϑ) ln



(3)



q(ϑ) p(ϑ|y, m)



dϑ.



The free-energy comprises an energy term U = hln p (y, ϑ)iq and an entropy term S = hln q (ϑ)iq .3 The free-energy is a lower bound on the log-evidence because the Kullback–Leibler cross-entropy or divergence, D between the arbitrary and posterior densities is nonnegative. Maximizing the free-energy with respect to q (ϑ) minimizes the divergence, rendering the arbitrary density q (ϑ) ≈ p (ϑ|y, m) an approximate posterior density. To make this maximization easier one usually assumes q (ϑ) factorizes into approximate marginal posterior densities, over sets of parameters ϑi q (ϑ) =



Y



qi (ϑi ) .



(4)



i



In statistical physics this is called a mean-field approximation [30]. This approximation replaces stochastic dependencies between the partitioned model variables by deterministic relationships between the sufficient statistics of their approximate marginal posterior density (see [31] and below). Under the mean-field approximation it is straightforward to show that the approximate marginal posterior densities satisfy the following set of equations [32]:



δF 1 = 0 ⇒ q (ϑi |λi ) = exp (I (ϑi )) δq Zi Z Y  I (ϑi ) = dϑj qj ϑj |λj ln p(ϑ, y|m)



(5)



j6=1



where λi are the sufficient statistics of the approximate marginal posterior density qi , and Zi is a normalisation constant (i.e., partition function). We will call I (ϑi ) the variational energy. If the integral in Eq. (5) is analytically tractable (e.g., through the use of conjugate priors) the above Boltzmann equation can be used as an update rule for the sufficient statistics. Iterating these updates then provides a simple deterministic optimization of the free-energy with respect to the approximate posterior density. 2.2. The Laplace approximation When inverting realistic generative models, nonlinearities in the likelihood function generally induce posterior densities that are not in the conjugate-exponential family. This means that there are an infinite number of sufficient statistics of the approximate posterior density; rendering the integral in Eq. (5) analytically intractable. The Laplace approximation is a useful and generic device, which can finesse this problem by reducing the set of sufficient statistics of the approximate posterior density to its first two moments. This means that each approximate marginal posterior density is further approximated by a Gaussian density:







µi = hϑi i  (6) Σi = (ϑi − µi ) (ϑi − µi )T where the sufficient statistics λi = (µi , Σi ) encode the posterior mean and covariance of the i-th approximate marginal posterior density. q (ϑi |λi ) ≈ N (λi ) : λi =







This (fixed-form) Gaussian approximation is derived from a second-order truncation of the Taylor series to the variational energy [28]:



µi = arg max I (ϑi ) ϑi



#−1 ∂2 Σi = − I (ϑi ) ∂ϑi2 ϑi =µi  2  X  ∂ I (ϑi ) ≈ L ϑi , µ\i + tr  L ϑi , ϑj ∂ϑj2 j6=i "



 Σj 



ϑj =µj



L (ϑ) = ln p (ϑ, y|m) .



3 Note that all these quantities are the negative of their thermodynamic homologues.



(7)
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Eq. (7) defines each variational energy and approximate marginal posterior density as explicit functions of the sufficient statistics of the other approximate marginal posterior densities. Under the VB-Laplace approximation, the iterative update of the sufficient statistics just requires the gradients and curvatures of L (ϑ) (the log-joint density) with respect to the unknown variables of the generative model. We will refer to this approximate Bayesian inference scheme to as the VB-Laplace approach. 2.3. Statistical Bayesian inference The VB-Laplace approach above provides an approximation q (ϑ) to the posterior density p (ϑ|y, m) over any unknown model parameter ϑ , given a set of observations y and a generative model m. Since this density summarizes our knowledge (from both the data and priors), we could use it as the basis for posterior inference; however, these densities generally tell us more than we need to know. In this section, we briefly discuss standard approaches for summarizing such distributions; i.e. Bayesian analogues for common frequentist techniques of point estimation and confidence interval estimation.4 We refer the reader to [33] for further discussion. To obtain a point estimate ϑˆ of any unknown we need to select a summary of q (ϑ), such as its mean or mode. These estimators can be motivated by different estimation losses, which, under the Laplace approximation, are all equivalent and reduce to the firstorder posterior moment or posterior mean. The Bayesian analogue of a frequentist confidence interval is defined formally as follows: a 100 × (1 − π )% posterior R confidence interval for ϑ is a subset C of the parameter space, such that its posterior probability is equal to 1 − π ; i.e., 1 − π = C q (ϑ) dϑ . Under the Laplace approximation, the optimal 100 × (1 − π)% posterior confidence interval is the interval whose bounds are the π /2 and 1 − π /2 quantiles of q (ϑ) [34]. This means Bayesian confidence intervals are simple functions of the second-order posterior moment or posterior variance. We will demonstrate this later. In what follows, we introduce the class of generative models we are interested in; i.e. hierarchical stochastic nonlinear dynamic models. We then present update equations for each approximate marginal posterior density, starting with the straightforward updates (the parameters of the generative model) and finishing with the computationally more demanding updates of the time-varying hidden-states. These are derived from a variational extended Kalman–Rauch marginalization procedure [10], which exploits the Laplace approximation above. 3. Variational Bayesian treatment of stochastic DCMs In this section, we illustrate VB inference in the context of an important and broad class of generative models. These are stochastic dynamic causal models that combine nonlinear stochastic differential equations governing the evolution of hidden-states and a nonlinear observer function, to provide a nonlinear state-space model of data. Critically, neither the states nor the parameters of the state-space model functions are known. This means that the generative model is hierarchical, which induces a natural mean-field partition into states and parameters. This section describes stochastic DCMs and the update rules entailed by our VB-Laplace approach. In the next section, we illustrate the performance of the method in terms of model inversion, selection and time-series prediction using Monte Carlo simulations of chaotic systems. 3.1. Stochastic DCMs and state-space models The generative model of a stochastic DCM rests on two equations: the observation equation, which links observed data y1:T comprising T vector-samples to hidden-states xt and a stochastic differential equation (SDE) governing the evolution of these hidden-states: yt = g (xt , ϕ, ut , t ) + εt



(8)



dxt = a (xt , θ , ut , t ) dt + b (xt , t ) d$t



where ϕ and θ are unknown parameters of the observation function g and equation of motion (drift) a respectively; ut are known exogenous inputs that drive the hidden-states or response; εt ∈ Rp×1 is a vector of random Gaussian measurement-noise; b may, in general, be a function of the states and time and $t denotes a Wiener process or state-noise that acts as a stochastic forcing term. A Wiener process is a continuous zero mean random process, whose variance grows as time increases; i.e.



h$t i = 0, 







0 ≤ s ≤ t.



 ($s − $t )2 = s − t :



(9)



The continuous-time formulation of the SDE in Eq. (8) can also be written using the following (stochastic) integral formulation:



Z xt +1t = xt +



|t



t +1 t



a(xt , θ , ut , t )dt +



{z



Riemann integral



}



Z |t



t +1 t



b(xt , t )d$t



{z



Ito’s integral



(10)



}



where the second integral is a stochastic integral, whose peculiar properties led to the derivation of Ito stochastic calculus [35]. Eq. (10) can be converted into a discrete-time analogue using local linearization, or Euler–Maruyama methods, yielding the standard first-order autoregressive process (AR(1)) form of nonlinear state-space models: yt = g (xt , ϕ, ut , t ) + εt



(11)



xt +1 = f (xt , θ , ut , t ) + ηt where ηt ∈ Rn×1 is a Gaussian state-noise vector of variance b2 1t and f is the evolution function given by: f (xt , θ , ut , t ) ≈ xt + J (xt )−1 (exp [J (xt ) 1t] − In ) a (xt , θ , ut , t ) −−−→ xt + 1t a (xt , θ , ut , t ) . 1t →0



(12)



Here J is the Jacobian of a and 1t is the time interval between samples. The first line corresponds to the local linearization method [36],



4 The class of decision theoretic problems (i.e. hypothesis testing) is treated as a model comparison problem in a Bayesian framework.
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and the second line instantiates the so-called Euler–Maruyama discretisation scheme [35]. The discrete-time variant of the state-space model yields the Gaussian likelihood and transition densities (where dependence on exogenous inputs and time is left implicit): p (yt |xt , ϕ, σ , m) = N g (xt , ϕ) , σ −1 Ip







p (xt +1 |xt , θ , α, m) = N f (xt , θ) , α −1 In



(13)







where σ (resp. α ) is the precision of the measurement-noise εt (resp. state-noise ηt ). From Eqs. (10) and (13), we note that the state-noise



 −1



precision is α = b2 1t , where the transition density can be regarded as a prior that prescribes the likely evolution of hidden-states. From now on, we will assume the state-noise precision is independent of the hidden-states, which narrows the class of generative models we deal with (e.g. GARCH models, see [37]); volatility models, see e.g. [38]; bilinear stochastic models, see [39]. 3.1.1. The predictive and sojourn densities The predictive density over the hidden-states is derived from the transition density given in Eq. (13) through the iterated Chapman–Kolmogorov equation: p (xt |x0 , θ , α, m) =



Z ···



Z Y t



p(xk |xk−1 , θ , α, m)dxk−1



k=1



Z ∝



Z ···



"



# t t Y αX 2 (xk − f (xk−1 , θ )) dxk−1 . exp − 2 k=1



(14)



k=1



This exploits the Markov property of the hidden-states. Despite the Gaussian form of the transition density, nonlinearities in the evolution function render the predictive density non-Gaussian. In particular, nonlinear evolution functions can lead to multimodal predictive densities. Under mild conditions, it is known that nonlinear stochastic systems as in Eq. (8) are ergodic, i.e. their distribution becomes stationary [40]. The fact that a dynamical system is ergodic means that random state-noise completely change its stability properties. Its deterministic variant can have several stable fixed points or attractors, whereas, when there are stochastic forces, there is a unique steady state, which is approached in time by all other states. Any local instabilities of the deterministic system disappear, manifesting themselves only in the detailed form of the stationary density. This (equilibrium) stationary density, which we will call the sojourn density, is given by the predictive density when t → ∞. The sojourn density summarizes the long-term behaviour of the hidden-states: it quantifies the proportion of time spent by the system at each point in state-space (the so-called ‘‘sojourn time’’). We will provide approximate solutions to the sojourn density below and use it in the next section for long-term prediction. 3.1.2. The hierarchical generative model In a Bayesian setting, we also have to specify prior densities on the unknown parameters of the generative model m. Without loss of generality,5 we assume Gaussian priors on the parameters, initial conditions of the hidden-states and Gamma priors on the precision hyperparameters: p (x0 |m) = N (ς0 , υ0 ) p (ϕ|m) = N ςϕ , υϕ







p (θ |m) = N (ςθ , υθ )



(15)



p (σ |m) = Ga (ςσ , υσ ) p (α|m) = Ga (ςα , υα ) , where ςϕ , υϕ (resp. ςθ , υθ and ς0 , υ0 ) are the prior mean and covariance of the observation parameters ϕ (resp. the evolution parameters θ and initial condition x0 ); and ςσ , υσ (resp. ςα , υα ) are the prior shape and inverse scale parameters of the Gamma-variate precision of the measurement-noise (resp. state-noise). Fig. 1 shows the Bayesian dependency graph representing the ensuing generative model defined by Eqs. (13) and (15). The structure of the generative model is identical to that in [22]; the only difference is the nonlinearity in the observation and evolution functions (i.e. in the likelihood and transition densities). This class of generative model defines a stochastic DCM and generalizes both static convolution models (i.e. f (xt , θ) = 0) and non-stochastic DCMs (i.e. α → ∞). 3.2. The VB-Laplace update rules The mean-field approximation to the approximate posterior density, for the state-space model m described above is q (ϑ) =



Y



q (ϑi ) = q (ϕ) q (θ ) q (σ ) q (α) q (x1:T ) q (x0 ) .



(16)



i



Eq. (5) provides the variational energy of each mean-field partition variable using the expectations of L (ϑ) = log p (ϑ, y|m), under the Markov blanket6 of each of these variables. Using the mean-field partition in Eq. (16), these respective variational energies are (omitting constants for clarity):



5 One can apply any arbitrary nonlinear transform to the parameters to implement an implicit probability integral transform. 6 The Markov blanket of a node in a directed acyclic graph (of the sort given in Fig. 1) comprises the node’s parents, children and parents of those children.
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Fig. 1. Graph representing the generative model m: The sequence of observations y1:T is represented as the plate over T pairs of hidden variables x1:T (x0 denotes the initial condition of the hidden-states). ϕ and θ are unknown parameters of the observation and evolution function. u1:T is an exogenous input. σ (resp. α ) is the precision (inverse variance) of the unknown measurement-noise εt (resp. unknown state-noise ηt ).



I (ϕ) = hL (ϕ, σ , x)iq(σ )q(x1:T ) I (θ ) = hL (θ , α, x)iq(α)q(x1:T )q(x0 ) I (σ ) = hL (σ , ϕ, x)iq(ϕ)q(x1:T )



(17)



I (α) = hL (α, θ , x)iq(θ)q(x1:T )q(x0 ) I (x1:T ) = hL (x0:T , σ , ϕ, α, θ)iq(σ )q(ϕ)q(α)q(θ)q(x0 ) I (x0 ) = hL (x0:1 , α, θ )iq(α)q(θ)q(x1:T ) .



We will use the VB-Laplace approximation (Eq. (7)) to handle nonlinearities in the generative model when deriving approximate posterior densities, with the exception of the precision hyperparameters, for which we used free-form VB update rules. 3.2.1. Updating the sufficient statistics of the hyperparameters Under the VB-Laplace approximation on the parameters and hidden-states, the approximate posterior density of the precision parameters (α, σ ) does not require any further approximation. This is because their prior is conjugate to a Gaussian likelihood. Therefore, their associated VB update rule is derived from the standard free-form approximate posterior density in Eq. (5). First, consider the free-form approximate posterior density of the measurement-noise precision. It can be shown that q (σ ) has the form ln q (σ ) = (aσ − 1) ln (σ ) − bσ σ + c, which means q (σ ) is a Gamma density q (σ ) = Ga (aσ , bσ ) ⇒ µσ =



aσ



(18)



bσ



with shape and scale parameters aσ , bσ given by aσ =



1 2



(2ςσ + pT )



! (19) ∂g ∂g T 2υσ + tr εˆ εˆ 1:T + Σϕ + tr Ψt ,t bσ = tr . 2 ∂x ∂x t =1 t =1  Here, εˆ 1:T is a p × T matrix of prediction errors in measurement space; εˆ t = g µx,t , µϕ − yt , and Ψt ,t denotes the n × n instantaneous posterior covariance of the hidden-states (see below). A similar treatment shows that α is also a posteriori Gamma-distributed: 1







T 1:T







q (α) = Ga (aα , bα ) ⇒ µα =



T X
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 ∂ 2 g˜ T ∂ 2 g˜ ∂g ∂g T + I p ⊗ Ψt ,t ∂ϕ ∂ϕ ∂ x∂ϕ ∂ x∂ϕ











T X







(20)



bα



with shape and scale parameters aα =



1 2



(2ςα + nT )



! #  ∂ 2 f˜ T ∂f ∂f T ∂ 2 f˜ bα = + I n ⊗ Ψt ,t Σθ (21) 2 ∂θ ∂θ ∂ x∂θ ∂ x∂θ t =1 !      T   T −1 T −1 X X ∂f ∂f T ∂f ∂f T ∂f + tr In + Ψt ,t + tr Ψ0,0 + ΨT ,T − 2 tr Ψt ,t + 1 ∂x ∂x ∂x ∂x ∂x t =1 t =1  where ηˆ t = f µx,t , µθ − µx,t −1 is the n × 1 vector of estimated state-noise, Ψt ,t +1 is the n × n lagged posterior covariance of the 1



T −1   X 2υα + tr ηˆ 1T:T ηˆ 1:T + tr



"



hidden-states (see below). 3.2.2. Updating the sufficient statistics of the parameters These updates follow the same procedure above, except that the VB-Laplace update rules for deriving the approximate posterior densities of the parameters are based on an iterative Gauss–Newton optimization of their respective variational energy (see Eqs. (6) and (7)). Consider the variational energy of the observation parameters:



J. Daunizeau et al. / Physica D 238 (2009) 2089–2118



2095



I (ϕ) = hL (ϕ, σ , x)iq(σ )q(x)



 ∂2 L µ , µ Σ (ϕ, ) x σ x 2 ∂ x2      2  2 T ∂ 2 L   ∂L 1 ∂ ∂ L 1 ∂2 ∂ L ϕ − µϕ + ϕ − µϕ ϕ − µϕ . ≈ + tr Σx + tr Σx ∂ϕ 2 ∂ϕ ∂ x2 ∂ϕ 2 2 ∂ϕ 2 ∂ x2 



≈



L (ϕ, µx , µσ ) +



1







tr



(22)



This quadratic form in ϕ yield the Gauss–Newton update rule for the mean of the approximate posterior density over observation parameters:



  2 ∂L 1 ∂ ∂ L + tr Σ x ∂ϕ 2 ∂ϕ ∂ x2  2   −1 ∂ L 1 ∂2 ∂ 2L Σϕ = + tr Σ x ∂ϕ 2 2 ∂ϕ 2 ∂ x2 ∆ µ ϕ = Σϕ







(23)



where the gradient and curvatures are evaluated at the previous estimate of the approximate posterior mean µϕ . Note that, in the following, we use condensed notations for mixed derivatives; i.e.



  ∂ 2 g˜ ∂ ∂g = vec , ∂ϕ ∂ x ∂ϕ ∂x



  ∂ 2 f˜ ∂ ∂f = vec . ∂θ ∂ x ∂θ ∂x



(24)



Using a bilinear Taylor expansion of the observation function, Eq. (23) can be implemented as:



 ∂ g˜ ∂ 2 g˜ ∆ µ ϕ = Σϕ εˆ t − I p ⊗ Ψt ,t ςϕ − µϕ + σˆ ∂ϕ ∂ϕ ∂ x ∂x t =1 ! ! − 1 T X  ∂ 2 g˜ T ∂g ∂g T ∂ 2 g˜ Σϕ = σˆ + Ip ⊗ Ψt ,t + υϕ−1 . ∂ϕ ∂ϕ ∂ϕ ∂ x ∂ϕ ∂ x t =1 υϕ−1







T  X ∂g



! (25)



Similar considerations give the VB-Laplace update rules for the evolution parameters:



 2  ∂L 1 ∂ ∂ L + tr Σ x ∂θ 2 ∂θ ∂ x2  2  −1 ∂ L 1 ∂2 ∂ 2L Σθ = + tr Σ x ∂θ 2 2 ∂θ 2 ∂ x2 ∆µθ = +Σθ







(26)



which yields:



  ∂ f˜ ∂ 2 f˜ ∂f ηˆ t +1 + vec Ψt ,t +1 − In ⊗ Ψt ,t ∆ µ θ = Σθ (ςθ − µθ ) + αˆ ∂θ ∂θ ∂ x ∂x t =0 ! ! − 1 T T X  ∂ 2 f˜ ∂f ∂f T ∂ 2 f˜ Σθ = αˆ . + I n ⊗ Ψt ,t + υθ−1 ∂θ ∂θ ∂θ ∂ x ∂θ ∂ x t =1 υθ−1



T −1 X



!!! (27)



Iterating Eqs. (25) and (27) implements a standard Gauss–Newton scheme for optimizing the variational energy of the observation and evolution parameters. To ensure convergence, we halve the size of the Gauss–Newton update until the variational energy increases. Under certain mild assumptions, this regularized Gauss–Newton scheme is guaranteed to converge [41]. 3.2.3. Updating the sufficient statistics of the hidden-states The last approximate posterior density is q (x0:T ). This approximate posterior could be obtained by treating the time-series of hiddenstates x0:T as a single finite-dimensional vector and using the VB-Laplace approximation with an expansion of the evolution and observation functions around the last mean. However, it is computationally more expedient to exploit the Markov properties of the dynamics and assemble the sufficient statistics µx and Σx sequentially, using a VB-Laplace variant of the extended Kalman–Rauch smoother [10]. These probabilistic filters evaluate the (instantaneous) marginals, p (xt |y1:T ) time point by time point, as opposed to the full joint posterior density over the whole time sequence, p (x1:T |y1:T ). They are approximate solutions to the Kushner–Pardoux partial differential equations that describe the instantaneous evolution of the marginal posterior density on the hidden-states. Algorithmically, the VB-Laplace Kalman–Rauch marginalization procedure is divided into two passes that propagate (in time) the first and second-order moments of the approximate posterior density. These propagation equations require only the gradients and mixed derivatives of the evolution and observation functions. The two passes comprise a forward pass (which furnishes the approximate filtering density, which can be used to derive an on-line version of the algorithm) and a backward pass (which derives the approximated posterior density from the approximate filtering density). 3.2.3.1. Forward pass. The forward pass entails two steps (prediction and update) that are alternated from t = 1 to t = T : The prediction step is derived from the Chapman–Kolmogorov belief propagation Eq. (14):
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αt∗ (xt ) ∝



Z



q(θ )→δ(θ )



αt −1 (xt −1 ) exphln p(xt |xt −1 , θ , α)idxt −1 −−−−−→ p(xt |y1:t −1 )



(28)



where αt∗ (xt ) is the current approximate predictive density and αt −1 (xt −1 ) is the last VB-Laplace approximate filtering density (see above update step). Under the VB-Laplace approximation, the prediction step is given by the following Gauss–Newton update for the predicted mean and covariance:



! T  ∂ f˜   ∂f T   ∂ 2 f˜  (k) ∂ f T −1 ∂ 2 f˜ (k) (k) 2 mt = f µt −1 , µθ + mt −1 − µt −1 + αˆ Rt |t −1 B µt − 1 − m t − 1 − (In ⊗ Σθ ) ∂{z x ∂ x t −1 ∂ x∂θ ∂ x∂θ ∂θ | } | {z } standard Gauss–Newton EKF prediction ∗



mean-field perturbation term



Rt |t −1 = αˆ −1







∂ f −1 ∂ f B ∂ x t −1 ∂ x  T



I − αˆ



 −1 (29)



 T



 ∂f ∂f ∂ f˜ ∂ f˜  1  ˆ B t −1 = R − t −1|t −1 + α  ∂ x ∂ x + ∂ x∂θ (In ⊗ Σθ ) ∂ x∂θ  . | {z } T



2



2



mean-field perturbation term



This VB-Laplace approximation to the predictive density differs from the traditional extended Kalman filter because it accounts for the uncertainty in the evolution parameters θ (mean-field terms in Eq. (29)). This is critical when making predictions of highly nonlinear systems (as we will see in the next section) with unknown parameters. The update step can be written as follows: q(ϕ)→δ(ϕ)



αt (xt ) ∝ αt∗ (xt ) exp hln p (yt |xt , ϕ, σ )i −−−−−→ p (xt |y1:t ) .



(30)



Again, under the VB-Laplace approximation, the update rule for the sufficient statistics of the approximate filtering density is given by:



∂g mt = mt + σˆ Rt |t ∂x | ∗







yt − g µt , µϕ



{z







   ∂g T ∂ 2 g˜ ∗ + µt − m t I p ⊗ Σϕ + σˆ Rt |t ∂x ∂ x∂ϕ } |



standard Gauss-Newton EKF update



R t |t



mean-field perturbation term



(31)



−1











! T  ∂ g˜ ∂ 2 g˜  (k) ∗ µt − m t − ∂ x∂ϕ ∂ϕ {z }



 ∂g ∂g T    ∂ 2 g˜ T  ∂ 2 g˜   1  + σ ˆ = R − I ⊗ Σ +    p ϕ  ∂x ∂x  t |t −1 ∂ x∂ϕ ∂ x∂ϕ  {z } |



.



mean-field perturbation term



3.2.3.2. Backward pass. In its parallel implementation (two-filter Kalman–Rauch–Striebel smoother), the backward pass also requires two steps, which are alternated from t = T to t = 1. The first is a β -message passing scheme:



βt −1 (xt −1 ) ∝



Z



q(θ)→δ(θ) q(ϕ)→δ(ϕ)



βt (xt ) exphln p(xt |xt −1 , θ , α) + ln p(yt |xt , ϕ, σ )idxt −−−−−→ p(yt +1:T |xt )



(32)



Where a local VB-Laplace approximation ensures (omitting constants): ln βt (xt ) = −



1



(xt − nt )T Ωt−1 (xt − nt ) 2 leading to the following mean and covariance backward propagation equation: ∂ 2 f˜ ∂ f˜ ∂f (µt − f (µt −1 , µθ )) + ( I n ⊗ Σθ ) ∂x ∂ x∂θ ∂θ    !    ∂ g˜ ∂ f −1 ∂g ∂ 2 g˜ −1 + E Ωt (nt − µt ) + αˆ (f (µt −1 , µθ ) − µt ) − σˆ g µt , µϕ − yt − I p ⊗ Σϕ ∂x t ∂x ∂ x∂ϕ ∂ϕ ! − 1 T ∂f ∂f T ∂ 2 f˜ ∂ 2 f˜ ∂f ∂f T Ωt −1 = αˆ −1 + − αˆ Et−1 ( I n ⊗ Σθ ) ∂x ∂x ∂ x∂θ ∂ x∂θ ∂x ∂x ! T T 2 2  ∂ g˜ ∂g ∂g ∂ g˜ Et = Ωt−1 + αˆ In + σˆ + I p ⊗ Σϕ . ∂x ∂x ∂ x∂ϕ ∂ x∂ϕ



(33)



nt −1 = µt −1 + αˆ Ωt −1



(34)



Note that the β -message is not a density over the hidden-states; it has the form of a likelihood function. More precisely, it is the approximate likelihood of the current hidden-states with respect to all future observations. It contains the information discarded by the forward pass, relative to the approximate posterior density. The latter is given by combining the output of the forward pass (updated density) with the β -message (see below) giving the αβ -message passing scheme: q(θ)→δ(θ ) q(ϕ)→δ(ϕ)



q (xt |y1:T ) ∝ αt (xt ) βt (xt ) ≈ N µt , Ψt ,t −−−−−→ p (xt |y1:T )







(35)
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with, by convention βT (xT ) = 1 and: 1 −1 µt = Ψt ,t R− t m t + Ω t nt  −1 1 Ψt ,t = R− + Ωt−1 t



 (36)



where the necessary sufficient statistics are given in Eqs. (29), (31) and (34). These specify the instantaneous posterior density on the hidden-states. Eqs. (29), (31), (34) and (36) specify the VB-Laplace update rules for the sufficient statistics of the approximate posterior of the hiddenstates. These correspond to a Gauss–Newton scheme for optimizing their variational energy, where the Gauss–Newton increment ∆µ1:T is simply the difference between the result of Eq. (36) and the previous approximate mean. Finally, we need the expression for the lagged posterior covariance Ψt ,t +1 to update the evolution, observation and precision parameters (see Eqs. (22) and (25)). This is derived from the following joint density [22]: p (xt , xt +1 |y1:T ) ∝



p (xt |y1:t ) p (xt +1 |xt ) p (yt +1 |xt +1 ) p (yt +2:T |xt +1 )



αt (xt ) p (xt +1 |xt ) p (yt +1 |xt +1 ) βt +1 (xt +1 )



= VB



−→ αt (xt ) exp hp (xt +1 |xt ) p (yt +1 |xt +1 )i βt +1 (xt +1 )     Ψt ,t Ψt ,t + 1 µt ≈ N , µt + 1 ΨtT,t +1 Ψt +1,t +1



(37)



where the last line follows from the VB-Laplace approximation. As in the forward step of the VB-Laplace Kalman filter, the sufficient statistics of this approximate joint posterior density can be derived explicitly from the gradients of the evolution function: 1 Ψt ,t +1 = B− t



  −1 ∂ f T −1 ∂ f ∂f αˆ −1 Et +1 − αˆ Bt ∂x ∂x ∂x



(38)



where Et and Bt are given in Eqs. (26) and (31), and the gradients are evaluated at the mode µ1:T . 3.2.3.3. Initial conditions. The approximate posterior density over the initial conditions is obtained from the usual VB-Laplace approach. The update rule for the Gauss–Newton optimization of the variational energy of the initial conditions is7 :



∂f ∂ 2 f˜ ∂ f˜ ∆µ0 = Σ0 υ0 (ς0 − µ0 ) + αˆ (µ1 − f (µ0 , µθ )) − (In ⊗ Σθ ) ∂x ∂ x∂θ ∂θ ! ! − 1 T ∂f ∂f T ∂ 2 f˜ ∂ 2 f˜ Σ0 = αˆ + υ0−1 . + ( I n ⊗ Σθ ) ∂x ∂x ∂ x∂θ ∂ x∂θ



!!



−1



(39)



3.2.4. Evaluation of the free-energy Under the mean-field approximation, the free-energy evaluation requires the sum of the entropy of each approximate marginal posterior density. Except for the hidden-states, evaluating these are relatively straightforward under the Laplace assumption. However, due to the use of the Kalman–Rauch marginalization scheme in the derivation of the posterior q (xt ), the calculation of the joint entropy over the hidden-states requires special consideration. First, let us note that the joint q (x1:T ) factorizes over instantaneous transition density (Chapman–Kolmogorov equation): q (x1:T ) = q (x1 )



T Y



q (xt |xt −1 )



t =2 T Q



q (xt , xt −1 )



t =2



= q (x1 )



T Q



.



(40)



q (xt −1 )



t =2



Therefore, its entropy decomposes into: S (q (x1:T )) = −



T Z X



ln q (xt |xt −1 ) dq (xt |xt −1 ) +



T −1 Z X



t =2



=



nT 2



(ln 2π + 1) +



ln q (xt ) dq (xt )



t =2



1 2



ln |Ψ1,1 | +



T 1X



2 t =1



 Ψt ,t ln T Ψt ,t + 1



 Ψt ,t +1 − ln | Ψ | t , t Ψt + 1 ,t + 1 



(41)



where the matrix determinants are evaluated during the backward pass (when forming the αβ -messages) and the posterior lagged covariance is given by Eq. (38).



7 For both hidden-states and initial conditions, we halve the size of the Gauss–Newton update until their respective variational energy increases.
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3.2.5. Predictive and sojourn densities Having identified the model, one may want to derive predictions about the evolution of the system. This requires the computation of a predictive density; i.e. the propagation of the posterior density over the hidden-states from the last observation. The predictive density can be accessed through the Chapman–Kolmogorov equation (Eq. (17)). However, the requisite integrals do not have an analytical solution. To finesse this problem we can extend our VB-Laplace approach to derive an approximation to the predictive density:



αt∗ (xt |y1:T ) ∝



Z



Z ···



t Y



q(xT |y1:T )



exphln p(xt |xt −1 , θ , α)iq(θ )q(α) dxt −1



k=T +1



Z



αt∗−1 (xt −1 |y1:T ) exphln p(xt |xt −1 , θ , α)iq(θ )q(α) dxt −1



∝



≈ N m∗t , Rt |T







(42)



for any t ≥ T + 1. Here, the last line motivates a recursive Laplace approximation to the predictive density. As above, this is used to form a propagation equation for the mean and covariance of the approximate predictive density: m∗t = f m∗t −1 , µθ − αˆ 2 Rt |T







Rt |T = αˆ



−1







I − αˆ



∂ f T −1 ∂ 2 f˜ ∂ f˜ Bt −1 ( I n ⊗ Σθ ) ∂x ∂ x∂θ ∂θ  −1



∂ f T −1 ∂ f B ∂ x t −1 ∂ x



1 B t −1 = R − ˆ t −1|T + α



(43)



∂ 2 f˜ ∂ 2 f˜ ∂f ∂f T + (In ⊗ Σθ ) ∂x ∂x ∂ x∂θ ∂ x∂θ



! T .



Eq. (43) is used recursively in time to yield a Laplace approximation to the predictive density over hidden-states in the future. Similarly, we can derive an approximate predictive density for the data:



βt∗ (yt |y1:T ) ∝



Z



αt∗ (xt |y1:T ) exphln p(yt |xt , ϕ, σ )iq(ϕ)q(σ ) dxt



≈ N n∗t , Qt |T







(44)



which leads to the following moment propagation equations:



 ∂ g˜ ∂ g T −1 ∂ 2 g˜ C t −1 In ⊗ Σϕ ∂x ∂ x∂ϕ ∂ϕ   −1 T ∂ g −1 ∂ g Qt |T = σˆ −1 I − σˆ C ∂ x t −1 ∂ x !  ∂ 2 g˜ T ∂g ∂g T ∂ 2 g˜ −1 Ct −1 = Rt |T + σˆ + I n ⊗ Σϕ . ∂x ∂x ∂ x∂ϕ ∂ x∂ϕ



n∗t = g n∗t −1 , µϕ − σˆ 2 Qt |T







(45)



These equations are very similar to the predictive step of the forward pass of the VB-Laplace Kalman filter (Eq. (29)). They can be used for time-series prediction on hidden-states and measurements by iterating from t = T + 1 to t = τ . From the approximate predictive densities we can derive the approximate sojourn distribution over both state and measurement spaces. By definition, the sojourn distribution is the stationary density of the Markov chain, i.e. it is invariant under the transition density: p∞ (xt |m) = p∞ (xt +1 |m)



Z



p (xt +1 |xt , m) p∞ (xt |m) dxt .



=



(46)



Estimating the sojourn density from partial observations of the system is a difficult inferential problem (see e.g. [42]). Here, we relate the sojourn distribution to the predictive density via the ergodic decomposition theorem [29]: p∞ (x|m) = lim



τ →∞



≈



1



τ −1 X



τ −T



t =T



1



τ −1 X



τ −T



t =T



p (xt |x0 , m)



αt∗ (xt |y1:T )



(47)



where τ − T is the number of predicted time steps and αt∗ (xt |y1:T ) is the Laplace approximation of the predictive density at time t ≥ T + 1 (Eqs. (42) and (43)). Eq. (47) subsumes three approximations: (i) the system is ergodic, (ii) a truncation of the infinite series of the ergodic decomposition theorem and (iii) a Laplace approximation to the predictive density. Effectively, Eq. (47) represents a mixture of Gaussian densities approximation to the sojourn distribution. It is straightforward to show that the analogous sojourn distribution in measurement space is given by: p∞ (y|m) ≈



1



τ −1 X



τ −T



t =T



βt∗ (yt |y1:T )



where βt∗ (yt |y1:T ) is the Laplace approximation to the measurement predictive density at time t ≥ T + 1 (Eqs. (44) and (45)).



(48)
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Table 1 ODEs of three chaotic dynamical systems.



 Double-well



x˙ =



x2 −2 (x1 − θ1 ) (x1 − θ2 ) − 2 (x1 − θ1 )2 (x1 − θ2 ) − θ3 x2







2



 θ2 (x2 − x1 ) x˙ = x1 (θ1 − x3 ) − x2  x1 x2 − θ3 x3   x2 x˙ = 2 θ1 1 − x1 x2 − x1 



Lorenz van der Pol



4. Evaluations of the VB-Laplace scheme In this section, we try to establish the validity and accuracy of the VB-Laplace scheme using four complementary approaches:



• Comparative evaluations with the extended Kalman filter (EKF): We compared the estimation error of the VB-Laplace and EKF estimators in terms of estimation efficiency, when applied to systems with nonlinear evolution and observation functions.



• Bayesian model comparison: The application of the proposed scheme may include the identification of different forms or structures of state-space models subtending observed data. We therefore asked whether models whose structure could have generated the data are a posteriori more plausible than models that could not. To address this question we used the free-energy as a bound approximation to the log-model-evidence to compute an approximate posterior density on model space. • Quantitative evaluation of asymptotic efficiency: Since our VB-Laplace approach provides us with an approximate posterior density, we assessed whether the VB estimator becomes optimal with large sample size. • Assessment of time-series prediction: We explored the potential advantages and caveats in using the VB-Laplace approach for timeseries prediction. These analyses were applied to three well-known low-dimensional nonlinear stochastic systems; a double-well potential, Lorenz attractor and van der Pol oscillator. The dynamical behaviours of these systems cover diverse but important phenomena, ranging from limit cycles to strange attractors. These systems are described qualitatively below and their equations of motion are given in Table 1. After having reviewed the dynamical properties of these systems, we will summarize the Bayesian decision theory used to quantify the performance of the method. Finally, we describe the Monte Carlo simulations used to compare VB-Laplace to the standard EKF, perform model comparison, assess asymptotic efficiency and characterise the prediction capabilities of VB-Laplace approach. 4.1. Simulated systems 4.1.1. Double-well The double-well potential system models a dissipative system, whose potential energy is a quadratic (double-well) function of position. As a consequence, the system is bistable with two basins of attraction to two stable fixed points, (0, θ1 ) and (0, θ2 ). In its deterministic variant, the system ends up spiralling around one or the other attractors, depending on its initial conditions and the magnitude of a damping force or dissipative term. Because we consider state-noise, the stochastic DCM can switch (tunnel) from one basin to the other, which leads to itinerant behaviour; this is why the double-well system can be used to model bistable perception [43]. Fig. 2 shows the double-well potential and a sample path of the system (as a function of time in state-space; T = 5 × 103 ). In this example, the evolution parameters were θ = (3, −2, 3/2)T , the precision of state-noise was α = 103 and the initial conditions were picked at random. The path shows two jumps over the potential barrier (points A1 and A2 ), the first being due primarily to kinetic energy (A1 ), and the second to state-noise (A2 ). Between these two, the path spirals around the stable attractors. 4.1.2. Lorenz attractor The Lorenz attractor was originally proposed as a simplified version of the Navier–Stokes equations, in the context of meteorological fluid dynamics [44]. The Lorenz attractor models the autonomous formation of convection cells, whose dynamics are parameterized using three parameters; θ1 : the Rayleigh number, which characterizes the fluid viscosity, θ2 : the Prandtl number which measures the efficacy of heat transport through the boundary a dissipative coefficient.  When the Rayleigh number is bigger than one, the system √ layer and θ3 : √ has two symmetrical fixed points ± θ3 (θ1 − 1), ± θ3 (θ1 − 1), θ1 − 1 , which act as a pair of local attractors. For certain parameter values; e.g., θ = (28, 10, 8/3)T , the Lorenz attractor exhibits chaotic behaviour on a butterfly-shaped strange attractor. For almost any initial conditions (other than the fixed points), the trajectory unfolds on the attractor. The path begins spiralling onto one wing and then jumps to the other and back in a chaotic way. The stochastic variant of the Lorenz system possesses more than one random attractor. However, with the parameters above, the sojourn distribution settles around the deterministic strange attractor [45]. Fig. 3 shows a sample path of the Lorenz system (T = 5 × 102 ). In this example, the evolution parameters were set as above, the precision of state-noise was α = 102 and the initial conditions were picked at random. The path shows four jumps from one wing to the other. 4.1.3. van der Pol oscillator The van der Pol oscillator has been used as the basis for neuronal action potential models [46,47]. It is a non-conservative oscillator with nonlinear damping parameterized by a single parameter, θ1 . It is a stable system for all initial conditions and dampening parameter. When θ1 is positive, the system enters a limit cycle. Fig. 4 shows a sample path (T = 5 × 103 ) of the van der Pol oscillator. In this example, the evolution parameter was θ = 1, the precision of state-noise was α = 103 and the initial conditions were picked at random. The path exhibits four periods of a quasi-limit cycle after a short transient (point A1 ).
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Fig. 2. Double-well potential stochastic system: The double-well potential (as a function of position) and an example of a path (as a function of time in state-space) are shown. The system is bistable and its state-space exhibits two basin of attraction around two stable fixed points, (0, θ1 ) and (0, θ2 ). State-noise allows the state to ‘‘tunnel’’ from one basin to the other (see transition points A1 and A2 ), leading to itinerant dynamics.



Fig. 3. Lorenz attractor: A sample path of the Lorenz system is shown as a function of time (left) and in state-space (right). The Lorenz attractor is a butterfly-shaped strange attractor: the path begins spiralling onto one wing and then jumps onto to the other and so forth, in a chaotic way. Points A1 , A2 , A3 and A4 are transition points from one wing to the other.



4.2. Estimation loss and statistical efficiency The statistical efficiency of an estimator is a decision theoretic measure of accuracy [34]. Given the true parameters of the generative model and their estimator, we can evaluate the squared error loss SEL (ϑ) with: SEL (ϑ) =



2 X ϑi − ϑˆ i i



(49)
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Fig. 4. van der Pol oscillator: A sample path of the van der Pol oscillator (as a function of time and in state-space) is shown. In this example, the deterministic variant of the system is stable and possesses a limit cycle. The sample path (T = 5 × 103 ) shows four periods of the quasi-limit cycle, following a short transient (point A1 ) converging towards the attractor manifold.



where ϑˆ i is the ith element of the estimator of ϑ ∈ {x1:T , x0 , θ , α, σ }. The SEL is a standard estimation error measure, whose a posteriori expectation is minimized by the posterior mean. In Bayesian decision theoretic terms, this means that an estimator based on the posterior mean; ϑˆ = hϑiq is optimal with respect to squared error loss. It can be shown that the expected SEL under the joint density p (y, ϑ|m) is bounded by the Bayesian Fisher information:



hSEL (ϑ)ip(y,ϑ|m) ≥







! −1  ∂2 ln p (y, ϑ|m) . ∂ϑ 2 p(ϑ,y|m)



(50)



Eq. (50) gives the so-called Bayesian Cramer–Rao bound, which quantifies the minimum average SEL, under the generative model m [48]. By definition, the proximity to the Cramer–Rao bound measures the efficiency of an approximate Bayesian estimator. The efficiency of the method is related to the amount of available information, which, when the observation function is the identity mapping (g (x) = In ), is proportional to the sample size T . In this case, asymptotic efficiency is achieved whenever estimators attain the Cramer–Rao bound when T → ∞. In addition to efficiency, we also evaluated the approximate posterior confidence intervals. As noted above, under the Laplace assumption, this reduces to assessing the accuracy of the posterior covariance. In decision theoretic terms, confidence interval evaluation, under the Laplace approximation, is equivalent to squared error loss estimation, since: EL (q) = hSEL (ϑ)iq(ϑ)



= tr(Σϑ )



(51)



where the a posteriori expected loss EL (q) is the Bayesian estimator of SEL. EL (q) thus provides a self-consistency measure that is related to confidence intervals (see [34]). 4.3. Comparing VB-Laplace and EKF The EKF provides an approximation to the posterior density on the hidden-states of the state-space model given in Eq. (11). The standard variant of the EKF uses a forward pass, comprising a prediction and an update step (see e.g. [16]):



 ∗ mt = f (mt −1 )



∂f T ∂f Rt −1|t −1 ∂x ∂x   (52) ∂g  ∗  yt − g m∗t mt = mt + σ Rt |t ∂ x   −1 Update step: ∂g ∂g T  −1  R = R + σ .  t |t t | t −1 ∂x ∂x These two steps are iterated from t = 1 to t = T . It is well known that both model misspecification (e.g. using incorrect parameters Prediction step:



Rt |t −1 = α I +



and hyperparameters) and local linearization can introduce biases and errors in the covariance calculations that degrade EKF performance [49]. We conducted a series of fifty Monte Carlo simulations for each dynamical system. The observation function for all three systems was taken to be the following sigmoid mapping: g ( x) =



G0 1 + exp(−bx)



(53)



where the constants (G0 , b) were chosen to ensure changes in hidden-states were of sufficient amplitude to cause nonlinear effects
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Table 2 Parameters of the generative model for the three simulated dynamical systems. Double-well



Lorenz



van der Pol



Measurement-noise precision



Simulated Prior pdf



σ = 102 ςσ = 102 , υσ = 1



σ = 102 ςσ = 105 , υσ = 103



σ = 101 ςσ = 102 , υσ = 1



System-noise precision



Simulated Prior pdf



α = 102 ςα = 1, υα = 1



α = 102 ςα = 10−2 , υα = 10−2



α = 102 ςα = 10−2 , υα = 10−2



Evolution parameters



Simulated Prior pdf



θ = (3, −2, 3/2)T ςθ = 03 , υθ = 102 I3



θ =1 ςθ = 0, υθ = 102



Initial conditions



Simulated Prior pdf



 ∼ N [5, 0]T , 10−3 I2 T ς0 = [5, 0] , υ0 = 10−3 I2



θ = (28, 10, 8/3)T ςθ = 03 , υθ = 10I3  ∼ N 13 , 10−1 I3 ς0 = 13 , υ0 = 10−1 I3



∼ N (02 , I2 ) ς0 = 02 , υ0 = I2



Observation function



b G0



0.5 50



0.2 50



5 50



Fig. 5. Comparison between the VB-Laplace and the EKF approaches: a double-well potential example: The figure depicts the estimated hidden-states of a simulated Doublewell system as given respectively by the VB-Laplace and the EKF methods. Top-left: first- (solid line) and second-order (shaded area) moments of the VB-Laplace approximate predictive density over observations, and simulated data (dashed line — here superimposed). Bottom-left: first- (solid line) and second-order (shaded area) moments of the VB-Laplace approximate posterior density over hidden-states, and simulated hidden-states (dashed line). Top-right: first- (solid line) and second-order (shaded area) moments of the EKF1 approximate posterior density over hidden-states, and simulated hidden-states (dashed line). Top-right: first- (solid line) and second-order (shaded area) moments of the EKF2 approximate posterior density over hidden-states, and simulated hidden-states (dashed line). The second-order moment is represented using the 90% posterior confidence interval (shaded area). Red boxes highlight typical estimation instabilities of the EKF, which are not evidenced by the VB-Laplace approach. Note that when the first-order moment matches the simulated variable, the dashed line is hidden by the solid line.



(i.e. saturation) in measurement space. Table 2 shows the different simulation and prior parameters for the dynamical systems we examined. Note that the standard EKF cannot estimate parameters or hyperparameters. Therefore, we have used two EKF versions: EKF1 used the prior means of the parameters (hϑip(ϑ) ), and EKF2 uses their posterior mean from the VB-Laplace algorithm (hϑiq(ϑ) ). Figs. 5–7 show the results of the comparative evaluations of VB-Laplace, EKF1 and EKF2, where these and subsequent figures use the same format:



• Top-left: first- and second-order moments of the approximate predictive density on the observations (and simulated data) as given by VB-Laplace.



• Bottom-left: first- and second-order moments of the approximate posterior density on the hidden-states (and simulated hidden-states) as given by VB-Laplace.



• Top-right: first- and second-order moments of the approximate posterior density on the hidden-states (and simulated hidden-states) as given by EKF1.
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Fig. 6. Comparison between the VB-Laplace and the EKF approaches: a Lorenz attractor example: This figure uses the same format as Fig. 5.



Fig. 7. Comparison between the VB-Laplace and the EKF approaches: a van der Pol oscillator example: This figure uses the same format as Fig. 5.
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Fig. 8. Monte Carlo comparison between the VB-Laplace and the EKF approaches: The empirical Monte Carlo distributions of the SEL score (on a logarithmic scale) for all methods (VB-Laplace, EKF1 and EKF2), as a function of the simulated system (top-left: double-well, top-right: Lorenz, bottom-left: van der Pol). Table 3 Monte Carlo average log-SEL for the VB-Laplace, EKF1 and EKF2 approaches for three different stochastic systems. Double-Well



Lorenz



van der Pol



3.32



4.24



4.02



EKF1



8.80a



8.58a



13.9a



EKF2



3.35



4.19a



4.39a



VB-Laplace



a



Indicates a significant difference relative to the corresponding VB-Laplace SEL score (one-sample paired t-test, 5% confidence level, df = 49). The grey cells of the table indicate which of the three approaches (VB-Laplace, EKF1 or EKF2) were best, in terms of efficiency.



• Bottom-right: first- and second-order moments of the approximate posterior density on the hidden-states (and simulated hiddenstates) as given by the EKF2. It can be seen that despite the nonlinear observation and evolution functions, both VB-Laplace and EKF2 estimate the hidden-states accurately. Furthermore, they both provide reliable posterior confidence intervals. This is not the case for the EKF1, which, in these examples, exhibits significant estimation errors. We computed the SEL score on the hidden-states for the three approaches. The Monte Carlo distributions of this score are given in Fig. 8. There was always a significant difference (one-sample paired t-test, 5% confidence level, df = 49) between the VB-Laplace and the EKF1 approaches, with the VB-Laplace method exhibiting greater efficiency. This difference is greatest for the van der Pol system, in which the nonlinearity in the observation function was the strongest. There was a (less) significant difference between the VB-Laplace and the EKF2 approaches for the Lorenz and the van der Pol systems; VB-Laplace is more (respectively less) efficient than the EKF2 when applied to the van der Pol (respectively Lorenz) system. Table 3 summarizes these results. It is also worth reporting that 11% of the Monte Carlo simulations led to numerical divergences of the EKF2 algorithm for the van der Pol system (these were not used for when computing the paired t-test). To summarize, the EKF seems sensitive to model misspecification. This is why the EKF1 (relying on prior means) performs badly when compared to the EKF2 (relying on the VB-Laplace posterior means). This is not the case for the VB-Laplace approach, which seems more robust to model misspecification. In addition, the EKF seems very sensitive to noise in presence of strong nonlinearity (cf. numerical divergence of EKF2 for the van der Pol system). It could be argued that the good estimation performances achieved by EKF2 are inherited from the VB-Laplace through the posterior parameter estimates and implicit learning of the structure of the hidden stochastic systems. 4.4. Assessing VB-Laplace model comparison Here, we asked whether one can identify the structure of the hidden stochastic system using Bayesian model comparison based on the free-energy. We assessed whether models whose structure could have generated the data are a posteriori more plausible than models that could not. To do this, we conducted another 50 Monte Carlo simulations for each of the three systems. For each of these simulations, we compared two classes of models: the model used to generate the simulated data (referred to as the ‘‘true’’ model) and a so-called ‘‘generic’’
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Fig. 9. Comparison between the VB-Laplace inversion of the true model and of the generic model: a double-well potential example: This figure shows the VB-Laplace estimator of the hidden-states of a simulated Double-well system under both the true and generic models. Top-left: first- (solid line) and second-order (shaded area) moments of the VB-Laplace approximate predictive density over observations, and simulated data (dashed line), under the true model. Bottom-left: first- (solid line) and second-order (shaded area) moments of the VB-Laplace approximate posterior density over hidden-states, and simulated hidden-states (dashed line), under the true model. Top-right: first- (solid line) and second-order (shaded area) moments of the VB-Laplace approximate predictive density over observations, and simulated data (dashed line), under the generic model. Bottom-left: first- (solid line) and second-order (shaded area) moments of the VB-Laplace approximate posterior density over hidden-states, and simulated hidden-states (dashed line), under the generic model. The second-order moment is represented using the 90% posterior confidence interval (shaded area). Red boxes highlight significant estimation errors of the VB-Laplace approach, under the generic model. Table 4 Prior density over the evolution parameters for the ‘‘generic’’ model for the three dynamical systems.



Evolution parameters prior pdf



Double-well



Lorenz



van der Pol



ςθ = 010 , υθ = I10



ςθ = 027 , υθ = 10I27



ςθ = 010 , υθ = 10I10



model, which was the same as the true model except for the form of the evolution function: f (x, θ) = Ax + BQ (x) Q (x) = xi xj











(54)



i=1,...,n j≥i



where the elements of the matrices θ = {A, B} were unknown and estimated using VB-Laplace. The number of evolution parameters θ  depends on the number of hidden-states: nθ = n 2n + 12 n!/(n − 2)! . This evolution function can be regarded as a second-order Taylor expansion of the equations of motion; f (x). This means that the generic model recover the dynamical structure of the Lorenz system, which is a generic model with the following parameters:



" −10 A=



28 0



10 −1 0



0 0 , 8/3



#



0 0 0



" B=



0 0 1



0 −1 0



0 0 0



0 0 0



0 0 . 0



#



(55)



However, the generic model cannot capture the dynamical structure of the van Der Pol and double-well systems (cf. Table 1). The specifications of the generative models are identical to those given in Table 2, except for the ‘‘generic’’ generative model, for which the priors on the evolution parameters are given in Table 4. Figs. 9–11 compare the respective VB-Laplace inversion of the true and the generic generative models; specifically



• Top-left: first- and second-order moments of the approximate predictive density on the observations (and simulated data) under the true model.



• Bottom-left: first- and second-order moments of the approximate posterior density on the hidden-states (and simulated hidden-states) under the true model.



• Top-right: first- and second-order moments of the approximate predictive density on the observations (and the simulated data) under the generic model.



2106



J. Daunizeau et al. / Physica D 238 (2009) 2089–2118



Fig. 10. Comparison between the VB-Laplace inversion of the true model and of the generic model: a Lorenz attractor example: This figure uses the same format as Fig. 9.



Fig. 11. Comparison between the VB-Laplace inversion of the true model and of the generic model: a van der Pol oscillator example: This figure uses the same format as Fig. 9.
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Fig. 12. Monte Carlo assessment of the VB-Laplace model comparison capabilities: The empirical Monte Carlo distributions of the free-energy are given for both models (true and generic), as a function of the simulated system (top-left: double-well, top-right: Lorenz, bottom-left: van der Pol). Table 5 Monte Carlo averages of model accuracy indices: free-energy, goodness-of-fit (SSE) and estimation loss (SEL) as functions of the class stochastic systems.



Free-energy



log SSE



log-SEL



Double-well



Lorenz



van der Pol



Native model



−1.98 × 103 a



1.04 × 106



−5.55 × 102 a



Generic model



−3.04 × 103



1.05 × 106 a



−8.83 × 102



Native model



0.53a



0.37a



3.58



Generic model



0.60



0.72



2.93a



Native model



3.32a



4.24a



4.00a



Generic model



6.29



6.98



5.01



a Indicates a significant difference between the true and generic models (one-sample paired t-test, 5% confidence level, df = 49). Grey cells indicate which of the two models (true or generic) are best with respect to the three indices.



• Bottom-right: first- and second-order moments of the approximate posterior density on the hidden-states (and simulated hiddenstates) under the generic model. It can be seen from these figures that the Lorenz system’s hidden-states are estimated well under both the true and generic models. This is not the case for the van der Pol and the double-well systems, for which the estimation of the hidden-states under the generic model deviates significantly from the simulated time-series. Note also that the posterior confidence intervals reflect the mismatch between the simulated and estimated hidden-states. This is most particularly prominent for the van der Pol system (Fig. 11), where the posterior variances increase enormously, whenever the observations fall on the nonlinear (saturation) domain of the sigmoid observation function. Nevertheless, for both true and generic models, the data were predicted almost perfectly for all three systems: the measured data always lie within the confidence intervals of the approximate predictive densities. The VB-Laplace approach provides us with the free-energy of the true and generic models for each Monte Carlo simulation. Its empirical Monte Carlo distribution for each class of systems is shown in Fig. 12. In addition, for each simulation, we computed the standard



P



2



‘‘goodness-of-fit’’ sum of squared error SSE = ln t yt − yˆ t , which is the basis for any non-Bayesian statistical model comparison. Finally, we computed the estimation loss (SEL) on the hidden-states, which cannot be obtained in real applications. These performance measures allowed us to test for significant differences between the true and generic models in terms of their free-energy, SSE and SEL. The results are summarized in Table 5. Unsurprisingly, the estimation loss (SEL) was always significantly smaller for the true model. This means that the hidden-states were always estimated more accurately under the true, relative to the generic model. More surprisingly (because the fits looked equally accurate), there was always a significant difference between the true and generic models, in terms of their goodness-of-fit (SSE). However had we based our model comparison on this index, we would have favoured the generic model over the true van der Pol system. There was always a significant difference between the true and generic models in terms of free-energy. Model comparison based on the free-energy would have led us to select the true against the generic model for the Double-well and van der Pol — but not for the Lorenz
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Fig. 13. Comparison between the dynamical structure of the true Lorenz system and its VB-Laplace estimation under the generic model: The figure depicts the matrices A encoding linear effects (left) and B nonlinear effects (right) of the generic model. The top row shows the true A and B matrices of the Lorenz model, which can be expressed in the generic form. The bottom row shows the Monte Carlo average of the VB-Laplace estimator of the A and B matrices, under the generic model.



system. This is what we predicted, because the generic model covers the dynamical structure of the Lorenz system. Fig. 13 shows the Monte Carlo average of the posterior means of both matrices A and B, given data generated by the Lorenz system. The inferred structure is very similar to the true system. Note however; (i) the global rescaling of the Monte Carlo average of the A matrix relative to its Lorenz analogue and (ii) the slight ambiguity regarding the contributions of the nonlinear x21 and x1 x2 effects on x3 . The global rescaling is due to the ‘‘minimum norm’’ priors imposed on the evolution parameters of the generic model. The fact that the nonlinear effects on x3 are shared between the quadratic x21 and x1 x2 interaction terms is due to the strong correlation between the time-series of x1 and x2 (see e.g. Figs. 3, 6 and 10). We discuss the results of this model comparison below. 4.5. Assessing the asymptotic efficiency of the VB-Laplace approach In this third set of simulations, we asked whether the VB-Laplace estimation accuracy is close to optimal and assessed the quality of the posterior confidence intervals, when the sample size becomes large. In other words, we wanted to understand the influence of sample size on the estimation capabilities of the method. To do this, we used the simplest observation function; the identity mapping: g (x) = In and varied sample size. This means we could evaluate the behaviour of the measured squared error loss SEL (T ) as a function of sample size T , for each of the three nonlinear stochastic systems above. We conducted a series of fifty Monte Carlo simulations for seven sample sizes (T ∈ [5; 10; 50; 100; 500; 1000; 5000]) and for each dynamical system. Table 3 shows the simulated and prior parameters used. We applied the VB-Laplace scheme to each of these 1050 simulations. We then calculated the squared error loss (SEL) and expected loss (EL)8 from the ensuing approximated posterior densities. Sampling the empirical Monte Carlo distributions of both these evaluation measures allowed us to approximate their expectation under the marginal likelihood. Therefore, characterising the behaviour of Monte Carlo average SEL as a function of the sample size T provides a numerical assessment of asymptotic efficiency. Furthermore, comparing the Monte Carlo average SEL and Monte Carlo average EL furnishes a quantitative validation of the posterior confidence intervals. Fig. 14 (resp. Fig. 15) shows the Monte Carlo distributions (10%, 50% and 90% percentiles) of the relative squared error for the initial conditions, evolution parameters and hidden-states (resp. the estimated state-noise ηˆ 0:T −1 and the precision hyperparameters). Except for the initial conditions, all the VB-Laplace estimators show a jump around T = 100; above which the squared error loss seems to



8 To compare different variables and systems, we used a relative squared error loss (RSEL), defined as: RSEL (ϑ) =



X



ϑi − ϑˆ i



2



/ϑi2 .



i



We report this measure in log space as a function of T i.e., ln (RSEL (T )), such that ln (RSEL (T )) ≤ −2 means that the relative estimation error is smaller than 10−1 (0.9 ϑi ≤ ϑˆ i ≤ 1.1 ϑi ).
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evolution parameters (θ)



initial conditions (x0)
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hidden states (xt)



double Well



log SEL (relative)



Lorenz Van der Pol



data dimension (T) Fig. 14. Monte Carlo evaluation of estimation accuracy: states and parameters: The solid line (respectively the dashed line) plots the Monte Carlo 50% percentile (respectively the Monte Carlo 10% and 90% percentiles) of the log relative SEL for the initial conditions, evolution parameters and hidden-states, for each dynamical system, as a function of the number of time-samples T .



precision hyperparameters (α, σ)



stochastic innovations (η)



log SEL (relative)



double Well Lorenz Van der Pol



data dimension (T) Fig. 15. Monte Carlo evaluation of estimation accuracy: state-noise and precision hyperparameters: This figure uses the same format as Fig. 14.
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evolution parameters (θ) + initial conditions (x0)



stochastic innovations (η)



double Well



log EL



Lorenz Van der Pol



L



SE



= EL



log SEL



Fig. 16. Monte Carlo evaluation of posterior confidence intervals: The three panels show the relationship between the Monte Carlo mean squared error loss (SEL) and its posterior expectation (EL = hSELi) as log–log plots, for the three dynamical systems. Dots (respectively bars) show the Monte Carlo mean (respectively the 90% Monte Carlo confidence intervals) as a function of the sample size: T ∈ [5; 10; 50; 100; 500; 1000; 5000]. These are shown for state-noise (top-left), hidden-states (bottom-left), evolution parameters and initial conditions (top-right). The EL = SEL dashed line depicts perfect self-consistency; i.e. expected loss is equal to measured loss. The area above this diagonal corresponds to underconfidence, where expected loss is greater than measured loss.



asymptote. Moreover, the VB-Laplace estimators of both evolution parameters θ and hidden-states x1:T exhibit a significant (quasimonotonic) variation with T (see Fig. 14).9 On average, and within the range of T we considered, the squared root loss seems to be inversely related to the sample size T : SEL (min(T )) SEL (max(T ))



∝



max(T ) min(T )



.



(56)



This would be expected when estimating the parameters of a linear model, since (under a linear model) the Cramer–Rao bound is:



hSEL (ϑ)ip(ϑ,y|m) = trace [Σϑ ] ∝ df −1



(57)



where df enumerates the degrees of freedom. However, we are dealing with nonlinear models, whose number of unknowns (the hiddenstates) increases with sample size and for which no theoretical bound is available. Nevertheless, our Monte Carlo simulations suggest that Eq. (57) seems to be satisfied over the range of T considered. This result seems to indicate that the VB-Laplace estimator of both hidden-states and evolution parameters attains asymptotic efficiency. Surprisingly, the estimation efficiency for the initial conditions x0 does not seem to be affected by the sample size because it does not show significant variation within the range of T considered. This might be partially explained by the fact that the systems we are dealing with are close to ergodic. If the system is ergodic, then there is little information about the initial conditions at the end of the time-series. In this case, the approximate marginal posterior density of the initial conditions depends weakly on the sample size. This effect also interacts with the mean-field approximation: the derivation of the approximate posterior density of the initial conditions q (x0 ) depends primarily on that of the first hidden-state q (x1 ) through the message passing algorithm.10 Therefore, it should not matter whether we increase the sample size: the effective amount of available information for the initial conditions is approximately invariant. Lastly, we note a significant variation of the estimation efficiency for both the state-noise and the precision hyperparameters (except for the van der Pol case: see Fig. 9). This efficiency gain is qualitatively similar to that of evolution parameters and hidden-states, though to a lesser extent. Fig. 16 shows the VB-Laplace self-consistency measure, in terms of the quantitative relationship between the measured loss (SEL) and its posterior expectation (EL = hSELi). To demonstrate the ability of the method to predict its own estimation error, we constructed log–log



9 Note that the relationship between RSEL and T depicted in Fig. 14 might not, strictly speaking, appear monotonic (cf., e.g., the Lorenz evolution parameters). This is likely to be due to finite size effects in the Monte Carlo simulation series (50 samples per value of T ). However, the rate at which the VB-Laplace reaches the asymptotic regime might be different for the systems considered (see Section 5 ‘‘on asymptotic efficiency’’). 10 Strictly speaking, q (x ) also depends on q (α, θ). 0
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Fig. 17. Short-term predictive power of the VB-Laplace approach: the double-well system: The figure compares the VB-Laplace approximation to the predictive density over hidden-states (bottom) with that obtained from MCMC sampling (top). Only the predictive density over the first hidden-state (x1 ) is shown. Top-left: MCMC predictive density using the true parameters. Top-right: MCMC predictive density using the VB-Laplace estimates. The red arrows depict the burn-in period (before entering a quasistationary bimodal state).



scatter plots of the posterior loss versus measured loss (having pooled over simulation) for hidden-states (x1:T ), parameters (θ and x0 ) and state-noise (η0:T −1 ). The hidden-states show a nearly one-to-one mapping between measured and expected loss, which is due to the fact that the hidden-states populated the lowest level in the hierarchical model. As a consequence, the VB-Laplace approximation to their posterior density does not suffer from having to integrate over intermediate levels. Both the evolution parameters and initial conditions show a close relationship between measured and expected loss. Nevertheless, it can be seen from Fig. 16 that the VB-Laplace estimates of the evolution parameters for the double-well and the van der Pol system are slightly underconfident. This underconfidence is also observed for the state-noise precision. This might partially be due to a slight but systematic underestimation of the state-noise precision hyperparameter α .This pessimistic VB-Laplace estimation of the squared error loss (SEL) would lead to conservative posterior confidence intervals. However, note that this underconfidence is not observed for the Lorenz parameters, whose VB-Laplace estimation appears to be slightly overconfident (shrinked posterior confidence intervals). This is important, since this means that the bias of posterior confidence interval VB-Laplace estimation depends upon the system to be inverted. These underconfidence/overconfidence effects are discussed in details below (see discussion section ‘‘On asymptotic efficiency’’). 4.6. Assessing prediction ability Finally, we assessed the quality of the predictive and sojourn densities. Figs. 17–19 show the approximate predictive densities over the hidden-states (αt∗ (xt )), as given by VB-Laplace and a standard Monte Carlo Markov Chain (MCMC) sampling technique [35], for each of the three dynamical systems. Specifically:



• Top-left: MCMC predictive density using the true parameters. • Top-right: MCMC predictive density using the parameters and hyperparameters estimated by the VB-Laplace approach. • Bottom-left: VB-Laplace approximate predictive density using the parameters and hyperparameters estimated by VB-Laplace. Note that we used the Monte Carlo averages of the VB-Laplace posterior densities parameters and hyperparameters from the first series of Monte Carlo simulations. After a ‘‘burn-in’’ period, the predictive density settles down into stationary (double-well and van der Pol) or cyclostationary11 (Lorenz) states that are multimodal.12 The double-well system (Fig. 17) exhibits a stationary bimodal density whose modes are centred on the two wells. Its burn-in period is similar for both MCMC estimates (ca. one second). The bimodality occurs because of diffusion over the barrier caused by state-noise. The Lorenz system (Fig. 18) shows a quasi-cyclostationary predictive density, after a burn-in period of about 1.5 s under the true parameters,



11 A cyclostationary system is such that the sufficient statistics of its predictive density are periodic. It can be thought of as an ergodic process that constitutes multiple interleaved stationary processes [50]. 12 Note that the bimodality of the predictive density does not imply bimodality of the posterior density.
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Fig. 18. Short-term predictive power of the VB-Laplace approach: the Lorenz system: This figure uses the same format as Fig. 17.



Fig. 19. Short-term predictive power of the VB-Laplace approach: the Lorenz system: This figure uses the same format as Figs. 17 and 18.



and 0.8 s under their VB estimates. Note that due to the diffusive effect of state-noise, this quasi-cyclostationary density slowly converges to a stationary density (not shown). Within a cycle, each mode reproduces the trajectory of one oscillation around each wing of the Lorenz attractor. The bimodality of the Lorenz predictive density is very different in nature to that of the double-well system. First, there are periodic times at which the two modes co-occur, i.e. for which the predictive density can be considered as unimodal. This occurs approximately every 700 ms. At these times the states are close to the transition point x1 = x2 = 0 between the two attractor wings. At this transition point, state-noise allows the system to switch to one or the other wing of the attractor. However, the trajectory between
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Fig. 20. Long-term predictive power of the VB-Laplace approach: the double-well system: The figure compares the VB-Laplace approximation to the sojourn density over hidden-states (bottom) with that obtained from MCMC sampling (top). Top-left: MCMC predictive density using the true parameters. Top-right: MCMC predictive density using the VB-Laplace estimates. The red dashed circle depicts the position of the missing mode of the sojourn density.



transition points is quasideterministic, i.e. it evolves in the neighbourhood of the deterministic orbit around the chosen wing. This is because the evolution function is dominated by the deterministic part of the evolution function. The van der Pol system (Fig. 19) shows a stationary bimodal density, after a burn-in period of about 1 s. The modes of the stationary density are centred on the extremal values of its deterministic variant (around x1 = ±2). Here again, the bimodality of the van der Pol predictive density is very different from the two other systems. The main effect of state-noise is to cause random jitter in the phase of the van der Pol oscillator. In addition, the system slows down when approaching extremal values. As a consequence, an ensemble of stochastic van der Pol oscillator will mostly populate the neighbourhoods of both the extremal values of the deterministic oscillator. The stationarity in each of the three systems seems to be associated with ergodicity (at least for the first moment of the predictive density). Note that both the form of the stationary density and the burn-in period depends upon the structure of the dynamical system, and particularly on the state-noise precision hyperparameter. This latter dependence is expressed acutely in the Lorenz attractor (Fig. 18): the modes of the cyclostationary distribution under the true parameters and hyperparameters are wider than those under the VB estimates. Also, the burn-in period is much shorter under the VB estimates. This is due to the fact that the state-noise precision hyperparameter has been underestimated. The VB-Laplace approximation to the predictive density cannot reproduce the multimodal structure of the predictive density (Figs. 17, 18 and 19). However, it is a good approximation to the true predictive density during the burn-in period. It can be seen from Figs 17, 18 and 19 that the burn-in MCMC unimodal predictive density is very similar to its VB-Laplace approximation, except for the slight overconfidence problem. Note also the drop in the precision of the VB-Laplace approximate predictive density after the burn-in period, for both the double-well and the Lorenz system. This means that the VB-Laplace approach predicts its own inaccuracy, after the burn-in period. In summary, these results mean that, contrary to middle-term predictions, short-term predictions are not compromised by the Gaussian approximation to the predictive density. By short-term predictions, we mean predictions over the burn-in period. The accuracy of the VB-Laplace predictions shows a clear transition when the system actually becomes ergodic. When this is the case (middle-term), the VB-Laplace predictions become useless. Figs. 20–22 depict the sojourn distributions as given by VB-Laplace and Monte Carlo Markov Chain (MCMC) sampling, for each of the three dynamical systems. The MCMC sojourn density of the double-well system (Fig. 20) is composed of two (nearly Gaussian) modes, connected to each other by a ‘‘bridge’’. The difference between the amplitudes of this bridge under the true parameters and under the VB estimates is again due to a slight underestimation of the state-noise precision hyperparameter. As can be seen from Fig. 20, the approximate sojourn distribution of the Double-Well system is far from perfect: one of the two modes (associated with the left potential well) is missing. This is due to the fact that the Gaussian approximation to the predictive density cannot account for stochastic phase transitions. This means that the prediction for this system will be biased by the initial conditions (last a posteriori inferred state), and will get worse with time. In contrast, Figs. 21 and 22 suggest a good agreement between VB-Laplace approximate and MCMC sampled sojourn distributions for the Lorenz and van der Pol systems. Qualitatively, their state-space maps seem to be recovered correctly, ensuring a robust long-term (average) prediction. Note that the lack of precision of the Lorenz VB-Laplace approximate sojourn density (Fig. 21) is mainly due to the underestimation of the state-noise precision hyperparameter, since the same ‘‘smoothing’’ effect is noticeable on the MCMC sojourn



2114



J. Daunizeau et al. / Physica D 238 (2009) 2089–2118



Fig. 21. Long-term predictive power of the VB-Laplace approach: the Lorenz system: This figure uses the same format as Fig. 20. Note that the sojourn density has been marginalized over x3 to give p∞ (x1 , x2 ).



Fig. 22. Long-term predictive power of the VB-Laplace approach: the van der Pol system: This figure uses the same format as Figs. 20 and 21.



distribution under the VB hyperparameters. The structure of the van der Pol sojourn distribution is almost perfectly captured, except for a slight residual from the initial conditions (centred on the fixed point x1 = x2 = 0).
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Taken together, these preliminary results indicate that the long-term predictive power of the VB-Laplace scheme depends on the structure of the stochastic system to be predicted. This means that accuracy of the VB-Laplace long-term predictions might only hold for a certain class of stochastic nonlinear systems (see Section 5). 5. Discussion We have proposed a variational Bayesian approach to the inversion and prediction of nonlinear stochastic dynamic models. This probabilistic technique yields (i) approximate posterior densities over hidden-states, parameters and hyperparameters and (ii) approximate predictive and sojourn densities on state and measurement space. Using simulations of three nonlinear stochastic dynamical systems, the schemes’ estimation and model identification capabilities have been demonstrated and examined in terms self-consistency. The results suggest that:



• VB-Laplace outperforms standard extended Kalman filtering, in terms of estimating of hidden-states. In particular, VB-Laplace seems to be more robust to model misspecification.



• Approximate Bayesian model comparison allows one to identify models whose structure could have generated the data. This means that the free-energy bound on log-model-evidence is not confounded by the variational approximations and remains an operationally useful proxy for model comparison. • VB-Laplace estimators of hidden-states and model parameters seem to attain asymptotic efficiency. However, we have observed a slight but systematic underestimation of the state-noise precision hyperparameter. • Short- and long-term prediction can be efficient, depending on the nature of the stochastic nonlinear dynamical system. Overall, our results suggest that the VB-Laplace scheme is a fairly efficient solution to estimation, time-series prediction and model comparison problems. Nevertheless, some very specific characteristics of the proposed VB-Laplace scheme were shown to be systemspecific. We discuss these properties below, along with related issues and insights. 5.1. On asymptotic efficiency Asymptotic efficiency for the state-noise per se might be important for estimating unknown exogenous input to the system. For example, when inverting neural-mass models using neuroimaging data, retrieving the correct structure of the network might depend on explaining away external inputs. Furthermore, discovering consistent trends in estimated innovations might lead to further improvements in modelling the dynamical system. Alternative models can then be compared using the VB-Laplace approximation to the marginal likelihood as above. We now consider an analytic interpretation of asymptotic efficiency for VB-Laplace estimators. Recall that under the Laplace approximation, the posterior covariance matrix Σϑ is given by:



Σϑ (y)−1 ≈







∂2 ln p (y, ϑ|m) ∂ϑ 2



 q(ϑ)



.



(58)



Therefore, its expectation under the marginal likelihood should, asymptotically, tend to the Bayesian Cramer–Rao bound:



hΣϑ (y)ip(y|m)



−1



≈ Σϑ (y) 



−1







∂2 −−−−−→ ln p (y, ϑ|m) ∂ϑ 2 dim[y]→∞



p(y|m)







 p(y,ϑ|m)



.



(59)



Provided the approximate posterior density q (ϑ) converges to the true posterior density p (ϑ|y, m) with large sample sizes. For nonasymptotic regime, the normal approximation is typically more accurate for marginal distributions of components of ϑ than for the full joint distribution. Determining the marginal distribution of a component of ϑ is equivalent to averaging over all other components of ϑ ; rendering it closer to normality, by the same logic that underlies the central limit theorem [51]. Therefore, the numerical evidence for asymptotic efficiency of the VB-Laplace scheme13 can be taken as a post hoc justification of the underlying variational approximations. This provides a numerical argument for extending the theoretical result of [27] on VB asymptotic convergence for conjugate-exponential (CE) models to nonlinear (non-CE) hierarchical models. Nevertheless, this does not give any prediction about the convergence rate to the likely VB-Laplace asymptotic efficiency. The Monte Carlo simulation series seem to indicate that this convergence rate might be dependent upon the system to be inverted (in our examples, the Lorenz system might be quicker than the double-well and the van der Pol systems; see Figs. 14 and 15). In other words, the minimum sample size required to confidently identify a system might strongly depend on the system itself. In addition, VB-Laplace seems to suffer from an underconfidence problem: the posterior expectation of the estimation error is often overpessimistic when compared to empirically measured estimation error. Generally speaking, free-form variational Bayesian inference on conjugate-exponential models is known to be overconfident [21]. This is thought to be due to the mean-field approximation, which neglects dependencies within the exact joint posterior density. However, this heuristic does not hold for non-exponential models, e.g. nonlinear hierarchical models of the sort that we are dealing with. This underconfidence property might be due to a slight underestimation of the precision hyperparameters, which would inflate posterior uncertainty about other variables in the model. This underestimation bias of the precision hyperparameters might itself be due to the priors we have chosen (weakly informative Gamma pdf with first-order moment two orders of magnitude lower than the actual precision hyperparameters, see Tables 2 and 6). This is important, since the overall underconfidence bias (on evolution parameters) that was observed in the simulation series might be sensitive to the choice of precision hyperparameters priors.



13 The Monte Carlo simulations provide us with a sampling approximation to the left-hand term of Eq. (55) (sampling averages of the squared error loss, see Figs. 8 and 9) given model m.
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Table 6 Parameters of the generative model for the three dynamical systems. Double-well



Lorenz



van der Pol



Measurement-noise precision



Simulated Prior pdf



σ = 102 ςσ = 102 , υσ = 1



σ = 102 ςσ = 102 , υσ = 1



σ = 102 ςσ = 102 , υσ = 1



System-noise precision



Simulated Prior pdf



α = 103 ςα = 1, υα = 1



α = 102 ςα = 10−2 , υα = 10−2



α = 103 ςα = 10−2 , υα = 10−2



Evolution parameters



Simulated Prior pdf



θ = (3, −2, 3/2)T ςθ = 03 , υθ = 102 I3



θ = (28, 10, 8/3)T ςθ = 03 , υθ = 10I3



Initial conditions



Simulated Prior pdf



 ∼ N [5, 0]T , 10−3 I2 T ς0 = [5, 0] , υ0 = 10−3 I2



∼ N (13 , I3 ) ς0 = 13 , υ0 = I3



θ =1 ςθ = 0, υθ = 10  ∼ N 03 , 102 I2 ς0 = 02 , υ0 = I2



However, this is certainly not the only effect, since this could not explain why the evolution parameter estimates of the Lorenz system are (as in the CE case) overconfident (see Fig. 16). Note that in this latter case, the evolution function is linear in the evolution parameters. This means that in the context of hierarchical nonlinear models, VB-Laplace might over-compensate for the tendency of variational approaches to underestimate posterior uncertainty. The subsequent underconfidence might then be due the Taylor approximation of the curvature of the log-transition density:



" Σθ =



#−1 X ∂2 



 − 1 hαi + υθ (xt − f (xt −1 , θ))2 2 ∂θ 2 θ=µθ t 1



−1







   X  ∂ f  2 X   ∂ 2 f −1  hαi hαi = + υ + x − f x , θ)) ( ( t t −1 θ  2 ∂θ θ=µθ ∂θ θ=µθ    t t | {z } | {z } VB-Laplace



.



(60)



neglected



Eq. (60) gives the expression for the posterior covariance matrix of the evolution parameters. When the evolution function f (x, θ) is linear in the parameters (CE case), the neglected term is zero. In this case the curvature of the log-transition density is estimated exactly, which would allow VB overconfidence to be expressed in the usual way. However, in the nonlinear case, neglecting this term will result in an overestimate of the posterior covariance. Note that underestimating α leads to an (even more) increased posterior covariance for the evolution parameters. This effect can be seen in the VB-Laplace approximation to the Lorenz sojourn distribution. This potential lack of consistency of variational Bayesian inversion of linear state-space models has already been pointed out by Wang [27]. It is possible that both effects highlighted by Eq. (60) could contribute to underconfidence in nonlinear models. 5.2. On time-series prediction Our assessment of the approximate predictive and sojourn densities provided only partly satisfactory results. Overall, the VB-Laplace scheme furnishes a veridical approximation to the short-term predictive density. In addition, the long-term predictions seem to be accurate for systems that have qualitatively similar deterministic and stochastic dynamical behaviours, which is the case for both the Lorenz and the van der Pol systems, but not for the double-well system. The VB-Laplace approximation to the sojourn density relies on the ergodicity of the hidden stochastic system, which is a weak assumption for the class of systems we have considered. However, there are two classes of stochastic ergodic systems, for which the deterministic variant might also be ergodic or not. The former class of stochastic systems is called quasideterministic, and has a number of desirable properties [52]. The dynamical behaviour of quasideterministic systems can be approximated by small fluctuations around their deterministic trajectory (hence their name). This means that a local Gaussian approximation around the deterministic trajectory of the system will lead to a veridical approximation of the sojourn distribution. Systems are quasideterministic if and only if they are stable with respect to small changes in the initial conditions [40]. This is certainly the case for the van der Pol oscillator, which exhibits a stable limit cycle. The stochastic Lorenz system is also quasideterministic [56]. As a consequence, their VB-Laplace approximation to the stationary (sojourn) distribution is qualitatively valid. However, this is not the case for the doublewell system, for which weak stochastic forces can lead to a drastic departure from deterministic dynamics [57] (e.g. phase transitions). In brief, long-term predictions based on the VB-Laplace approximations are only valid if the system is quasideterministic; i.e. if the complexity of its dynamical behaviour is not increased substantially by the stochastic effects. 5.3. On model comparison In terms of model comparison, our results show that the VB-Laplace scheme could identify the structure of the hidden stochastic nonlinear dynamical system; in the sense that models that cover the dynamical structure of the hidden system are a posteriori the most plausible. However, the free-energy showed a slight bias in favour of more complex models: when comparing two models that could both have generated the data, the free-energy identified the model with the higher dimensionality (e.g. comparison between generic versus true Lorenz systems). This might be due to the minimum norm priors that were used for the evolution parameters. As a consequence, the structure of the true hidden system was explained by a large number of small parameters (as opposed to a small number of large parameters). Since the free-energy decreases with the Kullback–Leibler divergence between the prior and the posterior density, this ‘‘minimum norm spreading’’ is less costly. Importantly, this effect does not seem to confound correct model identification when models that do not cover the true structure are compared.
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5.4. On algorithmic convergence The variational Bayesian approach replaces the multidimensional integrals required for standard Bayesian inference by an optimization scheme. However, this optimization can also be a difficult problem, because the free-energy is a nonlinear function of the sufficient statistics of the posterior density. The VB-Laplace update rule optimizes a third-order approximation to the free-energy with respect to the sufficient statistics (µi , Σi ) [28]. Note that this approximation to the free-energy comes from neglecting the contributions of fourth and higher (even) order central moments of the Gaussian approximate posterior densities. Since the latter are polynomial functions of the posterior covariance matrix Σi (and are independent of the posterior modes µi ), a moment closure procedure could be used to finesse the calculation of the variational energies, guaranteeing strict convergence. However, when dealing with analytic observation and evolution functions, the series generally converge rapidly. This means that the contributions of high-order moments to the free-energy, under the Laplace approximation, become negligible. Under these conditions, marginal optimization of the variational energies almost guarantees local optimization of the free-energy. Obviously, this does not circumvent the problem of global optimization of the free-energy. However, local convergence of the freeenergy w.r.t. the sufficient statistics now reduces to local convergence of the variational energy optimization w.r.t. the modes. This is because the only sufficient statistics that need to be optimized are the first-order moments of the approximate marginal posterior densities (the second-order moments are functions of the modes; see Eq. (7)). We used a regularized Gauss–Newton scheme for the variational energy optimization, which is expected to converge under mild conditions. This convergence has been empirically observed over all our Monte Carlo simulations. However, we foresee two reasons why VB-Laplace might not converge: either the evolution or the observation functions are non-analytic or the algorithm reaches its stopping criterion too early. The first situation includes models with discrete types of nonlinearities (i.e., ‘‘on/off’’ switches). In this case, convergence issues could be handled by extending to switching state-space hierarchical models (see [55] for the CE case). The second situation might arise due to slow convergence rates, if the stopping criterion is based on the free-energy increment between two iterations. 5.5. On scalability A key issue with Bayesian filters is scalability. It is well known that scalability is one of the main advantages of Kalman-like filters over sampling schemes (e.g. particle filters) or high-order approximations to the Kushner–Pardoux PDEs. The VB-Laplace update of the hiddenstates posterior density is a regularized Gauss–Newton variant of the Kalman filter. Therefore, the VB-Laplace and Kalman schemes share the same the scalability properties. To substantiate this claim, we analyzed the VB-Laplace scheme using basic computational complexity of matrix algebra. Assuming that arithmetic with individual elements has complexity O(1) (as with fixed-precision floating-point arithmetic), it is easy to show that the per-iteration costs (i.e. the number of computations) for the VB updates are:



 q (x) : O(Tn3 ) + O(Tpn2 ) + O(Tnθ n3 ) + O(Tn2 n2θ ) + O(Tnpn2ϕ ) + O(Tnϕ pn2 )   {z } | | {z }    EKF mean-field terms   q (α) : O(Tn2 ) + O(Tn3θ ) + O(Tnθ n3 ) + O(Tn2 n2θ )  q (σ ) : O(Tp2 ) + O(Tpn2ϕ ) + O(Tn3ϕ ) + O(Tnϕ pn2 ) + O(Tnpn2ϕ )    3 3 2 2   q (θ ) : O(Tnθ3) + O(Tnθ n2 ) + O(Tn nθ2) q (ϕ) : O(Tnϕ ) + O(Tpnϕ ) + O(Tnϕ pn ) + O(Tnpn2ϕ ).



(61)



This derives from the sparsity of the mean-field terms, which rely on Kronecker products with identity matrices (see Eqs. (29), (31) and (34)). It can be seen that the per-iteration cost is the same as a Kalman filter; i.e., it grows as O(n3 ), where n is the number of hidden-states. In terms of memory, the implementation of our VB scheme has the following matrix storage requirements: nT (6 + 5n)+ nθ (1 + nθ )+ nϕ 1 + nϕ , which is required for the calculation of the posterior covariance matrices (see Eqs. (29), (31) and (34)). This computational load is similar to a Kalman filter; i.e., it grows as O(n2 ). Overall, this means that the VB-Laplace scheme inherits the scalability properties of the Kalman filter. 5.6. On influence of noise In the Monte Carlo simulation series we presented, we did not assess the response of the VB-Laplace scheme to a systematic variation of noise precision. This was justified by our main target application, i.e. neuroimaging data (EEG/MEG and fMRI) analysis, for which the SNR is known (see e.g., [53]). In addition, we have also fixed the state-noise precision hyperparameter. This is because a subtle balance between drift and statenoise is required for stochastic dynamical systems to exhibit ‘‘interesting’’ properties, which would disappear in both low- and high-noise situations. For example, the expected time interval between two transitions of the double-well system is proportional to the state-noise precision (see e.g. [54]). As a consequence, the low-noise double-well system will hardly show any transition. In contradistinction, the highnoise double-well system looks like white noise, because the drift term has no significant influence on the dynamics anymore. Therefore, local and global oscillations co-occur only within a given range of state-noise precision (stochastic resonance). Nevertheless, a comprehensive assessment of the behaviour of the VB-Laplace scheme would require varying the precision of both the measurement and the state-noise precisions. Preliminary results (not shown) seem to indicate that the VB-Laplace scheme does not systematically suffer from over- or under-fitting, even in the weakly informative precision prior case. However, no formal conclusions can yet be drawn onto the influence of high noise on the VB-Laplace scheme, which could potentially be a limiting factor for particular applications.
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6. Conclusion In this paper, we have presented an approximate variational Bayesian inference scheme to estimate the hidden-states, parameters, and hyperparameters of dynamic nonlinear causal models. We have also assessed its asymptotic efficiency, prediction ability and model selection performances using decision theoretic measures and extensive Monte Carlo simulations. Our results suggest that variational Bayesian techniques are a promising avenue for solving complex inference problems that arise from structured uncertainty in dynamical systems. Acknowledgement The work was funded by Wellcome trust. References [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58]
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