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Abstract— We present an approach for addressing the issues of detecting repeated fault events in the framework of modelbased monitoring of discrete-event systems (DES) under reliable and unreliable observation information. The analysis task is to determine whether a certain observation configuration is capable of reporting the occurrence of fault events while satisfying the performance requirements. If the reliability of observation information is assured, the assessment is accomplished by evaluating diagnosability notions of interest. To evaluate the notions of diagnosability regarding repeated fault counting, polynomialtime verification algorithms are developed. In order to deal with unreliable observation information, the concept of detection confidence is introduced, which measures the quality of fault counting. An algorithm computing detection confidence is conjectured. For on-line fault counting, we develop a new on-line fault counting algorithm assuming observation reliability. The developed algorithm has lower time and space complexities than an online diagnosis algorithm reported in literature for counting the occurrence of repeated faults. This on-line algorithm is naturally extended to handle the unreliable observation information.



I. I NTRODUCTION The ability to monitor and track the flow of items or entities within a system in an effective, nonintrusive manner has significant implications in many important applications including item/material tracking (e.g. the tracking of nuclear material and radioactive sources), item movement violation detection, operations accountability, network security, networked manned and unmanned systems, mission planning, mission execution monitoring, operations safety, operations security, and nuclear safeguards. Assuring item traceability can in fact be critical in the establishment of many industry. For example, realtime safety and safeguards assessment as well as on-line detection of facility misuse in nuclear facilities would be a positive factor in achieving public acceptance of nuclear energy generation [1–3]. Improving entity tracking capability depends on a number of factors including the successful implementation of unattended sensing and data analysis technologies. However, these systems are seldom designed and instrumented to assure their inherent system properties regarding item traceability. Rather, observational requirements are often fitted to the monitored systems a posteriori. It is desirable to develop a behavioral analysis formalism, with associated formal methods and tools, for designing monitoring agents capable of detecting identified special behaviors. By designing for performance requirements, detection of special behaviors is improved in detection capability, information management, and time response.



Behavioral analysis of DES is an active area of research. One relevant field is failure analysis, in which special events are identified as faults. Other examples of special behaviors include (permanent) failures, execution of critical events, reaching unstable states, or more generally meeting formal specifications defining special behaviors. Recently, significant attention has been given to fault analysis; see for example [1–12]. In order to capture the repeatable nature of special events, several efforts have been reported recently. Intermittent or non-persistent faults are also repetitive in nature and can autonomously reset. The issue of detecting whether or not a resetting has occurred was addressed in [5]. In [6], fault counting problems were addressed and the notion of [1, ∞]diagnosability was introduced. This notion is based on uniform counting delays and fault states. In [13], the definition of [1, ∞]-diagnosability was modified in order to specify the fault as events and renamed as uniform [1, ∞]-diagnosability. The notion of uniform counting delay is suitable if the hard deadline of diagnosis report is enforced. In many cases where immediate reaction to fault occurrence is not required, enforced uniformity over counting delays may be overly stringent. In this spirit, the uniformity of counting delays was relaxed and the notion of nonuniform [1, ∞]-diagnosability was introduced in [13]. With nonuniform [1, ∞]-diagnosability, counting delays are associated with executed traces and become nonuniform. To support the formal evaluation, property verification algorithms for uniform [1, ∞]-diagnosability and nonuniform [1, ∞]-diagnosability were developed in [13]. In this paper, those algorithms are clarified and restated in this paper. Most of the known results regarding fault diagnosis rely on the assumption of reliable observation information. In practice, observation information may be erratic and unreliable to a degree. In order to cope with unreliable observation information, the concept of detection confidence is introduced in this paper. To compute the detection confidence of the given system with unreliable observation information, we conjecture an output analysis algorithm based the simulation of the system. Theoretical justification is in progress. For on-line diagnosis, assuming reliable observation, we develop a new on-line fault counting algorithm that has lower time and space complexities than on-line diagnosis algorithms reported in literature for counting the occurrence of repeated faults. This on-line algorithm is extended to handle the unre-



liable observation information as well. We summarize the main contributions of this paper below: • Polynomial time verification algorithms for uniform [1, ∞]-diagnosability and nonuniform [1, ∞]diagnosability are clarified and restated. • The notion of detection confidence is introduced in order to assess the counting capability of observational configurations with unreliable observation information. A procedure for computing detection confidence is conjectured. • Assuming reliable observation information, an on-line fault counting algorithm that has lower time and space complexities than the previously reported algorithms in [6, 13] is developed. This algorithm is extended in order to handle unreliable observation information. The rest of the paper is organized as follows. In Section II, we provide necessary notation and definitions used throughout this paper. Section III recalls notions of [1, ∞]-diagnosability associated with uniform and nonuniform counting delays. Section IV provides verification algorithms for nonuniform [1, ∞]-diagnosability and uniform [1, ∞]-diagnosability. In Section V, an on-line diagnosis algorithm for counting the occurrence of faults is presented. In Section VI, issues regarding unreliable observation information are addressed. In particular, detection confidence is defined and an algorithm computing detection confidence is conjectured. The proposed algorithm involves an on-line counting algorithm extended from the one with reliable observation information. Section VII concludes the paper. We assume in the remainder of this paper that the reader is familiar with terminologies of DES. For the textbook treatment of background materials on DES, we direct the reader to [14]. All proofs are omitted due to space constraints, which are available from the authors. II. P RELIMINARIES In this section, we define the model of DES under consideration and related necessary notation. First we model the untimed DES as a deterministic finite-state automaton: A = (QA , ΣA , δ A , q0A ) where QA is the finite state space, ΣA is the set of events, and q0A is the initial state of the system. δ A is the partial transition function and δ A (q1 , σ) = q2 implies the existence of a transition from state q1 to state q2 with event label σ. The superscript A may be dropped if this is not likely to cause confusion. The prefix-closed language generated by A is denoted by L(A) and is defined in the usual manner [14]. To reflect limitations on observation, we define the observation mask function M : ΣA → ∆A ∪ {²} where ∆A is the set of observed symbols and it may be disjoint with ΣA . We assume that ² ∈ / ΣA . The definition of M can be extended to sequences of events (traces) inductively as follows: ∀s ∈ (ΣA )∗ , ∀σ ∈ ΣA , M (sσ) = M (s)M (σ). We denote a set of events to be diagnosed by Σf . In order to facilitate the fault diagnosis problem of multiple type of faults,



Σf is defined to be the set of fault events and partitioned into a set of fault types, which is denoted by Πf : ˙ fn }. Πf = {Σfi : Σf = Σf1 ∪˙ . . . ∪Σ Note that the events to be detected and classified are defined as faults/failures in the context of fault/failure diagnosis. However, the events of interest do not need to be faults or failures but can be some special events of interest, in general. Given a trace s ∈ (ΣA )∗ , we denote the number of faults of type i occurred in s by Nsi . L(A) is said to be live if there is at least one transition defined at each state q A ∈ QA . The post-language L(A)/s is the set of possible suffixes of a trace s: L(A)/s = {t ∈ Σ∗ : st ∈ L(A)}. III. U NIFORM AND N ONUNIFORM [1, ∞]-D IAGNOSABILITY In order to facilitate indefinite counting with uniformly bounded delays, the notion of [1, ∞]-diagnosability was introduced in [6] based on fault states. This notion was motivated by the needs for handling repeated routing violations of sensitive material handling systems presented in [1]. In [13], this notion was modified in order to handle fault events rather than fault states and called uniform [1, ∞]-diagnosability. We recall this version of definition below. Definition 1: A prefix-closed live language L is said to be uniformly [1, ∞]-diagnosable with respect to a mask function M and Πf on Σf if the following holds: (∃nd ∈ N)(∀i ∈ Πf )(∀s ∈ L)(∀t ∈ L/s) [|t| ≥ nd ⇒ D∞ ] where N is the set of non-negative integers and the diagnosability condition D∞ is D∞ : (∀w ∈ M −1 M (st) ∩ L) [ Nwi ≥ Nsi ]. In [13], by letting counting delays depend on the trace executed by the system, the notion of nonuniform [1, ∞]diagnosability was defined. We also recall this notion below. Definition 2: A prefix-closed live language L is said to be nonuniformly [1, ∞]-diagnosable with respect to a mask function M and Πf on Σf if the following holds: (∀i ∈ Πf )(∀s ∈ L)(∃ndi ∈ N)(∀t ∈ L/s) [|t| ≥ ndi ⇒ D∞ ] where N is the set of non-negative integers and the diagnosability condition D∞ is D∞ : (∀w ∈ M −1 M (st) ∩ L) [ Nwi ≥ Nsi ]. From the above definitions, we know that uniform [1, ∞]diagnosability implies nonuniform [1, ∞]-diagnosability. Note that the above definitions are based on multiple fault types. Hereafter, we only consider a single fault type (Πf = {Σf }), since multiple fault type characterization does not provide further insight in this paper. All results presented in this paper should be modifiable straightforwardly in order to be applied to multiple fault types.



In the following section, we develop algorithms for verifying uniform [1, ∞]-diagnosability and nonuniform [1, ∞]diagnosability. The developed algorithms improve the ones presented in [13]. IV. V ERIFICATION OF R EPEATED FAULT D IAGNOSABILITY Let A be a finite-state automaton generating the behavior of the system and let M be a mask function for events defined over ΣA . We construct a directed graph G(A, M ) = (V (A), E(A, M )) in order to track the fault difference of two system traces producing the same masked trace. For notational convenience, we may drop the dependency notation of G(A, M ), when it is considered to be clear from the context. The construction procedure follows the one presented in [13] and attached as an appendix at the end of the paper. The following two verification theorems improve the corresponding presentations appeared in [13]. Let C be the set of all cycles of G. Theorem 1: L(A) is nonuniformly [1, ∞]-diagnosable w.r.t. M and Σf if and only if for all C :=< v1 , v2 , . . . , vn+1 >∈ C where v1 = vn+1 , the following three conditions hold: 1) (∃i ∈ {1, . . . , n})[−1 ∈ w[(vi , vi+1 )]] ⇒ (∃j ∈ ˆ {1, . . . , n})[w[(vj , vj+1 )] ∈ 2{0,+1} \ ∅]; this condition guarantees eventual fault counting. 2) (∀i ∈ {1, . . . , n})[0− ∈ w[(vi , vi+1 )]] ⇒ (∀i ∈ {1, . . . , n + 1})[short[vi ] ≥ 0]; this condition handles unobservable cycles. 3) (∀i ∈ {1, . . . , n})[{0− , 0, 0+ } ∩ w[(vi , vi+1 )] 6= ∅] ∧ (∃i ∈ {1, . . . , n})[0 ∈ w[(vi , vi+1 )]] ⇒ (∀i ∈ {1, . . . , n + 1})[short[vi ] = 0]; this condition handles observable non-faulty cycles. The above result can be utilized for the polynomial-time verification of nonuniform [1, ∞]-diagnosability. Let |QA | = n1 and |ΣA | = n2 . Theorem 2: Let A be a deterministic automaton. The nonuniform [1, ∞]-diagnosability of L(A) with respect to M and Σf can be decided with O(min(n31 · n22 , n51 )) time and O(min(n21 · n22 , n41 )) space. The set-weighted, directed graph G can be utilized in order to verify uniform [1, ∞]-diagnosability as follows. The underlined condition 1 replaces the condition 1 of Theorem 1. Theorem 3: L(A) is uniformly [1, ∞]-diagnosable w.r.t. M and Σf iff the following three conditions hold. 1) (∀v ∈ V )[−∞ < short[v] < inf ]; this guarantees the uniformly bounded delay counting. 2) (∀i ∈ {1, . . . , n})[0− ∈ w[(vi , vi+1 )]] ⇒ (∀i ∈ {1, . . . , n + 1})[short[vi ] ≥ 0]; this condition handles unobservable cycles. 3) (∀i ∈ {1, . . . , n})[{0− , 0, 0+ } ∩ w[(vi , vi+1 )] 6= ∅] ∧ (∃i ∈ {1, . . . , n})[0 ∈ w[(vi , vi+1 )]] ⇒ (∀i ∈ {1, . . . , n + 1})[short[vi ] = 0]; this condition handles observable non-faulty cycles. The above result can be utilized for the polynomial-time verification of uniform [1, ∞]-diagnosability. Note that, when A is a deterministic finite-state automaton, the worst case



Time complexity Space complexity



Algorithm in [6] O(n41 · n22 ) O(min(n41 · n22 , n61 ))



New algorithm O(min(n31 · n22 , n51 )) O(min(n21 · n22 , n41 ))



TABLE I C OMPARISON OF VERIFICATION ALGORITHMS FOR UNIFORM [1, ∞]- DIAGNOSABILITY



computational complexity of the algorithm in [6] becomes O(n41 · n22 ) time and O(min(n41 · n22 , n61 )) space. The following result shows that the verification algorithm utilizing Theorem 3 reduces the computational efforts. Theorem 4: Let A be a deterministic finite-state automaton. The uniform [1, ∞]-diagnosability of L(A) with respect to M and Σf can be decided with O(min(n31 · n22 , n51 )) time and O(min(n21 · n22 , n41 )) space. Table I compares the worst case computational efforts of the algorithm in [6] and our verification algorithm for uniform [1, ∞]-diagnosability. Remark 1: In [13], we showed that uniform [1, ∞]diagnosability implies nonuniform [1, ∞]-diagnosability, but not vice versa. The difference between Theorems 2 and 3 lies in the condition 1. The condition 1 of Theorem 3 implies the condition 1 of Theorem 2, but not vice versa. Remark 2: Note that the condition 1 of Theorem 2 does not require the shortest path computation, which is the dominating step regarding the computational complexity of the algorithm. The second condition of Theorem 2 does not need to be checked if there is no unobservable cycle in the automaton A. The third condition of Theorem 2 is required to be checked only if there is a fault free cycle in the automaton A. Therefore, we can decide if the shortest path computation is required by examining the existence of unobservable cycles and faultfree cycles of the automaton A. These examinations take O(n1 ·n2 ), which is significantly lower than those constructing G and computing the shortest paths of G. Therefore, if the automaton A is free of unobservable cycles and fault-free cycles, we only need to verify the condition 1 of Theorem 1 in order to verify nonuniform [1, ∞]-diagnosability. However, the condition 1 of Theorem 3 still requires to conduct the shortest path computation over G. V. O N - LINE D IAGNOSIS FOR R EPEATED FAULTS Building the deterministic observer automaton of a partiallyobserved automaton takes exponential time and space w.r.t. the number of state of the partially-observed automaton. The basic building block of off-line diagnoser construction relies on the construction of observer automaton and exponential computational complexity is carried over. To overcome this computational difficulty, on-line diagnosis approach was suggested in [8] to handle the case of permanent faults. Rather than constructing whole diagnoser off-line, the state of diagnoser is updated whenever observations occur. The space and time complexities of updating the state of diagnoser for reporting permanent faults are O(n1 ) and O(n2 · n1 ), respectively. For



the case of repeated faults, the occurrence of faults is counted in order to reach diagnostic decisions. Based on the algorithm presented in [6], the space and time complexities of updating the state of diagnoser for counting the occurrence of faults are O(n31 ) and O(n2 · n31 ), respectively. A computationally improved version of this algorithm was presented in [13]. The space and time complexities of updating the state of diagnoser for counting the occurrence of faults were improved to O(n1 ) and O((n2 + log n1 ) · n21 ), respectively. In this section, we propose an algorithm further improving the computational complexity of the algorithms presented in [6, 13]. Similar to the algorithm in [6, 13], we maintain a set of pair consisting of a sate of A and the corresponding minimum number of occurrence of faults as the state of diagnoser, i.e., A Qd ∈ 2Q ×N where Qd = {(q1 , i1 ), (q2 , i2 ), . . . , (qn , in )}. The minimum of {ij : j = 1, . . . , n} represents the current fault count. The fault count number is reported/returned whenever Qd is updated after new observation information is obtained. In [6], brute-force recursion was used in order to obtain possible fault count for each reachable state. Resulting tagged fault count number ij does not have to be unique for each state component qi (e.g. Qd = {(1, 2), (1, 3), (2, 0), (2, 1)}). In contrast to [6], the tagged fault count number of the proposed on-line algorithm in [13] is unique (e.g. Qd = {(1, 2), (2, 0)}). The tagged integer value ij of state qj represents the minimum number of faults in the traces that are reachable to state qj and consistent with the current observed trace. This feature is adopted in our new on-line fault counting algorithm. The main routine is described in Algorithm 1. In the loop of the main routine, MODI-DIJKSTRA and GET-NEW-DIAGSTATE routines are called. Algorithms 2 and 3 describe the two subroutines. In MODI-DIJKSTRA, Dijkstra algorithm with initial priority queue associated with the initial fault counting information Qd is used to compute the minimum number of the occurrence of faults within unobservable reach from state elements in Qd . Input Qd is used as the initial priority queue in the modified Dijkstra algorithm (line 3 of Algorithm 2). In order to count the number of faults with the modified Dijkstra algorithm, the weight of faulty transitions is set to “1”. On the other hand, the zero weight is given to non-faulty transitions. Under this weight setting, the shortest path weight represents the number of faulty events along the shortest path. Note that EXTRACT-MIN(Q) (line 6 of Algorithm 2) deletes a state and tag pair from Q whose tag value is minimum and returns the state. Typically, in Dijkstra algorithm, Q is implemented as a Fibonacci heap [15]. Also note that only unobservable transitions are considered when the modified Dijkstra algorithm is applied (line 8 of Algorithm 2). With this procedure, we identify the minimum number of faulty events in the possible transitions to each state in unobservable reach from state elements in Qd . The resulting set of states and tagged integers is stored as new Qd . After a new observation σm becomes available, in GETNEW-DIAG-STATE(A, Qd , M, Σf , σm ), we collect the states of system reached by the observed event σm from the un-



Algorithm in [6] Algorithm in [13] New algorithm



Time complexity O(n2 · n31 ) O((n2 + log n1 ) · n21 ) O((n2 + log n1 ) · n1 )



Space complexity O(n31 ) O(n1 ) O(n1 )



TABLE II C OMPLEXITY COMPARISON OF ON - LINE FAULT COUNTING ALGORITHMS



observable reach of Qd . The corresponding integer values indicating the minimum number faults are updated based on the weights of possible observed events. Updated states and tagged integer values become Qd . Based on the updated Qd , the minimum of the tagged integer values is reported as the number of faults occurred. The procedures from line 3 to 6 of the main routine can be conducted in O((n2 +log n1 )·n1 ) assuming Q is implemented as a Fibonacci heap. The space used for realizing diagnoser state is O(n1 ). Finally, we note that Algorithm 1 does not require the uniform/nonuniform [1, ∞]-diagnosability assumption in order to infer the number of fault occurrences. The assumption of uniform/nonuniform [1, ∞]-diagnosability guarantees the uniform/nonuniform finite delays of fault counting in our algorithm. The on-line fault counting algorithm in [6] is also capable of inferring the number of fault occurrences and guaranteeing uniform/nonuniform finite delays if uniform/nonuniform [1, ∞]-diagnosability is assumed. However, the inference mechanism used in [6] for fault counting may fail (does not stop) to infer the number of fault occurrences when uniform/nonuniform [1, ∞]-diagnosability does not hold. Table II compares computational complexities between the on-line fault counting algorithms in [6, 13] and our new online fault counting algorithm (Algorithm 1). Algorithm 1 On-line Diagnosis(A, M ) 1: Qd ← (q0A , 0) 2: loop 3: Find and report the minimum ik from Qd = {(q1 , i1 ), . . . , (qk , ik ), . . . , (qn , in )}. 4: Qd ← MODI-DIJKSTRA(A, Qd , M , Σf ) 5: wait until a next observation (σm ) is available 6: Qd ← GET-NEW-DIAG-STATE(A, Qd , M , Σf , σm ) 7: end loop



VI. D EALING WITH U NRELIABLE O BSERVATION I NFORMATION In previous sections, observation information is assumed to be reliable. In practice, observations may be erratic and unreliable to a degree. In this section, the mask function M is extended the unreliable observation mask function Mp in order to reflect the unreliability of observation information. A The unreliable observation mask Mp : ΣA → 2∆ ∪{²}×(0,1] \∅



Algorithm 2 Qd ← MODI-DIJKSTRA(A, Qd , M , Σf ) 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13: 14: 15: 16:



Set Q ← {q 0 ∈ QA : (∃q ∈ QA )(∃t ∈ (ΣA )∗ )[(q, i) ∈ Qd ∧ M (t) ∈ ²∗ ∧ q 0 = δ A (q, t)]} short[q] ← ∞ for each q ∈ Q If (q, i) ∈ Qd , short[q] ← i D←∅ while Q 6= ∅ do q ← EXTRACT-MIN(Q) D ← D ∪ {q} for each unobservable transition σ (M (σ) = ²) from q where q 0 = δ A (q, σ) do if σ ∈ / Σf and short[q] < short[q 0 ] then short[q 0 ] ← short[q] else if σ ∈ Σf and short[q] + 1 < short[q 0 ] then short[q 0 ] ← short[q] + 1 end if end for end while Qd ← {(q, short[q]) : q ∈ D}



Algorithm 3 Qout ← GET-NEW-DIAG-STATE(A, Qd , M , Σf , σo ) 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13:



Set R ← {q 0 ∈ QA : (∃q ∈ QA )(∃σ ∈ ΣA )[(q, i) ∈ Qd ∧ M (σ) = σo ∧ q 0 = δ A (q, t)]} short[q] ← ∞ for each q ∈ R while Qd 6= ∅ do pick any (q, i) ∈ Qd and set Qd ← Qd \ (q, i) for each transition σ from q such that M (σ) = σo where q 0 = δ A (q, σ) do if σ ∈ / Σf and i < short[q 0 ] then short[q 0 ] ← i else if σ ∈ Σf and i + 1 < short[q 0 ] then short[q 0 ] ← i + 1 end if end for end while Qout ← {(q, short[q]) : q ∈ R}



satisfies the following: A



∀σ ∈ Σ ,



X



t ∈ (ΣA )∗ and σ ∈ ΣA , Mpe (tσ) = {θσo : θ ∈ Mpe (t), σo ∈ Mpe (σ)}. With the above extensions characterizing the unreliability of observation information we direct our attention to the properties related to event counting. For instance, the properties of uniform and nonuniform [1, ∞]-diagnosability characterize the capability of counting the selected events indefinitely under reliable observation information. Mainly, we are interested in developing a concept characterizing the quality of event counting under unreliable observation information. Two numbers are important for characterizing the quality of event counting: i) the actual number of special event occurrences and ii) the estimated number of special event occurrences. First we define the special event count function NΣf : L(G) → N where NΣf (t) denotes the number of the special events Σf occurred in trace t ∈ L(G). The special event count estimate function DΣf : (∆A )∗ → N is defined as follows. DΣf (θ) = min{NΣf (t) : t ∈ L(G) ∧ θ ∈ Mpe (t)}. Intuitively, the function DΣf estimates the possible traces associated with observation history (θ) and obtain the minimal special event occurrence number among the estimated traces. We define the detection confidence of trace t as the ratio between the estimated number of special event count and the number of actual occurrence of the special events. That is, ( D (θ) Σf if NΣf (t) 6= 0 ∧ θ ∈ Mpe (t) NΣf (t) CΣf (t, θ) := 1 o.w. Note that DΣf (θ) is the most conservative estimation in the sense that the selected counting value is the minimal within its estimated traces. Because of the conservativeness of DΣf , we have 0 ≤ CΣf (t, θ) ≤ 1. It should be interesting to investigate other measures of confidence by replacing the fault count estimation function DΣf (θ) to more aggressive estimation functions. Let Tn be a random variable of trace of L(A) with length n and On be a random variable of corresponding observation traces with length n (length of traces here counts ² observation). We are interested in computing the following long run expected value: lim E[CΣf (Tn , On )].



pio



= 1.



(σoi ,pio )∈Mp (σ)



To indicate the set of possible observations, we define Mpe (σ) = {σoi : (σoi , pio ) ∈ Mp (σ)}. For instance, consider an unreliable mask function Mp for event a, Mp (a) = {(a1 , 1/2), (a2 , 1/4), (², 1/4)}. This implies that, if event a ∈ ΣA occurs, the outcome of observation is a1 ∈ ∆o with probability 1/2, a2 ∈ ∆o with probability 1/4, and no observation (²) with probability 1/4. Then, the set of possible observations for event a is Mpe (a) = {a1 , a2 , ²}. Inductively, Mpe can be defined over traces as follows: for



n→∞



More rigorous theoretical developments including the computation of the above value are still in progress. One of the tasks is to establish the convergence result and devise a method to compute the above value. For this task, we developed a detection confidence computation algorithm based on output analysis. We conjecture that the long run expected value exists and can be approximated with the algorithm described below when G is described with an irreducible closed automaton (any two states in the automaton are reachable from each other). The main routine Compute-Confidence is described in Algorithm 4. Two subroutines DIJK-UNRELIABLE-M (Algorithm 5) and GET-NEW-PRIORITY-QUEUE (Algorithm 6) are given after the main routine description.



Intuitively, Algorithm 4 simulates the system and the unreliable sensor information until a certain number of fault events is executed, which is given as an input parameter. While a simulation is performed, detection confidence is computed along the simulation path and returned at the end of the simulation. As Ns becomes larger, the computed confidence value is conjectured to converge to the long run expected value. Algorithm 4 Confidence ← Compute-Confidence(A, Mp , Σf , N ∗) 1: Qd ← (q0A , 0), qc ← q0A 2: loop 3: U R ← DIJK-UNRELIABLE-M(A, Qd , Mp , Σf ) 4: loop 5: Generate event σ and the corresponding masked event σo based on available statistical information 6: Set qc ← δ A (qc , σ) 7: if σ ∈ Σf then 8: Ns ← Ns + 1 9: end if 10: if σo 6= ² then 11: break 12: end if 13: end loop 14: Qd ← GET-NEW-PRIORITY-QUEUE(A, U R, Mp , Σf , σm ) 15: if Ns > N ∗ then 16: break 17: end if 18: end loop 19: Confidence ← min(ni : (qi , ni ) ∈ Qd )/Ns



VII. C ONCLUSION An approach for counting fault events in the framework of model-based monitoring of discrete-event systems (DES) under reliable and unreliable observation information was presented. The two key properties, uniform [1, ∞]-diagnosability and nonuniform [1, ∞]-diagnosability, were recalled in order to address fault counting under reliable sensor information. To aid formal evaluation of the properties, we improved and restated the previously reported algorithms verifying uniform [1, ∞]-diagnosability and nonuniform [1, ∞]-diagnosability in [13]. To cope with unreliable observation information, we introduced the concept of detection confidence. An algorithm for computing the detection confidence was conjectured. More complete theoretical developments are under progress. A novel on-line fault counting algorithm assuming reliable sensor information was also developed. This algorithm has lower time and space complexities than those previously reported in [6, 13]. Moreover, a simple modification was performed in order to give an on-line fault counting algorithm under unreliable sensor information.



Algorithm 5 U R ← DIJK-UNRELIABLE-M(A, Qd , Mp , Σf ) 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13: 14: 15: 16:



Set Q ← {q 0 ∈ QA : (∃q ∈ QA )(∃t ∈ (ΣA )∗ )[(q, i) ∈ Qd ∧ ² ∈ Mpe (t) ∧ q 0 = δ A (q, t)]} short[q] ← ∞ for each q ∈ Q If (q, i) ∈ Qd , short[q] ← i D←∅ while Q 6= ∅ do q ← EXTRACT-MIN(Q) D ← D ∪ {q} for each transition σ from q such that ² ∈ Mpe (σ) where q 0 = δ A (q, σ) do if σ ∈ / Σf and short[q] < short[q 0 ] then short[q 0 ] ← short[q] else if σ ∈ Σf and short[q] + 1 < short[q 0 ] then short[q 0 ] ← short[q] + 1 end if end for end while U R ← {(q, short[q]) : q ∈ D}



Algorithm 6 Qd ← GET-NEW-PRIORITY-QUEUE(A, U R, Mp , σo ) 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12: 13:



Set R ← {q 0 ∈ QA : (∃q ∈ QA )(∃σ ∈ ΣA )[(q, i) ∈ U R ∧ σo ∈ Mpe (σ) ∧ q 0 = δ A (q, t)]} short[q] ← ∞ for each q ∈ R while U R 6= ∅ do pick any (q, i) ∈ U R and set U R ← U R \ (q, i) for each transition σ from q such that σo ∈ Mpe (σ) where q 0 = δ A (q, σ) do if σ ∈ / Σf and i < short[q 0 ] then short[q 0 ] ← i else if σ ∈ Σf and i + 1 < short[q 0 ] then short[q 0 ] ← i + 1 end if end for end while Qd ← {(q, short[q]) : q ∈ R}
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A PPENDIX The set of vertices V is V ⊆ QA × QA and (q0A , q0A ) ∈ V. For v1 , v2 ∈ V , (v1 , v2 ) ∈ E implies that directed edge from vertex v1 to vertex v2 exists. An edge weight set function w is defined as w : E → 2S \ ∅ where S = {−1, 0+ , 0− , 0, ˆ0, +1} denotes the set of weight symbols. In other words, an edge (v1 , v2 ) possess an edge weight set w[(v1 , v2 )] ⊆ S. The elements of the set S are designed to indicate the fault number difference of a pair of transitions. The detailed implication of the set-weighted, directed graph G and the edge weight set function w will be explained after we complete the description of G. Before we proceed to define the edges of G, for the sake of readability, let us define the following transition notation: δ A (q1 , σ) = q10 and δ A (q2 , σ 0 ) = q20 . Note that we use event σ to define q10 . On the other hand, event σ 0 is used to define q20 . Despite that different symbols σ and σ 0 are used, we do not make restriction that σ and σ 0 should be different events. Namely, σ and σ 0 can be identical. i The notation v1 → v2 implies that i ∈ w[(v1 , v2 )]. Now we define the edges of G and construct the corresponding weight set function w as follows. For σ, σ 0 ∈ ΣA such that M (σ) = M (σ 0 ) = ², 0−



(q1 , q2 ) → (q10 , q2 ) 0+



if (σ ∈ / Σf ) ∧ (q10 is defined)



(q1 , q2 ) → (q1 , q20 ) if (σ 0 ∈ / Σf ) ∧ (q20 is defined) −1 (q1 , q2 ) → (q10 , q2 ) if (σ ∈ Σf ) ∧ (q10 is defined) +1 (q1 , q2 ) → (q1 , q20 ) if (σ 0 ∈ Σf ) ∧ (q20 is defined)



For σ, σ 0 ∈ ΣA such that M (σ) = M (σ 0 ) 6= ², 0



(q1 , q2 ) → (q10 , q20 ) if (σ ∈ / Σf ) ∧ (σ 0 ∈ / Σf ) ∧ (q10 and q20 are defined) −1 (q1 , q2 ) → (q10 , q20 ) if (σ ∈ Σf ) ∧ (σ 0 ∈ / Σf ) ∧ (q10 and q20 are defined) +1 (q1 , q2 ) → (q10 , q20 ) if (σ ∈ / Σf ) ∧ (σ 0 ∈ Σf ) ∧ (q10 and q20 are defined) ˆ 0



(q1 , q2 ) → (q10 , q20 ) if (σ ∈ Σf ) ∧ (σ 0 ∈ Σf ) ∧ (q10 and q20 are defined) Hereafter, we only consider the accessible part of the setweighted, directed graph G from the vertex (q0A , q0A ) when G is referred. The set-weighted, directed graph G is designed to track a pair of traces s, s0 ∈ L(A) from the vertex (q0A , q0A ) such that M (s) = M (s0 ). Suppose that s and s0 are tracked by the first and second components of the vertex space, respectively. Let us denote the followings: q1 = δ A (q0A , s) and q2 = δ A (q0A , s0 ). Then, from the construction of G, we have that (q1 , q2 ) ∈ V. Observe that the value of the edge weight set function w is designed to indicate if traces s and s0 are about to track fault events or not. In particular, when s is about to track a faulty transition and s0 is about to track a non-faulty transition or does not track any transition, the weight −1 becomes a member of weight set of the edge realizing the transitions under consideration. It indicates that the number of faults in trace s is increased by 1 and the number of faults in trace s0 does not change with the transitions under consideration. On the other hand, the weight +1 is assigned when s0 is about to track a faulty transition and s is about to track a non-faulty transition or does not track any transition. The weight ˆ0 is given when the both traces are about to track faulty transitions, which indicates fault difference between the two traces does not change by tracking the transitions under consideration since the fault numbers of tracked traces are increased by 1 simultaneously. If faulty transitions are not involved, the 0− , 0+ , and 0 weights are assigned based on the observability of tracked transitions. Note that the weights 0− , 0+ , ˆ0, and 0 are considered as number 0 when we perform operations over the weights. Now, we define the minimal weight of an edge by choosing the minimum of the weight elements of the edge weight set. That is, for (v1 , v2 ) ∈ E, ws [(v1 , v2 )] = min(w[(v1 , v2 )]).



(1)



Over G equipped with the minimal weight function ws , we can compute the shortest paths of all reachable vertices from the vertex (q0A , q0A ). We denote the shortest path weight of vertex v ∈ V as short[v].
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