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Introduction Many experiments on heavy-ion fusion reaction had been carried out in the last two decades (See Ref. [37] for a detail account). In these experiments compound nuclei at highly excitation energies were created. The time required for these compound nuclei to reach thermal equilibrium is around 10 typical time of ~ 10



seconds, which is much shorter than the



seconds, after which they start to decay. Therefore one can



apply statistical thermodynamics to these highly-excited nuclei, and assign for them a temperature T, which is extracted from their total or excitation energies after subtracting the contribution due to angular momentum. This is why such systems can be referred to as nuclei at finite temperature or hot nuclei. The typical range of temperature for a self-sustained thermally equilibrated nucleus is below the neutron binding energy, which is T < 6 – 8 MeV. Phase transitions are common features of infinite systems in thermodynamics. At the phase-transition point, called critical point, physical properties of the system undergo an abrupt change. Phase transitions like the one from the superfluid (superconducting) state to the normal state are experimentally found in metal superconductors, ultracold gases, liquid helium, etc. They are described very well by the many-body mean-field theories, such as the Bardeen-Cooper-Schrieffer (BCS) [3] theory for the superfluid-normal (SN) phase transition. Fluctuations play no role in these systems as their effects are either zero in infinite systems or negligible for very large systems. However, in small finite systems such as atomic nuclei or ultrasmall superconducting metallic grains, quantal and thermal fluctuations become important because of the finiteness of these systems. Therefore, in order to be reliable, the wellknown many-body theories such as the BCS theory or random-phase approximation (RPA) [58], which is a theory to describe small-amplitude vibrations around the mean



1



field, need to be corrected to take into account the effects of quantal and thermal fluctuations. Zero temperature At zero temperature, one of standard methods to treat the quantal correlations beyond the mean field is the well-known random-phase approximation (RPA). Extensively employed in nuclear systems, the RPA includes correlations in the ground state, and provides a simple theory of excited states of the nucleus. However, the RPA breaks down at a certain value



of interaction parameter G , where it yields imaginary



solutions. The reason is that the RPA equations, linear with respect to the X and Y amplitudes of the RPA excitation operator, are derived based on the quasi-boson approximation (QBA). The latter neglects the Pauli principle between fermion pairs, and its validity is getting poor with increasing the interaction parameter G . The collapse of the RPA at the critical value



of G invalidates the use of the QBA. The



RPA therefore needs to be extended to correct this deficiency, at least for finite systems such as nuclei. One of methods to restore the Pauli principle is to renormalize the conventional RPA to include the non-zero values of the commutator between the fermion-pair operators in the correlated ground state. These so-called ground-state correlations beyond RPA cause the quantal fluctuations, whose effects are neglected within the QBA. The interaction in this way is renormalized and the collapse of RPA is avoided. The resulting theory is called the renormalized RPA (RRPA) [36, 62, 9]. However, the test of the RRPA carried out within several exactly solvable models showed that the RRPA results are still far from the exact solutions of the models [9, 27, 38]. Recently, a significant development in improving the RPA has been carried out within the self-consistent RPA (SCRPA) [27, 38, 11]. Based on the same concept of renormalizing the particle-particle (pp) RPA, the SCRPA made a step forward by
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including the screening factors, which are the expectation values of the products of two pairing operators in the correlated ground state. The SCRPA has been applied to the exactly solvable multi-level pairing model, where the energies of the ground state and first excited state in the system with N+2 particles relative to the energy of the groundstate level in the N -particle system are calculated and compared with the exact results. It has been found that the agreement with the exact solutions is good only in the weak coupling region, where the pairing-interaction parameter G is smaller than the critical values



. In the strong coupling region (



), the agreement between the SCRPA



and exact results becomes poor [27, 38]. In this region a quasiparticle representation should be used in place of the pp one, as has been pointed out in Ref. [21]. As a matter of fact, an extended version of the SCRPA in the superfluid region has been proposed and is called the self-consistent quasiparticle RPA (SCQRPA), which was applied for the first time to the seniority model in Ref. [28] and a two-level pairing model in Ref. [55]. The derivations of the SCQRPA equations were based on the Bardeen-CooperSchrieffer (BCS) [3] equations and self-consistently coupled to the quasiparitcle RPA (QRPA). However, the SCQRPA also collapses at



. It is therefore highly



desirable to develop a SCQRPA that works at all values of G and also in more realistic cases, e.g., multilevel models. One of the aim of present study is to construct such an approach. Obviously, the collapse of the SCQRPA at



, which is the same as



that of the non-trivial solution for the pairing gap within the BCS theory, can be avoided by performing the particle-number projection (PNP). The latter removes the quantal fluctuations caused by particle-number violation inherent in the BCS wave functions. The Lipkin-Nogami method [47, 54], which is an approximated PNP before variation, will be used in such extension of the SCQRPA in the present study because of its simplicity. This approach shall be applied to a multi-level pairing model, the socalled Richardson model [57], which is an exactly solvable model extensively employed in literature to test approximations of many-body problems.
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Finite temperature At finite temperature, fluctuations strongly affect thermal pairing correlations in nuclear systems, which has been extensively studied within the BCS theory at finite temperature T (FTBCS theory) [3]. The FTBCS theory predicts a destruction of [



pairing correlation at a critical temperature



is the pairing gap at



zero temperature], resulting in a sharp transition from the superfluid phase to normal one (the SN phase transition) [30, 45] in good agreement with the experimental findings in macroscopic systems such as metallic superconductors. However, the BCS theory is valid only when the assumption on the quasiparticle mean field is good, i.e. when the difference between the pair operator value



and its expectation



is small so that the quadratic term



is negligible, where



is the operator that creates a particle with angular momentum j and spin projection m . For small systems such as atomic nuclei or for underdoped cuprates, where the coherence lengths (the Cooper-pair sizes) are very short, the fluctuations are no longer small, which invalidate the quasiparticle mean-field assumption, and break down the BCS theory. As the result, the gap evolves continuously across



, and persists well above



[26, 42].



The effects of thermal fluctuations on the pairing properties of nuclei have been the subject of numerous theoretical studies in the last three decades. In the seventies, by applying the macroscopic Landau theory of phase transitions to a uniform model, Moretto has shown that thermal fluctuations smooth out the sharp SN phase transition in finite systems [49]. In the eighties, this approach was incorporated by Goodman into the Hartree-Fock-Bogoliubov (HFB) theory at finite temperature [32] to account for the effect of thermal fluctuations [33]. Theoretical studies within the static-path approximation (SPA) carried out in the nineties also came to the non-vanishing pairing correlations at finite temperature [60], which are qualitatively similar to the predictions
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by Landau theory of phase transitions. The shell-model and Monte-Carlo shell-model calculations [73, 24] also show that pairing does not abruptly vanish at survives at



, but still



. The recent microscopic approach to thermal pairing, called



modified-HFB (MHFB) theory [18], includes the quasiparticle-number fluctuation (QNF) in the modified single-particle density matrix and particle-pairing tensor. Its limit of constant pairing interaction G is the modified BCS (MBCS) theory [22, 19, 12, 13]. The MBCS theory predicts a pairing gap, which does not collapse at



, but



monotonously decreases with increasing T, in qualitative agreement with the predictions by the Landau theory of phase transitions and SPA. This feature also agrees with the results obtained by averaging the exact eigenvalues of the pairing problem over the canonical ensemble (CE) with a temperature-dependent partition function [12]. The recent extraction of pairing gap from the experimental level densities [42] confirms that the pairing gap does not vanish at



but decreases as T increases, in line



with the predictions by these approaches. The above mentioned approaches are based on the independent quasiparticles, whose occupation numbers follow the Fermi-Dirac distribution of free fermions. Dynamic effects such as those due to coupling to small-amplitude vibrations within the RPA are ignored. These effects have recently been explored by extending the SCRPA to finite temperature using the double-time Green's function method [21]. However, the finite-temperature SCRPA also fails in the region of strong pairing, where it should be replaced by the quasiparticle representation. Therefore, it is highly desirable to develop a self-consistent quasiparticle RPA (SCQRPA) at finite temperature, which is workable at any value of pairing interaction parameter G . The thermodynamic averages of the exact solutions of the pairing Hamiltonian are usually carried out within CE assuming that nucleus is a system with a fixed number of particles, and the results are compared with those obtained within different theoretical approximations at finite temperature. However, the latter are always derived
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within the grand canonical ensemble (GCE), where both energy and particle number are allowed to fluctuate. On the other hand, the well-know argument that the nuclear temperature should be extracted from the microcanonical ensemble (MCE) of thermally isolated nuclei is also quite often debated and studied in detail [73]. In thermodynamics limit (i.e. when the system's particle number N and volume V approach infinity, but N/V is finite), fluctuations of energy and particle number are zero, therefore three types of ensembles offer the same average values for thermodynamic quantities. Thermodynamics limit works quite well in large systems as well where these fluctuations are negligible. The discrepancies between the predictions by three types of ensembles arise when thermodynamics is applied to small systems such as atomic nuclei or nanometer-size clusters. These systems have a fixed and not very large number of particles, their single-particle energy spectra are discrete with the level spacing comparable to the pairing gap. Under this circumstance, the justification of using the GCE for these systems becomes questionable. These results suggest that a thorough comparison of the predictions offered by the exact pairing solutions averaged within three principal thermodynamic ensembles, and those given by the recent microscopic approaches, which include fluctuations around the thermal pairing mean field in nuclei, might be timely and useful. This question is not new, but the answers to it have been so far only partial. Already in the sixties Kubo [43] drew attention to the thermodynamic effects in very small metal particles. Later, Denton et al. [25] used Kubo's assumption to study the difference between the predictions offered by the GCE and CE for the heat capacity and spin susceptibility within a spinless equidistant level model for electrons. Very recently, the predictions for thermodynamic quantities such as total energy, heat capacity, entropy, and microcanonical temperature within three principal ensembles were studied and compared in Ref. [68] by using the exact solutions of an equidistant multilevel model with constant pairing interaction parameter. However, no results for
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the pairing gaps as functions of temperature were reported. It would be, therefore, interesting to make a systematic comparison of predictions for nuclear pairing properties obtained by averaging the exact solutions in three principle ensembles as well as those obtained in the SCQRPA at finite temperature. Finite angular momentum Fluctuations affect not only the nuclear systems at zero and finite temperature, but also the rotating nuclei. The rotational phase of nucleus as a whole, such as that in spherical nuclei, is known to affect nuclear level densities. The relationship between this noncollective rotation and pairing correlations has been the subjects of many theoretical studies. The effect of thermal pairing on the angular momentum at finite temperature was first examined by Kammuri in Ref. [40], who included in the FTBCS equations the effect caused by the projection M of the total angular momentum operator on the -axis of the laboratory system (or nuclear symmetry axis in the case of deformed nuclei). It has been pointed out in Ref. [40] that, at finite angular momentum, a system can turn into the superconducting phase at some intermediate excitation energy (temperature), whereas it remains in the normal phase at low and high excitation energies. This effect was later confirmed by Moretto in Refs. [50, 51] by applying the FTBCS at finite angular momentum to the uniform model. It has been shown in these papers that, apart from the region where the pairing gap decreases with increasing both temperature T and angular momentum M , and vanishes at given critical values



and



, there is a region of M , whose values are slightly higher than



, where the pairing gap reappears at



, increases with T at



maximum, then decreases again to vanish at



to reach a



. This effect is called anomalous



pairing or thermally assisted pairing correlation. In the recent study of the projected gaps for even or odd number of particles in ultra-small metallic grains in Ref. [2] a similar reappearance of pairing correlation at finite temperature was also found, which
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is referred to as the reentrance effect. Recently, this phenomenon was further studied in Refs. [31, 65] by performing the exact calculations within the canonical ensemble for the pairing Hamiltonian at finite temperature and rotational frequency. The results of Refs. [31, 65] also show a manifestation of the reentrance of pairing correlation at finite temperature. However, different from the results of the FTBCS theory, the reentrance effect shows up in such a way that the pairing gap reappears at a given and remains finite at



due to the strong fluctuations of the order



parameters. The goal of the present study is to construct an approach that works at all values of pairing interaction parameter G at zero temperature as well as finite temperature to explore the effects due to QNF and dynamic coupling to the SCQRPA vibrations on the pairing properties of finite systems in a self-consistent way. This approach shall also be extended to describe hot rotating nuclei in which both the effects due to temperature and angular momentum on nuclear pairing can be studied simultaneously in a microscopic way. Structure of the dissertation The present dissertation is organized as follows. The exact solution of pairing Hamiltonian at zero temperature and the thermodynamic averages of exact solutions within three principle ensembles are presented in Chapter 1. The derivation of the SCQRPA at zero temperature and its extensions to finite temperature and angular momentum are introduced in Chapters 2, 3 and 4, respectively, where the analysis of numerical results are also discussed. Conclusions are given in the end of each chapter. The last chapter summarizes the dissertation and offers an outlook for further extensions and applications of the theory developed in this work. This dissertation has 140 pages including 30 figures and 4 tables. The results of the present dissertation have been published and reported as



8



follows (see the list of publications): Chapter 1: (I.B.4), (III.B.4), (IV.8); Chapter 2: (I.A.1), (II.A.1),(III.A.1) and (IV.1 – 3); Chapter 3: (I.A.2), (III.A.2), and (IV.4 – 11); Chapter 4: (I.A.3), (II.A.2), (II.A.3), (III.A.3), and (IV.4 – 11).
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Chapter 1 Exact solution of pairing Hamiltonian 1.1. Pairing Hamiltonian The pairing Hamiltonian (1.1) describes a set of N particles with single-particle energies , which are generated by particle creation operators (



on j-th orbitals with shell degeneracies



), and interacting via a monopole-pairing force with a constant parameter



G . The symbol ~ denotes the time-reversal operator, namely



. In



general, for a two-component system with Z protons and N neutrons, the sums in Eq. (1.1) run over all



, and



with



. This general notation is



omitted here as the calculations in the present study are carried out only for one type of particles. By using the Bogoliubov's transformation from the particle operators, , to the quasiparticle ones,



and



and



, (1.2)



the pairing Hamiltonian (1.1) is transformed into the quasiparticle Hamiltonian as follows [19, 12]



(1.3)
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where



is the quasiparticle-number operator, whereas



and



are the creation and



destruction operators of a pair of time-reversal conjugated quasiparticles: (1.4)



(1.5) They obey the following commutation relations (1.6) (1.7) The functionals a, bj , cj , djj’ , gj (j’), qjj’ in Eq. (1.3) are given in terms of the coefficients u j , v j of the Bogoliubov's transformation, and the single particle energies as (See Eqs. (17) – (13) of Ref. [19], e.g.) (1.8) (1.9) (1.10) (1.11) (1.12) (1.13) (1.14)



1.2. Exact solution at zero temperature
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The pairing Hamiltonian (1.1) was solved exactly for the first time in the sixties by Richardson [57]. By noticing that the operators



, and



close an SU(2) algebra of angular momentum, the authors of Ref. [71] have reduced the problem of solving the Hamiltonian (1.1) to its exact diagonalization in the subsets of representations, each of which is given by a set basis states characterized by the partial occupation number and partial seniority (the number of unpaired particles) particle orbital. Here



of the jth single-



is the eigenvalue of the total angular momentum . The partial occupation number



operator



and seniority



are bound by the constraints of angular momentum algebra with



. The pairing Hamiltonian (1.1) can be expressed in terms of basis with the diagonal elements, which have the form as [71] (1.15)



and off-diagonal elements given as



(1.16) Diagonalizing the matrix defined in Eqs. (1.15) and (1.16), one finds all the eigenvalues eigenstate



and eigenstates (eigenvectors) is fragmented over the basis states



the total seniority



of the Hamiltonian (1.1). Each s-th according to



with



, and degenerated by (1.17)



where



determine the weights of the eigenvector components. The state-
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dependent exact occupation number



on the j th single-particle orbital is then



calculated as the average value of partial occupation numbers basis states



weighted over the



as (1.18)



1.3. Exact solution embedded in thermodynamic ensembles The properties of the nucleus as a system of N interacting fermions at energy extracted from its level density



can be



[6] (1.19)



where



are the energies of the quantum states



of the n-particle system. Applying



to the pairing problem, these energies are the eigenvalues, which are obtained by exactly diagonalizing the pairing Hamiltonian (1.1), as has been discussed in Sec. 1.2.



1.3.1. Grand canonical and canonical ensembles Since each system in a grand canonical ensemble (GCE) is exchanging its energy and particle number with the heat bath at a given temperature



, both of its energy



and particle number are allowed to fluctuate. Therefore, instead of the level density (1.19), it is convenient to use the average value, which is obtained by integrating (1.19) over the intervals in



and N . This Laplace transform of the level density



defines the grand partition function



[6], (1.20)



where



denotes the partition function of the canonical ensemble (CE) at
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temperature T and particle number fixed at n , namely (1.21) The summations over n and s in Eqs. (1.1.20) and (1.21) are obtained by using Eq. (1.17) of each s th state in the n-particle



(1.19) taking into account the degeneracy



system, and carrying out the double integration with functions. The average value of any observable



, which depends on s and n , is now



calculated within the GCE and CE as (1.22) within the GCE, and (1.23) within the CE at the particle number fixed at



. Using Eqs. (1.22) and (1.23) to



calculate thermodynamic quantities within the GCE and CE, we obtain the total energies (1.24) for a system within the GCE and CE, respectively. The derivative of the total energy over temperature gives the heat capacity C , namely (1.25) Carrying out the derivative in Eq. (1.25) by using



leads to the



identity (1.26) with (



for the GCE (



), and



), whereas
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for the CE



(1.27) according to Eqs. (1.22) and (1.23), respectively. Although Eqs. (1.25) and (1.26) are equivalent, the latter yields more precise results in practical calculations as it does not contain the numerical derivative. The thermodynamic entropy (



is calculated within the GCE (



) or CE



) based on the general definition of the change of entropy (by Clausius): (1.28)



By using the differentials of



, namely (1.29)



to integrate Eq. (1.28), one obtains (1.30) Similar to Eq. (1.26) for the heat capacity, the expressions at the right-hand side of Eq. (1.30) contain only the energies



and logarithms



of partition functions.



Therefore, in practical calculations, the identities in Eq. (1.30) are free from errors caused by numerically integrating Eq. (1.28), i.e. (1.31) Since the particle number fluctuates within the GCE, the average particle number 〈N 〉 is calculated as (1.32) This equation implies that, within the GCE, the chemical potential as a function of T so that the average particle number remains equal to N .
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should be chosen



of the system always



The occupation number



on the j th single-particle orbital is obtained as the



ensemble average of the state-dependent occupation numbers



, namely (1.33)



for the GCE and CE, respectively. By using Eq. (1.33), the single-particle entropy is calculated within the GCE (



) or CE (



) in the standard way as (1.34)



The single-particle entropy (34) is different from the thermodynamic entropy [Eqs. (1.28) – (31)] as Eq. (1.34) represents the entropy of a system of noninteracting fermions with occupation numbers equal to particle occupation numbers



. Within the mean field, the single-



are described by the Fermi-Dirac distribution for



independent particles as (1.35)



1.3.2. Microcanonical ensemble Different from the GCE and CE, there is no heat bath within the microcanonical ensemble (MCE). A MCE consists of thermodynamically isolated systems, each of which may be in a different microstate (microscopic quantum state) same total energy



, but has the



and particle number N . Since the energy and particle number of



the system are fixed, one should use the level density (1.19) to calculate directly the entropy by Boltzmann's definition, namely (1.36) where



is the statistical weight, i.e. the number of eigenstates of



Hamiltonian (1.1) within a fixed energy interval



. The condition of thermal



equilibrium then leads to the standard definition of temperature within the MCE as [6]
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(1.37) using which one can build a “thermometer” for each value of the excitation energy



of



the system. By using Eqs. (1.18) and (1.34) together with the ‘‘thermometer’’ (37), the single-particle entropy



for the s th eigenstate can also be evaluated as a function of



temperature T . In practical calculations, to handle the numerical derivative at the right-hand side of Eq. (1.37), one needs a continuous energy dependence of



in the form of a



distribution in Eq. (1.19). This is realized by replacing the Dirac- function right-hand side of Eq. (1.19), where



, with a nascent -function in the limit



i.e. a function that becomes the original



at the (



0),



0 1. Among the popular



nascent functions are the Gaussian (or normal) distribution, Breit-Wigner distribution [8], and Lorentz (or relativistic Breit-Wigner) distribution, which are given as



(1.38) respectively. In these distributions,



is a parameter, which defines the width of the



peak centered at



. The full widths at the half maximum (FWHM)



of these



distributions are



for the Gaussian distribution, and



for the



Breit-Wigner and Lorentz ones. The disadvantage of using such smoothing is that the temperature extracted from Eq. (1.37), of course, depends on the chosen distribution as well as the value of the parameter . It is worth mentioning that changing equivalent to changing weight



for the discrete



is not



used in calculating the statistical



in Eq. (1.36), since the wings of any distributions in Eq. (1.38) extend



1



This replacement is equivalent to the folding procedure for the average density, discussed in Sec. 2.9.3 of the



textbook [58], taken at zero degree ( M



= 0) of the Laguerre polynomial L1/2 M ( x) .
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with increasing , whereas for the discrete spectrum, no more levels might be found in the low



by enlarging



.



The generalized form of Boltzmann's entropy (1.36) is the definition by von Neumann (1.39) which is the quantum mechanical correspondent of the Shannon's entropy in classical theory. By expressing the level density of states



in Eq. (1.19) in terms of the local densities



[73], (1.40)



the von Neumann' s entropy becomes (1.41) By using Eqs. (1.37) and (1.41) one can extract a quantity



as the ‘‘microcanonical



temperature of each eigenstate s ’’.



1.3.3. Determination of pairing gaps from total energies A. Ensemble-averaged pairing gaps Although the exact solution of Hamiltonian (1.1) does not produce a pairing gap per se, which is a quantity determined within the mean field, it is useful to define an ensemble-averaged pairing gap to be closely compared with the gaps predicted by the approximations within and beyond the mean field. In the present chapter, we define this ensemble-averaged gap



from the pairing energy



of the system as follows (1.42)
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within the GCE ( put the energy



), CE (



), and MCE (



with



. The term



), where for the latter we denotes the contribution from



of the single-particle motion described by the first term at the



right-hand side of Hamiltonian (1.1), and the energy



of uncorrelated



single-particle configurations caused by the pairing interaction in Hamiltonian (1.1). from the total energy



Therefore, subtracting the term



yields the residual that



corresponds to the energy due to pure pairing correlations. By replacing one recovers from Eq. (1.42) the expression



with



,



of the BCS theory.



Given several definitions of the ensemble-averaged gap existing in the literature, it is worth mentioning that the definition (1.42) is very similar to that given by Eq. (1.52) of Ref. [23], whereas, even within the CE, the gap



is different from the canonical gap



defined in Refs. [31, 60], since in the latter, the term pairing energy



is taken at G = 0. The



in Eq. (1.42) is also different from the simple average value of the last term of Hamiltonian (1.1) as the latter still contains the



uncorrelated term



.



B. Empirical determination of pairing gap at finite temperature The three-point odd-even mass difference [6] is often used as a linear approximation to the empirically derived pairing gap



of a nucleus with an even particle number



2



N in the ground state (T = 0) . A simple extension of this formula to



0 reads (1.43)



2



Sometime the four- and five-point formulas are also used, which represent only the average values of the gaps



∆(3) over the neighboring nuclei, namely, ∆(4) ( N ) ≡ [∆(3) ( N ) + ∆(3) ( N − 1)]/2 and ∆(5) ( N ) ≡ [∆(4) ( N + 1) + ∆(4) ( N )]/2 , respectively. Therefore they are not considered here.
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which was used, e.g., in Ref. [40] to extract the thermal pairing gaps in molybdenum isotopes. A drawback of the gap



defined in this way is that it still contains the



admixture with the contribution from uncorrelated single-particle configurations. To remove this contribution so that the experimentally extracted pairing gap is comparable with



in Eq. (1.42), we propose in the present chapter an improved odd-even mass



difference formula at



0 as follows. Using Eq. (1.42) to express the total energy



of the system in terms of



and



, we obtain (1.44)



where



is the experimentally known total energy of the system with even



particle number N at



0, whereas



determined. Replacing



is the pairing gap of this system to be



in the definition of the odd-even mass difference



(1.43) with the right-hand side of Eq. (1.44), and requiring the obtained result to be equal to the pairing gap quadratic equation for



at the left-hand side of (1.43), we end up with a , whose positive solution is (1.45)



As compared to the simple finite-temperature extension of the odd-even mass (1.43), the modified gap



is closer to the ensemble-averaged gap



(1.42) since it is



free from the contribution of uncorrelated single-particle configurations. In Eq. (1.45), the energies



and



can be extracted from experiments,



whereas the pairing interaction parameter G can be obtained by fitting the experimental values of



. The energy



remains the only model-



dependent quantity being determined in terms of the single-particle energies
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and



occupation numbers



.



1.4. Analysis of numerical results 1.4.1. Details of numerical calculations The schematic model employed for numerical calculations consists of N particles, doubly-folded equidistant levels (i.e. with the level



which are distributed over degeneracy



). These levels, whose energies are



(j =



1, ..., ), interact via the pairing force with a constant parameter G . The model is halffilled, namely, in the absence of the pairing interaction, all the lowest



levels (with



negative single-particle energies) are filled up with N particles, leaving



upper



levels (with positive single-particle energies) empty 3. It is worth mentioning that the extension of the exact solution to



0 is not possible at a large value of



. For



the present schematic model, the number of eigenstates, each of which is 2 S degenerated, increases almost exponentially with



5.196627



so that at



states, which corresponds to the order: 2.7



16 there are



for the square matrix



to be diagonalized. This makes the finite-temperature extension of the exact pairing solution practically impossible for



16 since all the eigenvalues must be included in



the partition function. Therefore, here we limit the calculations up to



14, for



which there are 73789 eigenstates. For the GCE average (22) with respect to the system with N particles and to



levels, the sum over particle numbers n runs from with the blocking effect caused by the odd particle



properly taken into account. The calculations are carried out by using the level distance ε = 1 MeV and the pairing interaction parameter G = 0.9 MeV. With these parameters,



the values of the pairing gap obtained at T = 0 are equal to around 3, 3.5, and 4.5 MeV 3



This model is also called Richardson's model, picket-fence model, ladder model, multilevel pairing model, etc. in the literature.
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for N = 8, 10, and 12 in qualitative agreement with the empirical systematic for realistic nuclei [6].



1.4.2. Results within GCE and CE



Figure 1.1: Pairing gaps



, total energies



, and heat capacities C , obtained for N =



8, 10, and 12 (G = 0.9 MeV) within the FTBCS (dotted lines), CE (dash-dotted lines), and GCE (solid lines) vs temperature T . Shown in Fig. 1.1 are the pairing gaps, total energies, and heat capacity obtained for N = 8, 10, and 12 as functions of temperature T within the conventional finite



temperature BCS (FTBCS) theory, along with the corresponding results obtained by embedding the exact solutions (eigenvalues) of the Hamiltonian (1.1) in the CE and
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GCE. These latter results using the exact pairing solutions are referred to as CE and GCE results hereafter. It is seen from this figure that the GCE results are close to the CE ones for the gaps, obtained from Eq. (1.42), as well as for the total energies, obtained by using Eq. (1.24). Among three systems under consideration, the largest discrepancies between the CE and GCE results are seen in the lightest system ( N = 8), for which the GCE gap is slightly lower than the CE one, and consequently, the GCE total energy is slightly higher than that obtained within the CE. As N increases, the high-T values of the GCE and CE gaps become closer, so do the corresponding total energies. Different from the FTBCS results (dotted lines), which show a collapse of the gap and a spike in the temperature dependence of the heat capacity at



, no



singularity occurs in the GCE and CE results. Both GCE and CE gaps decrease monotonously with increasing T and remain finite even at



5 MeV. For the heat



capacities [Figs 1.1 (c1) – 1.1 (c3)], the spike obtained at



within the FTBCS



theory is completely smeared out within the GCE and CE, where only a broad bump is seen in a large temperature region between 0 and 3 MeV. At T < 1 – 1.2 MeV, the difference between the GCE and CE energies leads to a significant discrepancy between the GCE and CE values for the heat capacity. The GCE and CE pairing gaps are compared with the ‘‘mean-field’’ gap in Figs. 1.1 (a) – 1.1 (c). The ‘‘mean-field’’ gap is calculated from the same Eq. (1.42), but with the Fermi-Dirac distributions from Eq. (1.35) replacing the single-particle occupation numbers



. The corresponding single-particle occupation numbers



for 3 levels



around the Fermi surface in the systems with N = 8, 10, and 12 are shown in Figs. 1.2 (d) – 1.2 (f). This figure show that, in the low temperature region (
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), the ‘‘mean-



Figure 1.2: Pairing gaps (42) and single-particle occupation numbers f j for N = 8, 10, and 12, obtained within the mean field (dotted lines) as functions of T , in comparison with the GCE gaps (solid lines), and CE (dash-dotted lines) ones.
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field ’’ gap is significantly lower than the GCE and CE ones. In this region, the singleparticle occupation numbers much larger than



and



, whereas



are much smaller than



for the levels just above the Fermi one are



and



for the levels just below the Fermi one



. In particular, at T = 0, one has



1. At high temperature (



0, and



), the GCE and CE gaps, as well as



the occupation numbers are almost the same as their corresponding mean-field values. This figure, therefore, just demonstrates a simple physics of weakening pairing correlations with increasing T . At low T , the pairing gap is large so that it invalidates the independent single-particle picture. With increasing T , the gap decreases smoothly until it becomes so depleted that the particle motion fits well to the independentparticle picture.



Figure 1.3: Thermodynamic entropy



, and quasiparticle (single-particle) entropy



, obtained for N = 8, 10, and 12 (G = 0.9 MeV) vs T . The notations for FTBCS, CE, and GCE are the same as in Fig. 1.1.
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The thermodynamic entropies



are shown as functions of T in Figs. 1.3 (a1)



– 1.3 (a3). The CE thermodynamic entropy is significantly lower than those obtained within the GCE. On the other hand, the BCS theory strongly overestimates the thermodynamic entropy at



. The quasiparticle (single-particle) entropies



are shown as functions of T in the lower panels (b1) – (b3) of Fig. 1.3. Since the represents the entropy of the part that corresponds to the mean field from the total system, it is different from



even within the BCS theory. As



using Eq. (1.31), it contains the uncorrelated part does not contribute in the values of



is calculated by



of the total energy, which



. As a result, one obtains



even at



. At high T ,



obtained in the BCS theory fits well the results of two exact



ensembles. However, the GCE and CE single-particle entropies are different from zero at T = 0, where the BCS theory predicts



0. The reason is that, at T = 0, as has



been discussed previously, the single-particle occupation number



and



, which



are obtained from the exact pairing solutions, are different from 0 (or 1), namely 0 1, whereas the quasiparticle occupation numbers



within the FTBCS are



described by the Fermi-Dirac distributions, which are zero at T = 0 [Figs. 1.2 (d) – 1.2 (f)].



1.4.3. Results within MCE The values of temperature within the MCE as extracted by using Eq. (1.37) are plotted in Fig. 1.4 along with the CE results against the excitation energy definition of the latter is



. The CE



. For comparison, the results



obtained by using the von Neumann's entropy (39) are also presented in the top panels [Figs. 1.4 (a) – 1.4 (c)]. They show the values of the eigenstate temperatures



that



scatter widely around the heat bath temperature (i.e. the CE result) [Figs. 1.4 (a) – 1.4
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(c)]. Many of these values are even negative. Meanwhile, by using the definition (36), one notices that, with increasing the energy interval



, within which the levels are



counted, these MCE values gradually converge to the CE values [Figs. 1.4 (a) – 1.4 (i)]. This means that, thermal equilibrium within the MCE for the present isolated pairing model can be reached only at large N and dense spectrum (small level spacing). In the thermodynamic limit, when



and the spectrum is continuous, the MCE



temperature should coincide with the CE as well as GCE ones.



Figure 1.4: Temperature extracted from Eq. (1.37) within the MCE (dots) vs excitation energy



in comparison with the CE results (dash-dotted line) for N = 8, 10, and 12.



The results in the top panels, (a) – (c), are obtained by using Eq. (1.31), whereas those in the middle panels, (d) – (f), and bottom ones, (g) – (i), are calculated by using Eq. (1.37) with two different values of the energy interval in Eq. (1.36).



27



in the statistical weight



Figure 1.5: Temperatures [(a) – (c)], entropies [(d) – (f)], and pairing gaps [(g) – (i)] within the MCE as functions of excitation energy



for N = 8 (G = 0.9 MeV) obtained



by using the Gaussian, Lorentz, and Breit-Wigner distributions from Eq. (1.38) for the level density at different values of the parameter σ . The dash-dotted lines show the CE values.



The values of MCE temperature, entropy and gap obtained by using the Gaussian, Lorentz, and Breit-Wigner distributions from Eq. (1.38) are shown in Fig. 1.5 as functions of excitation energy



. While the fluctuating behavior of the



microcanonical temperature can be smoothed out by increasing the parameter



in all



three distributions, we found that only the Gaussian distribution can simultaneously fit
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both the temperature and entropy [Figs. 1.5 (a) and 1.5 (b)]. The Lorentz distribution can fit only the MCE temperature to the CE one, but fails to do so for the entropy [Figs. 1.5 (d) and 1.5 (e)], whereas the Breit-Wigner distribution can fit the MCE temperature to the CE value only at high excitation energies [Figs. 1.5 (g)]. A similar result is seen for the pairing gaps as functions of



, where the Gaussian fit gives the best



performance among the three distributions [Compare Figs. 1.5 (c), 1.5 (f), and 1.5 (i)]. We conclude that the Gaussian distribution should be chosen as the best one for smoothing the level density



in Eq. (1.19) to extract the MCE temperature.



1.4.4. Pairing gaps extracted from odd-even mass differences



Figure 1.6: Pairing gaps extracted from the odd-even mass differences as functions of T for N = 8, 10, and 12. The thin solid and thick solid lines denote the gaps



from Eq. (1.45), respectively. The



from Eq. (1.43), and the modified gaps dash-dotted lines are the same canonical gaps



The pairing gaps the odd-even mass formula to gaps



as in Figs. 1.1 and 1.2.



, which are extracted by using the simple extension of 0 in Eq. (1.43), are compared with the modified



extracted from Eq. (1.45), and the canonical gaps



Fig. 1.6. Notice that for the system with



from Eq. (1.42) in



12, the neighboring odd system with
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N = 13 requires the calculations to be carried out for



14. This figure clearly shows



that the naive extension of the three-point odd-even mass formula to in the gap canonical gap



0, resulting



(thin solid lines), fails to match the temperature-dependence of the (dash-dotted lines). The former even increases with T at T < 1 MeV,



whereas it drastically drops at T > 1 – 1.5 MeV, resulting in a very depleted tail at T > 2 MeV as compared to the canonical gap ∆ C . At the same time, the modified gap (thick solid line) given by Eq. (1.45) is found in much better agreement with the canonical one. At T < 1.5 MeV, it is almost the same as the canonical gap. At higher T , it becomes larger than the canonical value, however the discrepancy decreases with increasing the particle number. The source of the discrepancy resides in the assumption of the odd-even mass formula that the gap obtained as the energy difference between the systems with N+1 and N particles is the same as that obtained from the energy difference between systems with N and N − 1 particles. This assumption does not hold for small N (Cf. Ref. [14]). As a matter of fact, the pairing gaps predicted by a number of theories [49, 33, 60, 22, 19, 12, 70], including those discussed in the present study, are in closer agreement to the GCE and CE gaps rather than to the gap



from Eq. (1.43). Therefore, the comparison in Fig. 1.6



suggests that formula (1.45) is a much better candidate for the experimental gap at 0, rather than the simple odd-even mass difference (1.43).



1.5. Conclusions of Chapter 1 In Chapter 1, a systematic comparison is conducted for pairing properties of finite systems at finite temperature as predicted by the exact solutions of the pairing problem embedded in three principal statistical ensembles, as well as by the conventional BCS theory at finite temperature. The analysis of numerical results obtained within the doubly-folded equidistant multilevel model for the pairing gap, total energy, heat
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capacity, entropies, and MCE temperature shows that the sharp SN phase transition, which is predicted by the FTBCS theory, is indeed smoothed out in exact calculations within all three principal ensembles. The results obtained within GCE and CE are very close to each other even for systems with small number of particles, whereas, the FTBCS fails to describe the GCE and CE results. The reason is that the FTBCS neglects thermal and quantal fluctuations, which are very important in finite small systems. As for the MCE, although it can also be used to study the pairing properties of isolated systems at high-excitation energies, there is a certain ambiguity in the temperature extracted from the level density due to the discreteness of a small-size system. This ambiguity, therefore, depends on the shape and parameter of the distribution employed to smooth the discrete level density. We found that, in this respect, the normal (Gaussian) distribution gives the best fit for both of the temperature and entropy to the canonical values. The wide fluctuations of MCE temperature obtained here also indicate that thermal equilibrium within thermally isolated purepairing systems might not be reached. On the other hand, it opens an interesting perspective of studying the behavior of phase transitions in finite systems within microcanonical thermodynamics [35] by using the exact solutions of pairing problem. We also suggest in Chapter 1 a novel formula to extract the pairing gap at finite temperature from the difference of total energies of even and odd systems where the contribution of uncorrelated single-particle motion is subtracted. The new formula predicts a pairing gap in much better agreement with the canonical gap than the simple finite-temperature extension of the odd-even mass formula. The exact results embedded in grand canonical and canonical ensembles discussed in the present chapter will be also used to test the validity of the microscopic approaches based on the BCS + SCQRPA discussed in the rest of the dissertation.
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Chapter 2 SCQRPA at zero temperature As has been mentioned in the Introduction, in the weak coupling region (G < Gc) the correlations described by the pairing Hamiltonian (1.1) beyond the Hartree-Fock (HF) mean field can be well treated within the framework of the selfconsistent particleparticle RPA (SCRPA) [27, 38, 11]. However, the SCRPA fails at G > Gc, where it should be replaced with the SCQRPA. The derivations of the SCQRPA at zero temperature discussed in this chapter are based on the set of BCS equations and selfconsistently coupled to the quasiparticle RPA (QRPA).



2.1. Gap and number equations 2.1.1. Renormalized BCS It is well known that the Pauli principle between the quasiparticle-pair operators and



is neglected within the conventional BCS, which assumes that within the BCS ground state



. A simple way to restore the



Pauli principle is to introduce a new ground state



in which the correlations among



quasiparticles lead to nonzero values of the quasiparticle occupation numbers so that the contribution of the



-term at the right-hand side of Eq. (1.6) is preserved. By



doing so, the BCS equations are renormalized and the resulting theory is called the renormalized BCS (RBCS) [19]. Within the RBCS the commutator between the quasiparticle-pair operators are defined as
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(2.1) where (2.2) Taking into account Eq. (2.1) and performing a constrained variational calculation to minimize the Hamiltonian



, where



particle-number operator, the RBCS equations for the pairing gap



is the and particle



number N have been derived as [19] (2.3) where (2.4) (2.5) (2.6) The renormalization factors



, called the ground-state correlation factors, are



obtained by solving the SCQRPA equations discussed later (See Sec. 2.2). The internal energy of the system within the RBCS ground state (the RBCS ground-state energy) is given as (2.7) By setting



, the RBCS equations go back to the well-known BCS ones.



2.1.2. BCS with SCQRPA correlations The variational procedure within the BCS theory, which minimize the expectation value of the Hamiltonian



, leads to the variational equation (See, e.g. Ref.
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[29]) (2.8) The commutation relation



is found by using Eqs. (1.6) and (1.7) as



(2.9) The average of the commutation relation (2.9) in the correlated ground state



is then



given as (2.10) where the functionals



and



are (2.11)



i.e. they have the same form as that of b j in Eq. (1.9), and c j in Eq. (1.10), but with replacing functionals



at the right-hand sides. Inserting the explicit expressions for the



from Eq. (2.11) as well as



and



from Eq. (1.12) into the right-



hand side of Eq. (2.10), and equalizing the obtained result to zero as required by the variational procedure (2.8), we come to the following equation, which is formally identical to the BCS one: (2.12) where, however, the single-particle energies



are renormalized as (2.13)



The pairing gap is found as the solution of the following equation
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(2.14) which is level-dependent. The coefficients



and



of the Bogoliubov's



transformation (1.2) are derived in a standard way from Eq. (2.12) and the unitarity constraint



1. They read (2.15)



where E j are the quasiparticle energies (2.16) The particle-number equation is obtained by transforming the particle-number operator into the quasiparticle presentation using the Bogoliubov's transformation (1.2) and taking the average over the correlated ground state. The result is (2.17) The pairing gap



and chemical potential , which is the Lagrangian multiplier in the



variational equations (2.8), are determined as solutions of Eqs. (2.14) and (2.17). We call Eq. (2.14) the BCS gap equation with SCQRPA correlations, and use the abbreviation BCS1 to denote this approach, having in mind that it includes the screening factors



and



in the renormalized single-particle energies



given by Eq. (2.13). These screening factors are found by solving Eqs. (2.14) and (2.13) selfconsistently with the SCQRPA ones to be discussed later in Sec. 2.2, where the explicit expressions of the screening factors are given in terms of the SCQRPA forward- and backward-going (



and



) amplitudes. The limit case of Eqs. (2.14) and



(2.13) for a degenerate two-level model is studied in Ref. [56]. The right-hand side of Eq. (2.14) contains the expectation values
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,



whose exact treatment is not possible as it involves an infinite boson expansion series [63]. In the present study, we use the exact relation (2.18) We rewrite these ratios as (2.19) The numerator



of the term at the right-hand side of Eq. (2.19) can be estimated



by using the mean-field contraction as (2.20) with the quasiparticle occupation number n j (2.21) The quantity



in Eq. (2.20) is nothing but the standard expression for the QNF



corresponding to the j-th orbital [33, 18]. At zero temperature, this quantity is much smaller than 1, while the denominator



, which is also the first term at the



right-hand side of Eq. (2.19), is comparable with 1 as the ground-state correlations factors



are not much smaller than 1. Therefore the last term at the right-hand side



of Eq. (2.19) can be safely neglected so that (2.22) Consequently, the ratio



in the sum over



(2.14) can be simply approximated with



at the right-hand side of Eq.



. In this case Eq. (2.14) takes the same



level-independent form as that of Eq. (2.3) for the RBCS gap except that the singleparticle energies in



and



are now given by Eq. (2.13). In this zero temperature



case, such level-independent approximation for the pairing gap is assumed, whose
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numerical accuracy is checked in Sec. 2.3.4.



2.1.3. Lipkin-Nogami method with SCQRPA correlations The main drawback of the BCS is that its wave function is not an eigenstate of the particle-number operator



. The BCS, therefore, suffers from an inaccuracy caused by



the particle-number fluctuations. The collapse of the BCS at a critical value



of the



pairing parameter G, below which it has only a trivial solution with zero pairing gap, is intimately related to the particle-number fluctuations within BCS [54]. This defect is cured by projecting out the component of the wave-function that corresponds to the right number of particles. The Lipkin-Nogami (LN) method is an approximated PNP, which has been shown to be simple and yet efficient in many realistic calculations (See Ref. [70] for a recent detailed clarification of the use of the LN method). This method, discussed in detail in Refs. [47, 54], is a PNP before variation based on the BCS wave function, therefore the Pauli principle between the quasiparticle-pair operators Eq. (1.6) is still neglected within the original version of this method. In the present work, to restore the Pauli principle we propose a renormalization of the LN method, which we refer to as the renormalized LN (RLN) method or LN method with SQRPA correlations (LN1) when they are based on the RBCS or BCS1, respectively. Similar to the BCS1 (RBCS), the LN1 (RLN) includes the quasiparticle correlations in the correlated ground state



, and the LN1 (RLN)



equations are obtained by carrying out the variational calculation to minimize Hamiltonian



. The LN1 equations obtained in this way have the



form (2.23) (2.24) where
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(2.25) (2.26) (2.27) The coefficient λ2 is given as [48] (2.28)



which becomes the expression given in the original paper [54] of the LN method in the limit of



1 and



. The internal energy obtained within the LN1 ground



state (the LN1 ground-state energy) is given as (2.29) where the expression for the particle-number fluctuation ∆N 2 in terms of u~ j , v~j and has been derived in Ref. [15]. The LN1 equations becomes the RLN equations by replacing the renormalized single-particle energies (2.13) with



defined in Eq.



. The RLN equations return to the BCS ones in the limit case, when



λ2 = 0 and



.



2.2. SCQRPA equations 2.2.1. QRPA The QRPA excited state



is constructed by acting the QRPA operator (2.30)
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on the QRPA ground state



as (2.31)



where



is defined as the vacuum for the operator (2.30), i.e. (2.32)



The quasi-boson approximation (QBA) assumes the following relation (2.33) Within the QBA the QRPA amplitude



and



obey the well-known normalization



(orthogonality) conditions (2.34) to guarantee that the QRPA operators (2.30) are bosons, i.e. (2.35) By linearizing the equation of motion with respect to Hamiltonian (1.3) and operators (2.30), the set of linear QRPA equations is derived and presented in the matrix form as follow (2.36) where the QRPA submatrices are given as (2.37) (2.38) and the eigenvalues



are the energies



of the excited states relative to



that of the ground-state level,



. The QRPA ground-state energy is given as the sum of



the BCS ground-state energy



and the QRPA correlation energy as follows [62,



16]
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(2.39)



2.2.2. Renormalized QRPA To restore the Pauli principle, the QRPA is renormalized based on Eq. (2.1) instead of the QBA (2.33). The RQRPA operators are introduced as [16] (2.40) which are bosons within the quasiparticle correlated ground state



, i.e. (2.41)



if the



and



amplitudes satisfy the same orthogonality conditions (2.34), namely (2.42)



The RQRPA submatrices are given as (2.43)



(2.44) The ground-state correlation factor backward-going amplitudes



has been derived as a function of the



(see e.g. Refs. [9, 16]) as (2.45)



whose values are found by consistently solving Eq. (2.45) with the RQRPA equations under the orthogonality condition (2.34) for



and



amplitudes. In the limit of



, one recovers from Eqs. (2.43), (2.44) the QRPA matrices (2.37) and (2.38).
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2.2.3. SCQRPA and Lipkin-Nogami SCQRPA The only difference between the SCQRPA and the RQRPA is that, similarly to the SCRPA [27, 38, 11], the SCQRPA includes the screening factors, which are the expectation values of the pair operators quasiparticle ground state



and



over the correlated



.



The SCQRPA operators are defined in the same way as that for the RQRPA ones so is the correlated ground state. Therefore we use for it the same notation having in mind the above-mentioned difference due to screening factors. The SCQRPA submatrices are obtained in the following form



(2.46)



(2.47) where the screening factors and



and



are given in terms of the amplitudes



as (2.48) (2.49)



The right-hand side of Eqs. (2.48) and (2.49) are obtained by using the inverted transformation of Eq. (2.40), namely



41



(2.50) and Eq. (2.41). For the internal (ground-state) energy, the relation (2.39) no longer holds due to the presence of the ground-state correlation factors



in the SCQRPA equations.



Therefore, the SCQRPA ground-state energy is calculated directly as the expectation value of the Hamiltonian (1.3) in the correlated quasiparticle ground state, namely



(2.51) In the numerical calculations the exact ratios



in the RQRPA and



SCQRPA submatrices (2.43), (2.44), (2.46), and (2.47) are calculated within the approximation (2.22), whose accuracy within the SCQRPA is numerically tested in Sec. 2.3.4. Concerning the SCQRPA ground-state energy, by using Eq. (2.18) and relation (2.20), the last term at the right-hand side of Eq. (2.51) can be approximated as



(2.52) The set of Eq. (2.15) (for u j and v j ) with the renormalized single-particle energies (2.13) replacing , Eq. (2.36) with submatrices (2.46), (2.47), and Eq. (2.42) (for the amplitudes



and energies



correlation factors , and



), together with Eq. (2.45) (for the ground-state



) forms a set of coupled non-linear equations for . This set is solved by iteration to ensure the self-



consistency with the SCQRPA. Neglecting the screening factors (2.48) and (2.49) the
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SCQRPA is reduced to the RQRPA, and the SCQRPA correlated ground state becomes the RQRPA ground state. The Lipkin-Nogami SCQRPA (LNSCQRPA) equations have the same form as that of the SCQRPA ones given in Eqs. (2.46) and (2.47), but the chemical potential and coefficients of the Bogoliubov transformation are determined by solving the LN1 gap equations (2.23), (2.24) instead of the BCS ones.



2.3. Analysis of numerical results The proposed approaches are tested within the Richardson model whose exact solutions are introduced in Sec. 2. We carried out the calculations of the ground-state energy,



, and energies of excited states,



, in the quasiparticle



representation using the BCS, QRPA, SCQRPA as well as their renormalized and PNP versions, namely the RBCS, BCS1, LN, RLN, LN1, LNQRPA, and LNSCQRPA, at several values of particle number N. The detailed discussion is given for the case with N = 10. In the end of the discussion we report a comparison between results obtained for N = 4, 6, 8, and 10 to see the systematic with increasing N.



2.3.1. Pairing gap Shown in Fig. 2.1 are the pairing gaps obtained within the BCS, RBCS, BCS1, LN, RLN, LN1 and the gap extracted from exact solution of pairing Hamiltonian as functions of the pairing-interaction parameter G for N = 10. The exact gap at zero temperature (thin solid line) is calculated from Eq. (1.42), where the total energy and occupation numbers are replaced with those in the exact ground sate. Similarly to the two-level case [16], the BCS has only a trivial solution MeV, while at



0 at



0.34



the gap



increases with G. Within the BCS1 (RBCS)



the ground-state correlation factor



is always smaller than 1 (at G ≠ 0). This shifts
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up the value of the critical point that



to



0.38 MeV, and



0.49 MeV so



. The PNP within the LN method completely smears out



the BCS and BCS1 (RBCS) critical points to produce the pairing gap



as a smooth



function of G, which increases with G starting from its zero value at G = 0, in good agreement with the exact gap. It is worth noticing that, while the BCS1 and RLN gaps are smaller than the BCS ones at a given G, especially for the BCS1 gap at



,



the increases of the gap offered by the LN1 and RLN compared to the LN value are negligible at all G.



Figure 2.1: Pairing gaps ∆ as functions of G for N =10. The dotted, thin and thick dash-dotted denote the BCS, RBCS, and BCS1 results, respectively while the dashed, thick and thin dash-double-dotted lines represent the LN1, LN and RLN results, respectively.. The thin solid line depicts the exact gap (see the text).



44



Figure 2.2: Ground state energies as functions of G for N = 10. The exact result is represented by the thin solid line in both panels (a) and (b). In panel (a), the dotted line denotes the BCS result, the thin dashed line stands for the LN result, the dash-dotted line shows the ppRPA result at



, and the QRPA one at



, while the



dash-double-dotted line depicts the LNQRPA result. Predictions by self-consistent approaches are plotted in panel (b), where the thick dashed line denotes the SCRPA result, while the SCQRPA and LNSCQRPA are shown by the thick solid and thin double-dash-dotted lines, respectively.



2.3.2. Ground-state energies Shown in Fig. 2.2 are the results for the ground-state energies obtained within the BCS, LN, SCRPA, QRPA, LNQRPA, SCQRPA, and LNSCQRPA in comparison with the exact one for N = 10. It is seen that the BCS strongly overestimates the exact solution. The LN result comes much closer to the exact one even in the vicinity of the BCS (QRPA) critical point, while the QRPA (RPA) result agrees well with the exact solution only at



. The improvement given by the SCRPA is



significant as its result nearly coincides with the exact one in the weak coupling region. However the convergence of the SCRPA solution is getting poor in the strong coupling
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region. As a result, only the values up to G ≤ 0.46 MeV are accessible. The SCQRPA is much better than the QRPA as it fits well the exact ground-state energy at . The LNQRPA strongly underestimates the exact solution while the LNSCQRPA, which includes the effects due to the screening factors in combination with PNP, significantly improves the overall fit. From this analysis, we can say that, among all the approximations undergoing the test to describe simultaneously the ground and excited states, the SCRPA, SCQRPA, and LNSQRPA can be selected as those which fit best the exact ground-state energy. The LN method based on the BCS (thin dashed line) also fits quite well the exact one at all G but it does not allow to describe the excited states as the approaches based on the QRPA do. Although the fit offered by the LNSCQRPA in the vicinity of the critical point is somewhat poorer than those given by the SCRPA and the SCQRPA, its advantage is that it does not suffer any phase-transition point due to the violation of particle number as well as the Pauli principle. The corrections due to ground-state correlations can also be clearly seen by examining the energy difference ,



(2.53)



between the ground-state energies defined at finite and zero G 4. The values of this energy difference as predicted by the QRPA, SCQRPA, LNQRPA, and LNSCQRPA for the system with N = 10 at various G are compared with the exact ones in Table 1. It is seen from this table that, while in the weak coupling regime (



0.8



MeV) the QRPA and SCQRPA predictions for this energy difference are closer to the exact result, at high G the SCQRPA and LNSCQRPA are the ones that offer the better



Within the RPA and SCRPA, where the mean field is the HF one, ∆E coincides with the correlation energy because ,( ). Within the quasiparticle formalism, however, is defined as the difference between the QRPA (LNQRPA, SCQRPA, LNSQRPA) ground-state energy and that given within the BCS (LN, LN1) method. This is quite different from ∆E in the strongcoupling regime because of the large pairing gap. Therefore we find more appropriate in the quasiparticle representation to compare the approximated and exact energies ∆E (98) rather than . 4
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fits for this quantity. The LNQRPA, on the contrary, offers a quite poor fit for



to



the exact result. Table 1: The energy difference ∆E ≡ E g .s. (G ) − E g .s. (0) at various G (in MeV) as predicted by the QRPA, SCQRPA, LNQRPA, LNSCQRPA, and exact solutions for N = 10.



G 0.10 0.20 0.30 0.35 0.40 0.47 0.50 0.60 0.70 0.80 0.90 1.00 1.10 1.20 1.30 1.40



QRPA



-0.93 -1.00 -1.38 -1.60 -2.53 -3.70 -5.09 -6.65 -8.34 -10.15 -12.05 -14.03 -16.06



SCQRPA



LNQRPA



LNSCQRPA



Exact



-1.64 -2.57 -3.75 -5.13 -6.68 -8.38 -10.19 -12.09 -14.06 -16.10



-0.05 -0.24 -0.63 -0.91 -1.26 -1.86 -2.16 -3.34 -4.76 -6.39 -8.19 -10.13 -12.19 -14.33 -16.55 -18.84



-0.05 -0.21 -0.52 -0.73 -0.99 -1.44 -1.68 -2.62 -3.80 -5.18 -6.74 -8.44 -10.26 -12.17 -14.15 -16.20



-0.04 -0.17 -0.44 -0.64 -0.90 -1.36 -1.60 -2.56 -3.76 -5.17 -6.75 -8.46 -10.29 -12.22 -14.22 -16.28



A more quantitative calibrations can be seen by analyzing the relative errors (2.54) which are shown in Table 2. Because errors error



are quite small at small G , the relative



are quite large in the weak-coupling region. In this respect the relative turns out to be a better calibration. While



decreases as G increases



for all approximations with the LNSCQRPA having the smallest relative errors at large G , the behavior of



on G is somewhat different depending on the approximation.



47



A decrease of this quantity is seen within the QRPA and SCQRPA with increasing G up to G = 0.7 MeV, and an increase with G takes place at large G . For the LNSCQRPA, the relative error



increases first with G up to G = 0.4 MeV, then



decreases at larger G . Within LNQRPA one sees a steady increase of



with G to



reach a value as large as 6.2 % at G = 1.4 MeV.



Table 2: Relative errors



and



from Eq. (2.54) at various G as predicted by



the QRPA, SCQRPA, LNQRPA, and LNSCQRPA for N = 10. (% ) G (MeV) 0.10 0.20 0.30 0.35 0.40 0.47 0.50 0.60 0.70 0.80 0.90 1.00 1.10 1.20 1.30 1.40



QRPA



43.51 11.11 1.47 0.00 1.17 1.60 1.55 1.48 1.42 1.36 1.39 1.34 1.35



(% )



SCQRPA



LNQRPA



LNSCQRPA



2.50 0.39 0.27 0.77 1.04 0.95 0.97 1.06 1.13 1.11



25.00 41.18 43.18 42.19 40.00 36.76 35.00 30.47 26.60 23.60 21.33 19.74 18.46 17.27 16.39 15.72



25.00 23.53 18.18 14.06 10.00 5.88 5.00 2.34 1.06 0.19 0.49 0.24 0.29 0.41 0.49 0.49
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QRPA



1.13 0.39 0.08 0.00 0.11 0.21 0.27 0.32 0.36 0.40 0.46 0.48 0.53



SCQRPA



LNQRPA



LNSCQRPA



0.15 0.04 0.03 0.13 0.22 0.24 0.28 0.35 0.41 0.44



0.04 0.28 0.75 1.05 1.39 1.90 2.11 2.83 3.48 4.04 4.54 4.99 5.38 5.67 5.94 6.20



0.04 0.16 0.31 0.35 0.35 0.30 0.30 0.22 0.14 0.03 0.03 0.05 0.08 0.13 0.18 0.19



Figure 2.3: Chemical potentials



and



as functions of G for N = 10 as predicted by



the exact solutions, RPA, QRPA, SCRPA, SCQRPA, and LNSCQRPA. Notations are as in Fig. 2.2.
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The quantities that are directly defined by the differences of ground-state energies are the chemical potentials λ± and λ , namely 5



(2.55) The exact values of the chemical potentials λ and λ± are shown in Fig. 8 in comparison with the predictions within quasiparticle presentations for N = 10. It is seen from this figure that the SCRPA and SCQRPA [Fig. 2.3 (d) – 2.3 (f)] offer the best fit to the exact results except that the SCRPA poorly converges at G > 0.4 MeV, while SCQRPA stops at



. The RPA and QRPA also describe very well the



exact results, except the values in the critical region, where the RPA and QRPA diverge. The LNSCQRPA predictions for the chemical potentials show smooth functions at all G , which fit well the exact results, including the region around



,



where they slightly underestimates the exact ones.



2.3.3. Energies of excited states As has been discussed in Refs. [55, 16], the first solution



of the QRPA or SCQRPA



equations is the energy of spurious mode, which is well separated from the physical solutions



with



. The first excited state energy is therefore given by



.



Figure 2.4 shows the exact eigenvalues for the excited states. As has also been demonstrated in Ref. [72], this figure shows that the coupling in the small-G region causes only small perturbations in the single-particle levels. With increasing G the system goes to the crossover regime, where level splitting and crossing are seen, releasing the levels' degeneracy. In the strong coupling regime the levels coalesce into narrow well-separated bands. The approaches based on the QRPA with PNP within the 5



Notice that when



and



counted from the middle of the spectrum, the values of



are all negative, and the single-particle energies are



λ



±
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should be shifted by



.



LN method also splits the levels but the nature of the splitting comes from the two components within the QRPA operator (2.30), which correspond to the addition and removal modes, respectively, in the RPA limit. When the pairing gap ∆ is finite, it is not possible to consider the QRPA excitations as purely addition or removal modes, but only as those with some components having the dominating property inherent to one of these modes.



Figure 2.4: Exact energies model for excited states



obtained within the Richardson



relative to the exact ground-state level



for N =10.
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as functions of G



Figure 2.5: The energies of the first excited state as functions of G at N =10. The results refer to the exact solution,



(solid line), the QRPA solution,



dotted line), the SCQRPA solution,



(thick solid line), the LNQRPA solutions,



(thin dash – double-dotted line) and line), as well as the LNSCQRPA solutions, and



(dash-



(thick dash – double-dotted (thin double-dash – dotted line)



(thick double-dash – dotted line).



The QRPA eigenvalues also have two branches with positive



and negative



energies. However, unlike the ppRPA, where the negative eigenvalues in the equations for addition modes are also physical as they are the energies of the removal modes taken with the minus sign and vice versa, within the QRPA only the positive energies are physical, and they are compared with the exact ones,
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,



in the present study. As an example to illustrate this level-splitting pattern, we show in Fig. 2.5 the exact energy



of the lowest excited state (



with respect to the exact ground state (



)



) in the system with N = 10 particles in



comparison with the predictions within the QRPA, LNQRPA, SCQRPA, and LNSCQRPA 6 . As the exact energy



represents the energy of the lowest pair-



vibration state, it is compared with the energies



of the lowest excited state obtained



within QRPA, LNQRPA, SCQRPA and LNSCQRPA, which are built on the pairing condensate (quasiparticle vacuum). The splitting is clearly seen from Fig. 2.5 within the LN method, namely the LNQRPA and LNSCQRPA. One can see that, within the LN(SC)QRPA, each single level at G = 0 splits into two components in the small-G region, e.g. the pair



and



or



and



. To look



inside the source of the splitting, we rewrite the QRPA operator (2.30) into the components with dominating contributions of addition- and removal-mode patterns as follows:



(2.56) where the indices j run over all the levels, from which those located below (above) the chemical potential are formally labeled with h(p) indices. It is not difficult to see that, in the RPA limit (or zero-pairing limit),



is transformed into operator



generates the addition modes, while



becomes



that



that generates the removal



modes (in the standard notations for addition and removal operators from Refs. [27, 38, 11]).



6



For the two-level case



E1ex corresponds to the solid line in the upper panel of Figs. 1, 3 – 5 in Ref. [55] or Figs.



1 – 3 in Ref. [63] for N = 4, 8, and 12).



53



Figure 2.6: The energies of the first excited state in different schemes as functions of G for N = 10. The thin and thick dash - double-dotted lines denote the second and



third LNQRPA solutions, while the thin and thick dotted lines stand for the absolute values of the corresponding solutions within the LNQRPA1 scheme.



Using this formal expression (2.56), we derived the QRPA equations for the excitations generated by operators



and



, separately. The energies of the



corresponding first excited states from the resulting sets of equations were calculated by using the LN method. We call this scheme as LNQRPA1. The set of equations for the modes generated by operator



gives a negative



and positive



, which means that they correspond to the energies of the removal and addition modes, respectively. The absolute values of these energies are shown in Fig. 2.6 along with higher-lying levels



. It is seen from this figure that in the weak-coupling region the and



, is almost the same as



nearly coincide, while the lower-lying one, . From here, we can identify
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and



as the levels where the addition and removal modes dominate, respectively. As the interaction G increases, the occupation probabilities of the levels below and above the Fermi level become comparable so it becomes more and more difficult to separate the patterns belonging to addition and removal modes in the QRPA excitations. From this analysis and Fig. 2.5, it becomes clear that, in the weak coupling region, the level



, which is generated mainly by the addition mode, fits well the exact



result, while the agreement between the exact energy and



as well as



is



good only in the strong coupling region. At large values of G , predictions by all approximations and the exact solution coalesce into one band, whose width vanishes in the limit G → ∞ . The energies of the ground state and the first excited state obtained for N = 4, 6, 8 are depicted in Fig. 2.7. The figure shows that increasing N worsens the agreement of the results obtained within the LNQRPA and LNSCQPPA with the exact ones for both the ground state and the first excited state, while the QRPA and SCQRPA results become closer to the exact ones at



. At small N (N = 4), the solution



seems to fit best the exact result for all values of G . The pair-vibration excitation energy



is usually larger than the energy of the



lowest state with one broken pair. The latter is described within the ppRPA as the energy of the lowest addition mode in the laboratory reference frame fixed to the ground state of N-particle system [27, 38, 11]. It is worthwhile to compare the predictions for the excited-state energies obtained within the quasiparticle approaches developed in the present dissertation with ppRPA and SCRPA predictions by transforming the latter into the intrinsic reference frame of the system with N+2 particles. This is done as follows. From the (SC)RPA energy of the ground-state level , and that of the first excited state
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7



, it follows that (2.57)



is shown in Fig. 2.7 as a function of G along with the



This energy



corresponding LNQRPA, LNSCQRPA, and exact energies for several values of N . This figure clearly shows that the LNQRPA and LNSCQRPA are superior to the ppRPA and SCRPA as they offer an overall prediction closer to the exact result for all G and N . They neither collapse at a Gc as in the case with the ppRPA nor have a poor



convergence as the SCRPA does at



.



Figure 2.7: Energies of ground state (left panels) (notations as in Fig. 2.2) and first excited state (right panels) (notations as in Fig. 2.5) for several values of N indicated on the panels as functions of G . 7



The energies respectively.



and



correspond to energies
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and



shown in Figs. 3 and 4 in Ref. [27],



Figure 2.8: Energy



(2.57) obtained within the ppRPA (dash-dotted line) and



SCRPA (thick solid line) as a function of G for several values of N in comparison with the energy



(dash – double-dotted line),



dotted line), and the exact energy



(double-dash –



(thin solid line), which are the same as those in



Fig. 2.7 (d) – (f) for N = 4, 6, and 8.



2.3.4. Accuracy of approximation (2.22) Let us analyze the accuracy of the assumption (2.22) used in the numerical solutions of the BCS1, LN1, and SCQRPA equations in Chapter 2.
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Table 3: BCS1 and LN1 pairing gaps (in MeV) at various values of G (in MeV) (see text). BCS1



LN1



G 0.01



0.0014



0.0014



0.0000



0.10



0.0571



0.0572



0.1748



0.20



0.2069



0.2088



0.9099



0.30



0.4863



0.4944



1.6383



0.40



0.9166



0.9326



1.7156



0.50



1.0013



1.0285



2.6446



1.4433



1.4626



1.3196



0.60



1.6882



1.7146



1.5397



2.0026



2.0225



0.9839



0.70



2.3068



2.3313



1.0509



2.5709



2.5903



0.7489



0.80



2.9085



2.9309



0.7643



3.1386



3.1569



0.5797



0.90



3.4971



3.5176



0.5828



3.7014



3.7188



0.4679



1.00



4.0743



4.0933



0.4642



4.2582



4.2747



0.3860



1.10



4.6416



4.6595



0.3842



4.8090



4.8249



0.3295



1.20



5.2005



5.2175



0.3258



5.3541



5.3695



0.2868



1.30



5.7522



5.7687



0.2860



5.8941



5.9094



0.2589



1.40



6.2979



6.3141



0.2566



6.4297



6.4450



0.2374



Shown in the 2nd and 5th columns of Table 3 are the values of the pairing gaps and



obtained under the approximation (2.22) within the BCS1 and LN1 method,



respectively. They are compared with the average gaps



(3rd column) and



(6th



column), which are the values obtained by averaging the level-dependent BCS1 gap and LN1 gap



over all the levels, namely



and



. The



second term at the right-hand side of Eq. (2.19), which contains



as evaluated by
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the approximation (2.20), is taken into account in calculating



and



within the



perturbation theory, i.e. with n j being evaluated within SCQRPA and LNSCQRPA (where this term is neglected). Except for the two values at



0.47 MeV



and G = 0.5 MeV within the BCS1, we see that the values of the relative errors and



are all smaller than 1 % , and decrease



with increasing G . Table 4: The ratio



from Eqs. (2.19) and (2.20) corresponding to the 5



lowest levels j = 1, ..., 5, and the energies



(in MeV) of the first excited state



described in the text for N = 10 at different values of G (in MeV) within the LNSCQRPA. The energy side of Eq. (2.19), while



is obtained including the last term at the right-hand is calculated using the approximation (2.22).



G



j=1



j=2



j=3



j=4



j=5



ω3 ( a )



ω3 (b)



0.01



0.0000



0.0000



0.0000



0.0000



0.0000



2.0003



2.0003



0.20



0.0017



0.0023



0.0034



0.0054



0.0092



2.1625



2.1602



0.40



0.0047



0.0061



0.0083



0.0115



0.0172



2.7119



2.7036



0.60



0.0040



0.0047



0.0056



0.0066



0.0110



4.1980



4.1927



0.80



0.0027



0.0030



0.0033



0.0041



0.0066



6.1452



6.1417



1.00



0.0018



0.0020



0.0023



0.0030



0.0044



8.1756



8.1730



1.20



0.0013



0.0015



0.0018



0.0025



0.0034



10.208



10.206



1.40



0.0010



0.0012



0.0016



0.0022



0.0028



12.226



12.224



Shown in Table 4 are the values of the ratio



from Eqs. (2.19) and



(2.20) corresponding to the five lowest levels for N = 10 at various G obtained within the LNSCQRPA. The largest value of this ratio is observed at the level with j = 5, the closest one to the Fermi level, at G = 0.4 MeV (close to
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). But it amounts to only



0.0082, which is a clear evidence that this ratio is indeed negligible. The last two columns of this table display the energies



, obtained within the LNSCQRPA



including the last term at the right-hand side of Eq. (2.19), and



, which the



LNSCQRPA predicts within the approximation (2.22). Although a systematic is observed, the largest difference, also seen at G = 0.4 MeV, does not exceed 0.15 % . These results guarantee the high accuracy of the approximation (2.2).



2.4. Conclusions of Chapter 2 Chapter 2 proposes a self-consistent version of the QRPA in combination with particlenumber projection within the Lipkin-Nogami method as an approach that works at any values of the pairing-interaction parameter G without suffering a phase-transition-like collapse (or poor convergence) due to the violation of Pauli principle as well as of the integral of motion such as the particle number. The self-consistency is maintained within a set of coupled equations for the pairing gap, QRPA amplitudes, and energies by means of the screening factors, which are the expectation values of the products of quasiparticle-pair operators, and the ground-state correlation factor, which is a function of the QRPA backward-going amplitudes. The proposed approach is tested in a multi-level exactly solvable model, namely the Richardson model for pairing. The energies of the ground and first-excited states are calculated within several approximations such as the BCS, RBCS, BCS1, LN, RLN, LN1, QRPA, SCQRPA, LNQRPA and LNSCQRPA. The obtained results for the ground-state energy show that the use of the LN method that includes the SCQRPA correlations not only allows us to avoid the collapse of the BCS as well as the QRPA but also fits well the exact result. For the energy of the first excited state, the LNQRPA and LNSCQRPA results offer the best fits to the exact solutions in the weak coupling region with large particle numbers, while the QRPA and SCQRPA reproduce well the exact one in the strong coupling region. In the limit of very large G all the
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approximations predict nearly the same value as that of the exact one. As the number of particles decreases, it becomes sufficiently well to use the predictions given by the LNQRPA and LNSCQRPA for energies of both the ground state and first-excited state to fit the exact results. The approach proposed in Chapter 2 can be useful in the cases where the validity of the quasi-boson approximation and that of the conventional BCS are poor, e.g. in the applications to light and unstable nuclei.
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Chapter 3 SCQRPA at finite temperature The present chapter extends the SCQRPA, developed in the previous chapter, to finite temperature.



3.1. Finite-temperature BCS with the effects due to QNF The derivation for the gap and number equations at finite temperature is proceeded the same as presented in Sec. 2.1.2 but the expectation values of arbitrary operator



is



calculated in the grand canonical ensemble average given as



(3.1) However, at finite temperature, the quasiparticle-number fluctuation



in Eq. (2.20)



is not much small than 1, i.e. increase as increasing T. Therefore, the last term at the right-hand side of Eq. (2.19) can not be neglected as at zero temperature, i.e, the relation (2.22) does not hold. The gap equation (2.14) now can be rewritten as the sum of a level-independent part,



, and a level-dependent one,



, namely



(3.2) where



(3.3)
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The Bogoliubov's coefficients u j , v j , quasiparticle energy E j and renormalized singleparticle energy



are given by Eqs. (2.15), (2.16) and (2.31), respectively. Using Eqs.



(2.15) and (3.3), after simple algebras, we rewrite the gap (3.2) in the following form (3.4)



3.1.1. Without particle-number projection (FTBCS1) The gap equation (3.4) is remarkable as it shows that the QNF pairing interaction G to equation



renormalizes the



. The conventional finite-temperature BCS (FTBCS) gap



is recovered from Eq. (3.4) when the following assumptions



simultaneously hold: i) Independent quasiparticles:



, where



is the Fermi-Dirac



distribution of non-interacting fermions (3.5) ii) No quasiparticle number fluctuation: iii) No screening factors:



=0, 0 in Eq. (2.31).



These three assumptions guaranty a thermal quasiparticle mean field, in which quasiparticles are moving independently without any perturbation caused by the QNF and/or coupling to multiple quasiparticle configurations beyond the quasiparticle mean field. Among these configurations, the simplest ones are the small-amplitude vibrations (QRPA corrections). From these assumptions, one can infer that releasing assumption ii) allows us to include the effect of QNF, provided the quantal effect of coupling to QRPA vibrations is negligible, i.e. assumption iii) still holds. In the present study, this approximation scheme, for which i) and iii) hold, whereas the FTBCS1.
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0, is referred to as



3.1.2. With Lipkin-Nogami particle-number projection (FTLN1) In Sec. 2.1.3 the Lipkin-Nogami method, which is an approximated particle-number projection, is applied to the BCS1 to resolve the problem of particle-number violation within the BCS theory and the resulting approach is called the LN1. Similar to the FTBCS1, the LN1 equations at finite temperature are the same as that of at zero temperature, i.e, Eqs. (2.23) – (2.28) and the corresponding approach is referred to as FTLN1 in the present study. It is worth pointing out that, being an approximated projection that corrects for the quantal fluctuations of particle number within the BCS theory, the LN method in the present formulation is not sufficient to account for the thermal fluctuations (QNF) around the phase transition point



as well as at high



T . Another well-known defect of the LN method is that it produces a large pairing gap



(pairing correlation energy) even in closed-shell nuclei, where there should be no pairing gap. The source of this pathological behavior is assigned to the fast change of λ2 at the shell closure, which invalidates the truncation of the expansion at second



order [1]. In Ref. [13], it has been demonstrated within the MBCS theory that the projection-after-variation (PAV) method offers much better results, which are closer to the exact solutions. The PAV at



0, however, is much more complicated than the



LN method. Therefore, we prefer to devote a separate study to its application to the BCS1.



3.2.



Effects of dynamic coupling to SCQRPA vibrations



As has been mentioned in the preceding section, within the quasiparticle mean field, the expectation values



and



at the right-hand side of Eq. (2.13) are



always zero [Assumption iii)]. They cannot be factorized into the products of expectation values of quasiparticle-number operators within the thermal quasiparticle mean field because such crude contraction is tantamount to artificially breaking the
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pair correlators (1.5) (See Sec. 3.3.6). Therefore, to account for the correlations beyond the quasiparticle mean field, these screening factors should be estimated, at least, within the SCQRPA, where they can be expressed below in terms of the forward- and backward going amplitudes,



and



, of the SCQRPA operators (phonons) in Eq.



(2.40).8



3.2.1. Screening factors Using the inverse transformation (2.50), we obtain the expectation values at



and



0 in the form (3.6)



(3.7) where the following shorthand notations are used (3.8) . Using now the



taking into account the symmetry property definition (2.40), we express the expectation values (i.e.



), y jj′ (i.e.



), and amplitudes



and and



in terms of



as (3.9) (3.10)



8



In general, operator



apart



from



those



at with



0 also contains the terms



and



and



because 0 for



J = M = 0, and hence j = j ′ , this relation vanishes.
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of



the



relation



[67, 17]. In the present study, where



where (3.11) Inserting Eqs. (3.9) and (3.10) into the right-hand sides of Eqs. (3.6) and (3.7), after some simple algebras, we obtain the following set of exact equations for the screening factors (3.6) and (3.7)



(3.12)



(3.13) The derivation of the SCQRPA equations at finite temperature is proceeded in the same way as has been done in Sec. 2 at T = 0, and is formally identical to Eqs. (2.36), (2.46) and (2.47), so we do not repeat them here. Notice that the expectation values



in the submatrices A and B in Eqs. (2.46) and (2.47) are now calculated



by using Eqs. (2.18) and (2.20). The approach that solves the number and gap equations (2.17), (3.2), as well as equations for the screening factors (3.12) and (3.13) selfconsistently with the SCQRPA ones at



0, where all the assumptions i) – iii)



cease to hold, is called the FTBCS1+SCQRPA in the present dissertation. The corresponding approach that includes also PNP within the LN method is called as FTLN1+SCQRPA.



3.2.2. Quasiparticle occupation number To complete the set of FTBCS1+SCQRPA equations we still need an equation for the quasiparticle occupation number n j defined in Eq. (2.12). Here comes the principal
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difference of the FTBCS1+SCQRPA compared to the zero-temperature SCQRPA since n j should be calculated selfconsistently from the SCQRPA taking into account dynamic coupling between quasiparticles and SCQRPA phonons at



0 in an



infinite hierarchy of algebraic equations. The quasiparticle propagator found as the formal solution of this hierarchy of equations is different from that for free quasiparticles by the mass operator, which reflects the effects of coupling to complex configurations. Since the latter cannot be treated exactly, approximations have to be made to close the hierarchy. Following the same line as in Ref. [21], we derive in this section a set of equations for the quasiparticle propagator and quasiparticle occupation number n j at



0 by using the method of double-time Green's functions [5, 74]. To



close the hierarchy of equations, we lower the order of double-time Green's functions by applying the standard decoupling approximation introduced by Bogoliubov and Tyablikov [5, 73]. By noticing that the only term in the quasiparticle Hamiltonian (1.3) that cannot be taken into account within either the BCS theory or the SCQRPA is the sum containing



functionals, we effectively rewrite Hamiltonian



in Eq.



(2.8) as (116) The first sum at the right-hand side of this representation describes the part of the quasiparticle Hamiltonian (1.3), which cannot be expressed in terms of phonon operators (2.40). Within the BCS theory, where the part containing contribute whereas the term



and the QNF are neglected, one obtains



does not . In



this case, this sum corresponds to the quasiparticle mean field. The second sum describes the SCQRPA Hamiltonian after solving the SCQRPA equations, which give the amplitudes



,



, and the SCQRPA energies



. The last sum represents the



coupling between the quasiparticle and phonon fields, which is left out from the BCS
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(FTBCS1) and the QRPA (SCQRPA). This sum is rewritten here in terms of N j and SCQRPA operators by using the inverse transformation (95). The vertex



obtained



after this transformation has the form (3.15) Given that



commutes with



within the SCQRPA, such effective representation of



the quasiparticle Hamiltonian causes no double counting between the first two sums at the right-hand side of Eq. (3.14), but becomes convenient for the derivation of the quasiparticle Green's function, which includes the coupling to SCQRPA modes, because the first sum is activated only in the quasiparticle space, whereas the second sum functions only in the phonon space. Following closely the procedure described in Section 8.1 of Ref. [74], we introduce the double-time retarded Green's functions, which describe a) The quasiparticle propagation: (3.16) b) Quasiparticle-phonon coupling:



(3.17) The magnetic quantum number m in



and



is omitted hereafter for simplicity as



the results below do not depend on m . The definitions (3.16) and (3.17) use the standard notation



for the



double-time retarded Green's function Gr (t − t ′) built from operators A(t) at time t and B(t’) at time t’. The advantage of using the double-time retarded Green's function is that this type of Green's function can be analytically continued into the complex energy plane. The imaginary part of the mass operator in this analytic continuation corresponds to the quasiparticle damping caused by the quasiparticle-phonon coupling.
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This method is free from any constraints of perturbation theory. Applying the standard method of deriving the equation of motion for the double-time Green's function, namely (3.18) to the Green's functions (3.168) and (3.17) with the effective Hamiltonian (3.14), we find for them a set of three exact equations



(3.19)



(3.20)



(3.21) where (3.22) The last two equations, Eqs. (3.20) and (3.21), from this set contain higher-order Green's functions, which should be decoupled so that the set can be closed. Following the method proposed by Bogoliubov and Tyablikov [5], we decouple the higher-order Green's functions at the right-hand side of Eqs. (3.20) and (3.20) by pairing off operators referring to the same time, namely



(3.23)
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As the result of this decoupling, Eqs. (3.20) and (3.21) become (3.24) (3.25) Taking the Fourier transforms of Eqs. (3.19), (3.24), and (3.25) into the (complex) energy variable E, one obtains three equations for three Green's functions , and terms of



. Eliminating two functions



by expressing them in



and inserting the results obtained into the equation for



the final equation for the quasiparticle Green's function



, we find



in the form (3.26)



where the mass operator



is given as (3.27)



In the complex energy plane



(



real), the mass operator (3.27) can be



written as (3.28) where



(3.29) (3.30) Notice that the result of perturbation theory can be easily derived from the Green's function



(3.26)



under



the



assumption
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that



,



where



and



is the Green's function of free



quasiparticle propagation. Expanding the right-hand side of Eq. (3.26) in a power series of



, we obtain



(3.31) By truncating this series at the second term, one ends up with the result of perturbation theory. The first two terms of this series are graphically presented in Fig. 3.1.



Figure 3.1: Diagrams summarized within the FTBCS1+SCQRPA. An arrow thin line denotes the quasiparticle propagation, whereas a wavy line represents an SCQRPA phonon. The free quasiparticle Green function



is shown as the graph (a), whereas



the loops in (b) and (c) stand for the first and second summations at the right-hand side of



Eq.



(3.29),



vertex :



respectively.



An



open



circle



in



(b)



, while a box in (c) stands for :



denotes



the . An



SCQRPA phonon is represented in (d) as a sum of forward- and backward-going time conjugated quasiparticles pairs. The spectral intensity



of quasiparticles is found from the relation (3.32)
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and has the final form as [5, 74] (3.33) Using Eq. (3.33), we find the quasiparticle occupation number n j as the limit t = t ′ of the correlation function (3.34) The final result reads (3.35) In the limit of small quasiparticle damping



0, the spectral intensity



becomes a -function, and n j can be approximated with the Fermi-Dirac distribution at



, where



of the quasiparticle Green's function the quasiparticle damping at



is the solution of the equation for the pole , namely



, whereas



due to quasiparticle-phonon coupling is given by



. We have derived a closed set of Eqs. (3.29), (3.30), and (3.357) for the energy shift



, damping



, and occupation number n j of quasiparticles. which should be



solved self-consistently with the SCQRPA equations at



0 with the screening



factors calculated from Eqs. (3.12) and (3.13). The quasiparticle occupation number n j obtained in this way is used to determine the pairing gap from Eq. (3.2). These equations form the complete set of the FTBCS1+SCQRPA equations for the pairing Hamiltonian (1.1), where the dynamic effect of quasiparticle-phonon coupling is selfconsistently taken into account in the calculation of quasiparticle occupation numbers.
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3.3. Analysis of numerical results 3.3.1. Ingredients of calculations We test the approach developed in the present chapter by carrying out numerical calculations within a schematic model as well as realistic single-particle spectra. For the schematic model, we employ the Richardson model mentioned in Sec. 1.4. This model is extended to finite temperature by averaging the exact eigenvalues over the canonical and grand canonical ensembles of N particles as presented in Chapter 1. The results of calculations carried out within the FTBCS1, FTLN1, FTBCS1+SCQRPA, and FTLN1+SCQRPA at various N and G will be analyzed. For the sake of an illustrative example, we will compare the predictions by these approximations with the exact results obtained for N = 10. For the test in realistic nuclei,



56



Fe and



120



Sn, the



neutron single-particle spectra for the bound states are obtained within the WoodsSaxon potentials at T = 0, and kept unchanged as T varies. The parameters of the Woods-Saxon potential for MeV, 120



120



Sn take the following values: V = -42.5 MeV,



0.7 fm, R = 6.64 fm, and



6.46 fm. The full neutron spectrum for



Sn spans an energy interval from around − 37 to 7.5 MeV for



120



Sn. From this



spectrum the calculations use all 22 bound orbitals with the top bound orbital, energy of − 0.478. For



56



= 16.7



, at



Fe, as we would like to compare the results of our approach



with the predictions by the finite-temperature quantum Monte Carlo (FTQMC) method reported in Ref. [59], the same single-particle energies from Table 1 of Ref. [59] for 56



Fe and the same values for G therein are used in calculations. Given the large



number of results reported in Ref. [59], we choose to show here only one illustrative example for the pf shell. The main quantities under study in the numerical analysis are the level-weighted gap
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(3.36) total energy



, and heat capacity



. By using PNP within the LN



method, the internal energy has an additional term due to particle-number fluctuations [54], namely (3.37) Within the FTLN1, the particle-number fluctuations fluctuation,



, and statistical one,



consist of the quantal



, which are calculated following Eqs. (16)



and (17) in Ref. [15], respectively. Within the FTLN1+SCQRPA, a term



due to



the screening factors should be added, so that



(3.38) The integration in Eq. (3.35) is carried out within the energy interval with



100 MeV and a mesh point



0.02 MeV. Since the integration limit is



finite, the integral (3.35) is normalized by



. The results



obtained within the FTBCS1+SCQRPA (FTLN1+SCQRPA) by using a smearing parameter



0.2 MeV [in calculating the mass operator (3.29) and quasiparticle



damping (3.30)] are analyzed. They remain practically the same with varying up to around 0.5 MeV.



3.3.2. Results within the Richardson model A. Effect of quasiparticle-number fluctuation As discussed in Sec. 2.3, below a critical value



of the pairing interaction parameter,



the conventional BCS theory has only a trivial solution (



0). At



FTBCS gap decreases with increasing T up to a critical value of
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, the , where it



collapses, and the system undergoes a sharp SN-phase transition. The behavior of the pairing gap within the FTBCS1 theory can be inferred from Eq. (3.4). As a matter of fact, the increase of the QNF



with T leads to an increase of



, whose



consequences are qualitatively different depending on the magnitude of G and particle number N . These features can be seen in Fig. 3.2, where the level-weighted pairing gaps



obtained within the FTBCS1 theory at various values of the pairing interaction



parameter G for several particle numbers are displayed as functions of temperature T . They can be classified in three regions below.



Figure 3.2: Level-weighted pairing gaps



obtained within the FTBCS1 as functions



of temperature T at various values of pairing parameter G (in MeV) indicated by the figures near the lines for several values of particle number N . Open circles on the axes of abscissas in panels (a) and (b) mark the values



of temperature, where the



FTBCS1 gap turns finite at low G . Full circles denote temperature vanishes, and



, where it reappears.
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, where the gap



In the region of strong coupling, solutions at T = 0, and



, where the BCS equations have non-trivial



is sufficiently large so that



(3.4) never collapses since whenever T reaches the value obtained with parameter G collapses, the gap



in Eq.



where the BCS gap



is always positive given



with a renormalized critical temperature transition never occurs as



, the gap



. In this way, the sharp SN-phase



remains always finite at



with



continuously becoming larger with T . If G is sufficiently large the QNF may become so large at high T that the level-dependent part dominate and the total gap



in Eqs. (3.2) and (3.3) starts to



will even increase with T . This effect is stronger when



the particle number is smaller. As seen in Fig. 3.2, in contrast to the FTBCS gap, which collapses at



, the FTBCS1 gaps shown as the thick solid lines are always finite. For



6, the gaps decrease monotonously as T increases up to T = 4 MeV. This feature qualitatively agrees with the findings within alternative approaches to thermal fluctuations mentioned in the Introduction. In the region of weak coupling, increase of



, where the pairing gap is zero at T = 0, the



with T makes it becomes significantly greater than



at a certain



, allowing a non-trivial solution of the gap equation. This feature is demonstrated by the dotted lines in Figs. 3.2 (a) and 3.2 (b), where



( > 2 MeV) is



marked by an open circle. Since the difference between the FTBCS1 gap conventional FTBCS one, because of the QNF



, is the gap



in Eqs. (3.2) and (3.3), which arises



, it is obvious that the finite gap at



QNF. In the transitional region, where G is slightly larger than although



increases with T , it is still too small so that



than G , and so is slightly larger than



compared to



and the



is assisted by the , it may happens that, is only slightly larger



. As a result, the gap collapses at



which is



. As T increases further, the mechanism of the weak-coupling
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region is in effect, which leads to the reappearance of the gap at 3.2, these values



and



. In Fig.



are denoted by full circles on the axes of abscissa for the



cases with N = 6, 10, 20, 50 with G = 0.6, 0.4, 0.3, and 0.24 MeV, respectively. With increasing G , it is seen that



increases whereas



these two temperatures coalesce. The value



decreases so that at a certain G



where



is found to be



0.651, 0.51815, 0.40205 and 0.3095 MeV for N = 6, 10, 20 and 50, respectively, i.e. decreases with increasing N . The gap obtained with G = GM is seen decreasing with increasing T from 0 to again with T . The value to



, where it becomes zero. Starting from is found increasing with T from



1.7 MeV for N = 50. At



the gap increases 1.2 MeV for N = 6



the gap remains finite at any value of T .



For small N , the strong QNF even leads to an increase of the gap with T at high T as seen in the cases with N = 6, and



1.2 MeV. With increasing N the high- T



tail of the gap gets depleted, showing how the QNF weakens at large N . The curious behavior of the level-weighted gap at weak coupling, where it appears at a certain reappears at



, and in the transitional region, where it collapses at



and



, may have been caused by the well-known inadequacy of the BCS



approximation (and BCS-based approaches) for weak pairing [58]. Even at T = 0, Ref. [71] has shown that, whereas the exact solution predicts a condensation energy of almost 2 MeV in the doubly-closed shell
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Ca, the BCS gives a normal Fermi-gas



solution with zero pairing energy. It is expected that a proper PNP such as the numberprojected HFB approach in Ref. [66], if it can be practically extended to eventually smooth out the transition points



as well as



and



0, will



in Fig. 3.2. To have



an insight into the source that causes the high- T tail of the FTBCS1 gap we plot in Fig. 3.3 the examples for the level-weighted gaps gaps



(3.36) along with the level-dependent



(3.2), which are obtained for N = 20 and G = 0.44 MeV. It is seen from this



figure that the level-independent part (quantal component)
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of the gap [dashed lines



in Fig. 3.3 (b)] also has a high- T tail although it is much depleted compared to the total gap



, which includes the level-dependent part



. This figure also reveals that the



QNF has the strongest effect on the levels closest to the Fermi surface, which are the 10th and 11th levels. In this figure, the results for the 11th level are not showed as they coincide with those for the 10th one due to the particle-hole symmetry, which is well preserved within the FTBCS1. For the rest of levels, the effect of QNF is much weaker. With increasing the particle number N , the number of levels away from the Fermi surface becomes larger, whose contribution in the gap



outweighs that of the levels



closest to the Fermi surface. This explains why the high- T tail of the level-weighted gap



is depleted at large N . When N becomes very large, this tail practically



vanishes as the total effect of QNF becomes negligible. In this limit, the temperature dependence of the pairing gap approaches that predicted by the standard BCS theory, which is well valid for infinite systems.



Figure 3.3: Level-dependent pairing gap



(3.2) and level-weighted pairing gap



(3.36) obtained within the FTBCS1 as functions of temperature T for N = 20 and G = 0.44 MeV. Thick solid lines represent the level-weighted gaps denote the level-dependent gaps



. Thin solid lines



corresponding to the j-th orbitals, whose level



numbers j are marked at the lines. Dashed and dotted lines stand for the levelindependent part (quantal component), component),



, of the FTBCS1 gap



, and the level-dependent one (thermal (3.2), respectively.



78



B. Corrections due to particle-number projection and SCQRPA Show in Fig. 3.4 are the level-weighted pairing gaps



, total energies , and heat



capacities C, obtained within the FTBCS, FTBCS1, FTLN1, FTBCS1+SCQRPA, and FTLN1+SCQRPA for the systems with N = 10 ( G = 0.9 MeV) and N = 50 ( G = 0.3 MeV). In fig. (a) – (c), the thin and thick dash-dotted lines denote the results obtained by embedding the exact solution in the GCE and CE, respectively (e.g. See. Chapter 1). We refer the results obtained within these two ensembles, whose comparisons has been discussed in Chapter 1, as the exact results hereafter in this chapter. As presented in Sec. 3.1.2, Fig. 3.4 demonstrates that, although the LN method significantly improves the agreement between the predictions by the FTBCS1 theory with the GCE and CE results for the pairing gap and total energy at low T , it fails to do so at



. The



corrections caused by the SCQRPA are found to be significant for small N ( N = 10), in particular for the pairing gap in the region



[Fig. 3.4 (a) – (c)]. At



, the



predictions by the FTLN1+SCQRPA are closer to the exact results than those by the FTBCS1+SCQRPA. At



both approximations offer nearly the same results.



They produce the total energies and heat capacities, which are much closer to the exact values as compared to the FTBCS1 and FTLN1 results, as shown in Figs. 3.4 (b) and 3.4 (c). Also in this temperature region, one finds a very good agreement between the energies predicted by the FTBCS1+SCQRPA, FTLN1+SCQRPA, and that obtained within the GCE. This seems to be a natural consequence, given the fact that the two approaches are derived using the variational procedure within the GCE. What remarkable here is that the SCQRPA correction indeed smears out all the trace of the SN phase transition in the pairing gap as well as energy and heat capacity. For large N ( N = 50), the effect of SCQRPA corrections is much smaller, although still visible. It depletes the spike, which is the signature of the SN phase transition around



in the heat capacity, leaving only a broad bump between 0



2 MeV



[Fig. 3.4 (f)]. The exact results are not available because, as discussed in Sec. 1.4, for
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large particle numbers, one faces technical problems of diagonalizing matrices of huge dimension, all the eigenvalues of which should be included in the partition function to describe correctly the total energy and heat capacity.



Figure 3.4: Level-weighted pairing gaps (a, d), total energies (b, e), and heat capacities (c, f) as functions of temperature T , obtained for N = 10 [(a) – (c)], and N = 50 [(d) – (f)]. The dotted, thin solid, thick solid lines show the FTBCS, FTBCS1, and FTBCS1+SCQRPA results, respectively. The predictions by the FTLN1 and FTLN1+SCQRPA are presented by the thin and thick dashed lines, respectively. The thin and thick dash-dotted lines in (a) – (c) denote results of the GCE and CE ensembles, respectively. The calculations of the mass operator and quasiparticle damping within the SCQRPA were performed using
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0.05 MeV.



Figure 3.5: Level-weighted pairing gaps, total energies, and heat capacities for 10 neutrons in the as functions of T (



shell of



56



Fe and all neutron bound states of



120



Sn



0.1 MeV). Notations are as in Fig. 3.4. In (b) and (c), the



predictions by the finite-temperature quantum Monte Carlo method [59] are shown as boxes and crosses with error bars connected by dash-dotted lines.
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3.3.3. Results by using realistic single-particle spectra The level-weighted gaps, total energies, and heat capacities, obtained for neutrons in 56



Fe and



120



Sn within the same approximations are displayed as functions of T in Fig.



3.5. The results of calculations for 10 neutrons in the



shell using



G = 25/26 MeV are plotted in Figs. 3.5 (a) – (c) as functions of T within the same



temperature interval as that in Ref. [59]. They clearly show that the SCQRPA corrections bring the FTBCS1 (FTLN1)+SCQRPA results closer to the predictions by the FTQMC method for the total energy and heat capacity (No results for the pairing gap are available within the FTQMC method in Ref. [59]). The latter is obtained by embedding the eigenvalues of pairing Hamiltonian, using quantum Monte-Carlo method, in the CE. Therefore, the gap in the total energy and heat capacity between the FTBCS1(FTLN1)+SCQRPA and FTQMC results can be explained by the discrepancy between the GCE and CE as seen in Fig. 1.1 of Chapter 1.4 or Figs. 3.4 (b) – (c) of the present chapter. In heavy nuclei, such as



120



Sn, the effects caused by the SCQRPA



corrections are rather small on the pairing gap and total energy. In both nuclei, the pairing gaps do not collapse at



, but monotonously decrease with increasing T ,



and the signature of the sharp SN-phase transition seen as a spike at



in the heat



capacities is strongly smoothed out within the FTBCS1(FTLN1)+SCQRPA.



3.3.4. Self-consistent and statistical treatments of quasiparticle occupation numbers The quasiparticle occupation numbers n j as predicted by the FTBCS1 and FTBCS1+SCQRPA for all quasiparticle levels in the system with N = 10, and for the orbitals within the (50 - 82) shell in



120



Sn are shown in Fig. 3.6 as functions of T .



While the particle-hole symmetry is preserved within the FTBCS1 ( sense that the values for



) in the



are identical for the single-particle levels located
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symmetrically from the Fermi level [Compare the dashed lines in Figs. 3.6 (a) and 3.6 (b)], it is no longer the case after taking into account dynamic coupling to SCQRPA vibrations. This is particularly clear in light systems [See the solid lines in Figs. 3.6 (a) and 3.6 (b)]. This deviation of n j from the Fermi-Dirac distribution of free quasiparticles, however, turns out to be quite small in realistic heavy nuclei, such as 120



Sn, as shown in Fig. 3.6 (c).



Figure 3.6: Quasiparticle occupation numbers for N = 10 with G = 0.4 MeV (a, b) and 120



Sn with G = 0.137 MeV (c) as functions of T . In (a) and (b) the solid lines are



predictions within FTBCS1+SCQRPA for the levels numerated by the numbers in the circles starting from the lowest ones. The dashed lines, numerated by the italic numbers, show the corresponding results obtained within the FTBCS1. In (c) predictions for the neutron orbitals of the (50 – 82) shell in



120



Sn, obtained within the



FTBCS1 and FTBCS1+SCQRPA, are shown as the dashed and solid lines, respectively.



3.3.5. Comparison between FTBCS1 and MBCS In Refs. [22, 19, 12, 13] the MBCS theory has been developed, which also produces a nonvanishing pairing gap at high T . Therefore, it is worthwhile to draw a comparison between the MBCS theory and the present one. Both approaches include the same QNF (2.20) as the microscopic source, which smoothes out the sharp SN-phase transition
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and leads to the high- T tail of the pairing gap. This high- T tail has been shown to be sensitive to the size of the configuration space in either approach. However, due to different assumptions in these two approaches, the functional dependencies of the QNF



on



are different. As a result, the FTBCS1 gap is level-dependent, whereas



the MBCS one is not. The most important advantage of the FTBCS1 over the MBCS theory is that the solution of the FTBCS1 gap equation (3.2) is never negative. Moreover, at moderate and strong couplings, where the FTBCS1 gap is finite, its behavior as a function of temperature bears no singularities in any configuration spaces for any value of



2. The MBCS gap, on the other hand, is free from singularities



only up to a certain temperature Richardson model with 24 MeV for



, which is around 1.75 – 2.3 MeV within the 10 and increases almost linearly with N to reach



100 [12] (For detail discussions see Refs. [12, 13] and



references therein). However, the mean-field contraction used to factorize the QNF within the FTBCS1 to the form (2.20) may have left out some higher-order fluctuations, which can enhance the total effect of the QNF. It might also be the reason that causes the phase transition temperatures



and



at weak coupling and in the transitional



region, discussed in Sec. 3.3.2. Meanwhile, the MBCS theory is based on the strict requirement of restoring the unitarity relation for the generalized single-particle density matrix [18], which brings in the QNF



(2.20) without the need of using a mean-



field contraction. As a result, the effect of QNF within the MBCS theory is stronger than that predicted within the FTBCS1 and/or FTBCS1+SCQRPA, which can be clearly seen by comparing, e.g., Fig. 3.5 (d) above and Fig. 4 of Ref. [18]. Whether this means that the secondary Bogoliubov's transformation properly includes or exaggerates the effect of coupling to configurations beyond the quasiparticle mean field within the MBCS theory remains to be investigated. Another question is also open on whether the MBCS theory can be improved by coupling the modified quasiparticles to the modified
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QRPA vibrations. The answer to these issues may be a subject for future study.



3.3.6. Factorization of the pair correlator The factorization of the screening factor



is not unique as it can be carried out



in at least two ways, which lead to different results. In the first way, one can perform the mean-field contraction by using the Wick's theorem (WT) to obtain (3.39) In the second way, one uses the Holstein-Primakoff's (HP) boson representation [39] (3.40) with boson operators



and



to obtain (3.41)



The lowest order of the HP boson representation implies that operators ideal bosons



and



, respectively, i.e. setting



and



are



1 in Eq. (1.6). It is in fact the



well-known quasiboson approximation (QBA), which is widely used in the derivation of the QRPA equations. The QBA leads to (3.42) As for the screening factor



, it vanishes in these approximations.



Using these results, we obtain the same form of Eq. (3.2) for the pairing gap, except that now



, and the level-dependent part



from Eq. (3.3) becomes (3.43) (3.44)
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(3.45) which correspond to the approximations using the Wick's theorem, HP representation, and the QBA, respectively.



Figure 3.7: Level-weighted gaps for N = 10 with G = 0.4 MeV as predicted by the WT (dashed), HP (dash-dotted), and QBA (thin dotted) approximations in comparison with the FTBCS (thick dotted), FTBCS1 (thin solid), and FTBCS1+SCQRPA (thick solid) results. The level-weighted gaps



obtained for N = 10 and G = 0.4 MeV within these



approximations are compared with the FTBCS, FTBCS1 and FTBCS1+SCQRPA results in Fig. 20. At T < 1 MeV, all three approximations, WT, HP, and QBA, predict the gaps close to the FTBCS one, but collapse at different . At



, namely



1.2 MeV the HP gap reappears and increases



with T to reach the values comparable with those predicted by the FTBCS1 and FTBCS1+SCQRPA at T > 2 MeV. From this comparison, one can see that the meanfield contraction (3.39) for



includes only a tiny fraction of the QNF because it
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produces a finite gap at



0.5 MeV, but this gap collapses again at



0.6 MeV. The HP boson representation, on the other hand, is able to take into account the effect of QNF at hight T leading to a finite gap at T > 1.38 MeV, but fails to account for this effect at intermediate temperatures 0.55



1.38 MeV. The



QBA produces essentially the same result as that of the conventional FTBCS at low T with a slightly lower critical temperature negative



0.43 MeV. However, it causes a



at T > 1.9 MeV.



3.4. Conclusions of Chapter 3 The FTBCS1+SCQRPA theory proposed in the present chapter includes the effect of quasiparticle-number fluctuation as well as dynamic coupling of quasiparticles to pairing vibrations. This theory also incorporates the corrections caused by the particlenumber projection within the LN method. We have carried out a thorough test of the developed approach within the Richardson model as well as two realistic nuclei, and



120



56



Fe



Sn. The analysis of the obtained pairing gaps, total energies, and heat capacities



shows that in the region of moderate and strong couplings, the QNF within the FTBCS1 (with or without SCQRPA corrections) smoothes out the sharp SN phase transition. As a result, the pairing gap does not collapse at critical temperature



,



but has a tail, which extends to high temperature T . The correction due to the particle-number projection within the LN method to the pairing gap is significant at



, which leads to a steeper temperature dependence



of the pairing gap in the region around



. At the same time, the SCQRPA correction



smears out the signature of a sharp SN phase transition even in heavy realistic nuclei such as



120



Sn.



The dynamic coupling to SCQRPA vibrations causes the deviation of the quasiparticle occupation number from the Fermi-Dirac distribution for non-interacting
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fermions. However, for a realistic heavy nucleus such as



120



Sn, this deviation is



negligible. Consequently, in these nuclei, the FTBCS1 and FTBCS1+SCQRPA predict similar results for the pairing gap and total energy. At the same time, for light systems, this deviation is stronger, therefore, the FTBCS1+SCQRPA offers a better approximation than the FTBCS1 in the study of thermal pairing properties of these nuclei. The fact that the total energies and heat capacities obtained within the FTBCS1 (FTLN1) + SCQRPA predictions agree reasonably well with the exact results for N = 10 as well as those obtained within the finite-temperature quantum Monte Carlo method for



56



Fe shows that the FTBCS1(FTLN1)+SCQRPA can be applied in further



study of thermal properties of finite systems such as nuclei, where pairing plays an important role. The best agreement is see between the FTLN1+SCQRPA and the GCE results. Compared to existing methods, the merit of the present approach lies in its fully microscopic derivation and simplicity when it is applied to heavy nuclei with strong pairing, where the effect of coupling to SCQRPA is negligible so that the solution of the SCQRPA can be avoided. In this case, thermal pairing can be determined solely by solving the FTBCS1 gap equation, which is technically as simple as the FTBCS one, whereas the exact diagonalization is impracticable (at
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0).



Chapter 4 SCQRPA at finite temperature and angular momentum 4.1. Pairing Hamiltonian for rotating system For hot rotating nuclei, we consider the Hamiltonian in rotating frame, which describes a system of N particles interacting via a pairing force with the parameter G , and rotating about the symmetry axis (noncollective rotation) at an angular velocity (rotational frequency)



with a fixed projection M (or K ) of the total angular



momentum operator along this axis. For a spherically symmetric system, it is always possible to make the laboratory-frame



axis, taken as the axis of quantization,



coincide with the body-fixed one, which is aligned within the quantum mechanical uncertainty with the direction of the total angular momentum, so that the latter is completely determined by its z -axis projection M alone. As for deformed systems, where the symmetry axis is the principal (body-fixed) axis, this noncollective motion is known as the “single-particle” rotation, which takes place when the angular momenta of individual nucleons are aligned parallel to the symmetry axis, resulting in an axially symmetric oblate shape rotating about this axis. Such noncollective motion is also possible in high- K isomers [6], which have many single-particle orbitals near the Fermi surface with a large and approximately conserved projection K of individual nucleonic angular momenta along the symmetry axis. Therefore, without losing generality, further derivations are carried out below for the pairing Hamiltonian of a spherical system rotating about the



axis [40, 50, 51], namely
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(4.1) where



is the well-known pairing Hamiltonian (4.2)



with



(



) denoting the operator that creates (annihilates) a particle with angular



momentum k , spin projection



, and energy



in the deformed basis with the positive



used to label the single-particle states single-particle spin projections states



(



. For simplicity, the subscripts k are



, whereas the subscripts − k denote the time-reversal



> 0). The particle number operator



and angular momentum



can be expressed in terms of a summation over the single-particle levels: (4.3) whereas the chemical potential



and angular velocity



are two Lagrangian multipliers



to be determined. By using the Bogoliubov transformation the Hamiltonian (4.1) is transformed into the quasiparticle Hamiltonian in the rotating frame as



(4.4) where (4.5) (4.6) They obey the following commutation relations (4.7) (4.8)



90



The coefficients



in Eq. (4.4) are given as (4.9)



whereas the expressions for the other coefficients



and



in Eqs. (4.4) and (4.9) are the same as those in Eqs. (8) – (12).



4.2. Gap and number equations Applying the same procedure introduced in Sec. 2.1.2 to minimize the Hamiltonian (4.4) in the grand canonical ensemble [Eq. (3.1)], we obtain the gap equations at finite temperature and angular momentum, which are formally look like gap equations derived in Sec. 2.1.2 with



, namely (4.10)



where (4.11) The quasiparticle-number fluctuation (QNF) included into the gap equation is given as (4.12) being the QNF for the nonzero angular momentum. Here (4.13) with the quasiparticle energies



defined as (4.14)



where



are the renormalized single particle energies: (4.15)
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The quasiparticle occupation numbers



are approximated by the Fermi-Dirac



distribution of non-interacting fermions, which have the following form (4.16) The equations for particle number and total angular momentum are found by taking the average of the quasiparticle representation of Eq. (4.3) in the grand canonical ensemble (3.1). As the result we obtain (4.17) (4.18) with (4.19) The Bogoliubov's coefficients, uk and vk , as well as the quasiparticle energy Ek , which are the same as Eqs. (2.15) and (2.16), contain the self-energy correction − Gvk2 . It describes the change of the single-particle energy



as a function of the particle



number starting from the constant HF single-particle energy as determined for a doubly-closed shell nucleus. This self-energy correction is usually discarded in many nuclear structure calculations, where experimental values or those obtained within a phenomenological potential such as the Woods-Saxon one are used for single-particle energies, on the ground that such self-energy correction is already taken care of in the experimental or phenomenological single-particle spectra. As all calculations in this section use the constant single-particle levels, determined at T = 0 within the schematic doubly-folded multilevel equidistant model and within the Woods-Saxon potentials, we also choose to neglect, for simplicity, the self-energy correction − Gvk2 from the right-hand sides of Eqs. (4.13) and (1.14) in the numerical calculations. We call the set of equations (4.10), (4.11), (4.17) and (4.18) as the FTBCS1
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equations at finite angular momentum. By neglecting the QNF (4.12), as well as the screening factors



and



, i.e. setting



in Eq. (2.13), one recovers



from Eqs. (4.10), (4.17) and (4.18) the well-known FTBCS equations at finite angular momentum presented in Refs. [40, 51].



4.3. Coupling to the SCQRPA vibrations 4.3.1. SCQRPA equations and screening factors The derivation of the SCQRPA equations at finite temperature and angular momentum is carried out in the same way as that for T = 0 as well as



, and is formally



identical to Eqs. (2.46) and (2.47). The only difference is the expressions for the screening factors



and



at the right-hand side of Eq. (4.15), which are



now the functions of not only the SCQRPA amplitudes, but also of the expectation values



and



of the SCQRPA operators. The details of the derivation



are given in Sec. 3.2.1.



4.3.2. Quasiparticle occupation numbers The quasiparticle occupation numbers (4.16) are calculated by coupling to the SCQRPA phonons using the same method introduced in Sec. 3.2.2, namely, the method of double-time Green's functions [5, 74]. We represent the Hamiltonian (4.4) in the form as



(4.20) which is qualitative similar to Eq. (3.14) but the quasiparticle operators is now separated into two operators



and



due to the appearance of angular momentum.



We then introduce the two double-time Green's functions for the quasiparticle
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propagations (4.21) as well as those corresponding to quasiparticle ⊗ phonon couplings



(4.22) Following the same procedure introduced in 3.2.2, we obtain the final equations for the quasiparticle Green's functions



in the following form (4.23)



where (4.24) (4.25)



(4.26) (4.27) In Eqs. (4.25) – (4.27), the imaginary parts of



( real) of the analytic continuation



into the complex energy describe the damping of quasiparticle excitations



due to coupling to SCQRPA vibrations,



is the phonon occupation



number, and is a sufficient small parameter. These results allow to find the spectral intensities



from



the



relations



in the form (4.28)
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and, finally, the quasiparticle occupation numbers (4.16) as (4.29) In the limit of quasiparticle damping



can be approximated with the



Fermi-Dirac distribution (4.30) where functions



are the solutions of the equations for the poles of the quasiparticle Green's (4.23), namely (4.31)



It is easy to see that, in the nonrotating limit ( (4.9),



0), one has



from Eq.



from Eqs. (4.29), and all above-derived formalism is reduced to that



presented in Sec. 3.2.2.



4.4. Analysis of numerical results 4.4.1. Ingredients of numerical calculations The SCQRPA at finite temperature and angular momentum is tested within a schematic model as well as several nuclei with realistic single-particle spectra. For the schematic model, we use a model with N particles distributed over



doubly-folded



equidistant levels, interacting via the pairing force with the constant parameter G . When the interaction is switched off, all the lowest particles so that each k -th level with energy



levels are filled up with N MeV (



occupied by two particles with the spin projections equal to



) is with



This model becomes to the Richardson model by setting all single-particle spin projections



. The results obtained for N = 10



and G = 0.5 MeV are analyzed. As for the realistic nuclei, we carry out the
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calculations for neutrons in



20



O and



44



Ca, whereas the contribution of proton and



neutron components to nuclear pairing is studied for the well-deformed



22



Ne nucleus,



where a backbending of moment of inertia as a function of the square of angular velocity was detected [69]. The calculations use the single-particle energies generated at T = 0 within deformed Woods-Saxon potentials. For the slightly axially deformed 20



O, the multipole deformation parameters



, and



to 0.03, 0.0, -0.108, 0.0, and -0.003, respectively. For



22



are chosen to be equal



Ne, the axial deformation is



rather strong with these parameters taking the values equal to 0.326, 0.0, 0.225, 0.0, and 0.011, respectively. For the spherical



44



Ca, all the deformation parameters



are



set to be equal to zero. Other parameters of Woods-Saxon potentials are taken from Table 1 of Ref. [10]. The neutron single-particle spectrum for



20



O includes all levels



up to the shell closure with N = 20 (between around -25.84 MeV and 0.49 MeV), from which two orbitals, 1d 3/2 and 1d1/2 , are unbound. These unbound states have been shown to have a large contribution to pairing correlations in neutron single-particle spectrum for



44



20 − 22



O isotopes [4]. The



Ca include all bound states between around -



35.6 MeV and -1.05 MeV, up to the 2 p1/2 orbital of the closed shell with N = 50. The single-particle spectra for



22



Ne consist of all 11 proton bound states between -30.23



-0.156 MeV, and 12 neutron ones between -29.834



-0.742 MeV. The



values of pairing interaction parameter G are chosen so that the pairing gaps obtained at zero temperature and zero angular momentum match the experimental values extracted from the odd-even mass differences for these nuclei, namely, 20



O,



44



Ca,



4 MeV for protons in 22



22



Ne, and 3, 2, and 3 MeV for neutrons in



Ne, respectively.



The numerical calculations are carried out within the FTBCS and FTBCS1 for the level-weighted pairing gap



as functions of temperature T , angular



momentum M , and angular velocity . The effect caused by coupling to SCQRPA
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vibrations is analyzed by studying the total energy



and heat capacity



, whereas the backbending is studied by considering the momentum of inertia as a function of



4.4.2.



as T varies.



Results within the doubly-folded multilevel equidistant model



Shown in Figs. 4.1 (a) and 4.1 (d) are the level-weighted pairing gaps of T at various M , whereas the dependence of



on M at several T is displayed in



Figs. 4.1 (b) and 4.1(e). Finally, Figs. 4.1 (c) and 4.1 (f) show the gaps of the angular velocity



as functions



as functions



at various T . All the results are obtained for the system with



N = 10 and G = 0.5 MeV, from which the left panels are the predictions by the



FTBCS theory, whereas the right panels are those by the FTBCS1 one. It is clearly seen from Figs. 4.1 (a) and 4.1 (b) that the FTBCS gap decreases with increasing T ( M ) at M = 0 ( T = 0) up to a certain critical value



0.77 MeV (



the FTBCS gap collapses. The collapse of the pairing gap at



), where (at T = 0) was



proposed by Mottelson and Valatin as being caused by the Coriolis force, which breaks the Cooper pairs [53]. This feature remains with the FTBCS gap as a function of M , when



0, but with decreasing



as T increases beyond 0.6 . As for the



behavior of the FTBCS gap as a function of T , one notices that, at M slightly larger than



, the so-called thermally assisted pairing correlation takes place, in which the



pairing gap is zero at again to vanish at



, increases at



to reach a maximum, then decreases



[See. Fig. 4.1 (a) for



1]. This interesting



phenomenon was predicted and explained, for the first time, by Moretto in Refs. [50, 51] by applying the FTBCS to the uniform model. At gap remains.
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1.1, no FTBCS pairing



Figure 4.1: Level-weighted pairing gaps and as functions of M [(b), (e)] and



as functions of T at various M [(a), (d)],



[(c), (f)] at several T for N = 10, G = 0.5 MeV



obtained within the FTBCS (left) and FTBCS1 (right).
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Instead all the values of the FTBCS1 gap obtained at various M seem to saturate at a value of around 2.25 MeV at T > 5 MeV. This feature shows that, the effect of angular momentum on reducing the pairing correlation is significant only at low T . In the high temperature region, the QNF leads to a persistence of the pairing correlation in a rotating system. Compared to the FTBCS theory, when the QNF is neglected, the effect of thermally assisted pairing correlation also takes place at 1.1. However, the FTBCS1 gap is now zero at and remains finite at



, reappears at



,



. This result is found in qualitative agreement with those



obtained in the exact calculations of the canonical gap of in Ref. [31], where the reappearance of the pairing gap at finite T and



is related to the strong fluctuations of



order parameter in the canonical ensemble of small systems such as metal clusters and nuclei. In this study, we point out the QNF as the microscopic origin of this effect. The QNF has a similar effect on the behavior of the pairing gap



as a function



of angular momentum. As low T , when the QNF is still negligible, the FTBCS and FTBCS1 gaps as functions of M are similar. They both decreases as M increases, and collapse at



and at M slightly higher than



for 0



0.2, contrary to



the trend within the FTBCS theory, where M c (T ) decreases as T/Tc increases above 0.6 discussed above [Compare Figs. 4.1 (b) and 4.1 (e)]. At



0.8, e.g., the



collapsing points of the FTBCS and FTBCS1 gaps are



0.85, and 2.9,



respectively. The FTBCS and FTBCS1 pairing gaps are displayed in Figs. 4.1 (c) and 4.1 (f) as functions of angular velocity



at various T . For



0.2, the pairing gap



undergoes a backbending, which will be discussed in the Sec. 4.4. At



0.2 no



backbending is seen for the pairing gaps. This result agrees with those obtained in calculations



within



the



finite-temperature



Hartree-Fock-Bogoliubov



cranking



(FTHFBC) theory, which is applied to the two-level model in Ref. [34]. Within the
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FTBCS1, the pairing gaps at large M become enhanced with T , in agreement with the results obtained within an exactly solvable model for a single



shell in Ref. [65].



4.4.3. Results for realistic nuclei Shown in Fig. 4.2 are the level-weighted pairing gaps as functions of T , M and obtained within the FTBCS and FTBCS1 theories for neutrons in ( at M = 0) and



20



O. The values of



(at T = 0) are found equal to 1.57 MeV and 4 , respectively.



Figure 4.2: Same as Fig. 4.1 but for neutrons in



100



20



O using G = 1.04 MeV.



Figure 4.3: Same as Fig. 4.1 but for neutrons in



101



44



Ca using G = 0.48 MeV.



Compared to the case with schematic model discussed in the previous section, the difference is that no thermally assisted pairing correlation appears within the FTBCS for



20



O. All the FTBCS gaps behave similarly as functions of T with



increasing M . At a given value of M , they decrease with increasing both T , and . A similar behavior is seen for the gaps as



collapse at some values



functions of M at a given value of T . Here the critical value



for the angular



momentum, at which the gap collapses is found decreasing with increasing T so that [See Figs. 4.2 (a) and 4.2 (b)]. Meanwhile, the temperature dependence of the FTBCS1 gap in Fig. 4.2 (d) shows a clear manifestation of the thermally assisted pairing gap. As M increases up to increasing T up to T ; 1.5



0.8, the gap decreases monotonously with



, higher than which the gap seems to be rather stable



against the variation of T . At



0.9, the reentrance of thermal pairing starts to



show up as the enhancement of the tail at



. When



becomes equal to or



larger than 1, the gap completely vanishes at low T , but reappears starting from a certain value of T , above which the gap increases with T and reach a saturation at high T . At



3 MeV, all the gaps obtained at different values of M seem to



coalesce to limiting value around 0.7 – 0.8 MeV. At a given value of T in the region 0.7, as shown in Fig. 4.2 (e), the pairing gaps decrease steeply with increasing T and all collapse at the same value



. This difference compared to the FTBCS



theory comes from the presence of the QNF. At stronger, which pushes up the collapsing point to some oscillation occurring in the region between 0.8



0.8, the QNF becomes . One can also sees 1.4 because of the



shell structure. The collapsing point might be shifted even further to higher M with increasing T , but at too high T the temperature dependence of single-particle energies becomes significant so that the use of the spectrum obtained at T = 0 is no longer valid [7].
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The pairing gaps as functions of angular velocity



obtained at various T within



the FTBCS and FTBCS1 theories are plotted in Figs. 4.2 (c) and 4.2 (f), respectively. As



and



are positive, at T = 0, the quasiparticle occupation number



always zero, whereas and 1 if



is a step function of



is



, which is zero if



. As the result, the FTBCS and FTBCS1 gaps decrease with



increasing



in a stepwise manner up to a critical value



, where they vanish. At



0, the Fermi-Dirac distribution replaces the step function, which washes out the stepwise manner in the behavior of the gaps as functions of the . This feature is qualitatively similar to those in Ref. [31]. Here again, once can see that, at



0.8,



the QNF is so strong that the collapse of the FTBCS1 gap is completely smoothed out [Fig. 4.2 (f)].



Figure 4.4: Level-weighted pairing gaps as functions of T at various M obtained within the FTBCS (left) and FTBCS1 (right) for neutrons [(a), (c)], and protons [(b), (d)] in



22



Ne using



1.0 MeV and



1.32 MeV.
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The level-weighted pairing gaps



for neutrons in



a similar behavior as functions of T , M and



44



Ca shown in Fig. 4.3 have



with the values of



and



are found



to be 1.07 MeV and 8 , respectively. The thermally assisted pairing gap appears at 1.0 but the high- T tail is much depleted due to a weaker QNF in a heavier system compared to that in



20



O. The well deformed nucleus



22



Ne has both neutron and



proton open shells, therefore the gap and two number equations for protons (p) and neutrons (n) are simultaneously solved together with one equation for the total angular momentum



to obtain the pairing gaps



protons, the corresponding quantities, velocity



and



and chemical potential



for



, for neutrons, as well as the angular



of the entire nucleus [52]. The level-weighted pairing gaps as functions of T



at several M obtained for neutrons and protons in



22



Ne are shown in Fig. 4.4. The



FTBCS neutron gaps become depleted with increasing M , and completely disappears at



. As a function of T , the FTBCS neutron gaps decrease as T increases and



collapse at



, which decreases from



1.7 MeV to



MeV. The FTBCS1 gaps obtained at with increasing high as 4 MeV. At



1.1



never collapse, but gradually decrease



, and remains a finite value of around 0.4 MeV at T as , whereas there is no FTBCS gap, the thermally assisted



pairing gap appears within the FTBCS1 theory at T > 0, increases with T to reach a maximum at T ~ 1.5 MeV, then decreases slowly the reach the same high- T limit of around 0.4 MeV at



4 MeV. The situation is the similar for the proton pairing gaps,



where the effect of thermally assisted pairing correlation takes place at the rather stable values of the gap against T > 3 MeV.
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with



Figure 4.5: Moment of inertia as a function of the square



of angular velocity



obtained within the FTBCS (left) and FTBCS1 (right) at various T for N = 10 [(a), e)], neutrons in



20



O [(b), (f)] and



44



Ca [(c), (g)], and the whole



both proton and neutron gaps) [(d), (h)].
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22



Ne nucleus (including



4.4.4. Backbending The backbending phenomenon is most easily demonstrated by the behavior of the moment of inertia



as a function of the square



curve first increases with



up to a certain region of



of angular velocity . This , where the increase suddenly



becomes very steep, and the curve even bends backward. This phenomenon is understood as the consequence of the no-crossing rule in the region of band crossing [46]. The SN phase transition has been suggested as one of microscopic interpretations of backbending [58, 53]. The values of the moment of inertia



, obtained at various T within the



schematic model as well as realistic nuclei, is plotted in Fig. 4.5. In the schematic model, one can see in Figs. 4.5 (a) and 4.5 (e) a sharp backbending, which takes place . As the QNF is negligible in this temperature



at very low temperatures,



region, the predictions by the FTBCS and FTBCS1 theories are almost identical. As T increases, the moment of inertia obtained within the FTBCS changes abruptly to reach the rigid-body value, generating a cusp, whereas, under the effect of QNF, the value obtained within the FTBCS1 theory gradually approaches the rigid-body value in such a way that the cusp is smoothed out. While no signature of backbending is seen in the results obtained in



20



O [Figs. 4.5 (c) and 4.5 (f)] and



backbending can be seen in



22



44



Ca [Figs. 4.5 (d) and 4.5(g)],



Ne [Figs. 4.5 (d) and 4.5 (h)] at



agreement with the experimental data reported in Ref. [69].
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0.4 MeV in



Figure 4.6: Level-weighted pairing gaps



for N = 10 with G = 0.5 MeV [



MeV in Eqs. (4.26) and (4.27)]. (a1) – (c1):



0.1



vs temperature T at different angular



momenta M . (a2) – (c3): Results obtained at different values of T , namely, (a2) – (c2):



vs M ; (a3) – (c3):



vs angular velocity . The dotted, thin solid, thick solid,



thin dash-dotted, thick dash-dotted lines are results obtained within the FTBCS, FTBCS1, FTBCS1+SCQRPA, FTLN1, FTLN1+SCQRPA, respectively. The solid lines with circles and boxes in (a1) and (a3) correspond to two definitions



and



of the canonical gaps at T = 0 , respectively (See Sec. 4.4.6). In (a2) the dashed lines connecting the discrete values of the corresponding canonical gaps at T = 0 are drawn to guide the eye.
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4.4.5. Corrections due to particle-number projection and coupling to the SCQRPA vibrations Shown in Figs. 4.6 and 4.7 are the level-weighted pairing gaps and moment of inertia, obtained within the schematic model with N = 10, where predictions offered by several approaches, namely the FTBCS, FTBCS1, FTBCS1 + SCQRPA, FTLN1, and FTLN1+SCQRPA, are collected. In Fig. 4.6, the canonical gaps ) [Fig. 4.6 (a1)], (



at (



and



obtained



) [Fig. 26 (a2)], and (



)



[Fig. 4.6 (a3)], are also shown (See Sec. 4.4.6 for the detailed discussion of the canonical results).



Figure 4.7: Moment of inertia



as function of the square



various T for N = 10 with G = 0.5 MeV (



of angular velocity at



0.1 MeV). Notations are the same as in



Fig. 4.6. As seen from Figs. 4.6, the effect due to the SCQRPA corrections on the pairing gap increases with M . At



0.8 it is rather weak, causing only a slight



enhancement of the gap at 1.2



2 MeV as compared with the FTBCS1 results



[Figs. 4.6 (a1) and 4.6 (b1)]. However, it becomes important at (c1), 4.6 (a2) – 4.6 (c2)], or



0.2 MeV



(at



In particular, the reappearance of the thermal gap at



[Figs. 4.6



) [Figs. 4.6 (b3) and 26 (c3)]. is significantly



enhanced by the SCQRPA corrections [Figs. 4.6 (c1) and 4.6 (c2)]. For the moment of
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inertia [Figs. 4.7 (a) – 4.7 (c)], the SCQRPA corrections are important only at low T and



0.25 MeV



. At T > 1 MeV, the predictions by all the approximations for



saturate to the rigid-body value. As compared to the predictions by the FTBCS1 and FTBCS1+SCQRPA, the corrections due to LN-PNP are important only at low T and M . As the result, the gap is pushed up to be closer to the canonical results at



and M = 0 [Fig. 4.6 (a1)].



This feature is well-known and has been discussed within the present approach at M = 0 in Sec. 3.3. At



0(



0), the effect due to LN-PNP is noticeable in the gaps as



functions of M (or ) only at [



], otherwise



the FTLN1 (FTLN1+SCQRPA) results are hardly distinguishable from the FTBCS1 (FTBCS1+SCQRPA) ones [Figs. 4.6 (b2), 4.6 (c2), 4.6 (b3), and 4.6 (c3)]. Consequently, for the moment of inertia, the LN-PNP corrections to the FTBCS1 (FTBCS1+SCQRPA) results are important only at (



) [Figs. 4.7 (a) – 4.7



(c)]. In particular, the results at T = 0 [Fig. 4.7 (a)], where the BCS1 coincides with the BCS, show that, backbending becomes less pronounced within the SCQRPA and LNSCQRPA. For this reason, the corrections due to LN-PNP are omitted in the results obtained for realistic nuclei below. Shown in Figs. 4.6 – 4.9 are the pairing gaps, total energies and heat capacities as functions of T obtained at



0, 0.4, and 0.8 within the FTBCS, FTBCS1 and



FTBCS1 + SCQRPA for the schematic model with N = 10 as well as realistic nuclei, 20



O and



44



Ca. The SCQRPA corrections are significant for the total energy in light



systems (N = 10 and In medium



44



20



O) due to the important contributions of the screening factors.



Ca nucleus, the SCQRPA corrections for the total energy are quite small



compared to the FTBCS1 result, except for the case at T = 0 and M = 0. With increasing M the pairing gap decreases. As the result, the total energy becomes larger but the relative effect of the SCQRPA correction does not change. For the heat capacity, as has been reported in Sec. 3.3.2, the spike at
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obtained within the FTBCS



theory, which serves as the signature of the sharp SN phase transition, is smeared out within the FTBCS1 theory into a bump in the temperature region around



. With



increasing M , this bump becomes depleted further. Finally, the SQRPA corrections erase all the traces of the sharp SN phase transition in the model case as well as realistic nuclei.



Figure 4.8: Level-weighted pairing gaps



, total energies , and heat capacities C as



functions of temperature T for three values of angular momentum M obtained within the FTBCS (dotted lines), FTBCS1 (thin solid lines) and FTBCS1+SCQRPA (thick solid lines) for neutrons in O with G = 1.04 MeV (
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0.1 MeV).



Figure 4.9: Same as in Fig. 4.8 but for neutrons in



44



Ca with G = 0.48 MeV (



0.1



MeV).



Figure 4.10: (a) Canonical moment of inertia vs (solid line) and



(dotted line) vs ; (c):



N = 10 and G = 0.5 MeV at T = 0.
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; (b): Absolute values vs



for the schematic model with



4.4.6. On the comparison with canonical results It has been shown in Sec. 4.4.2 that the FTBCS1 (FTBCS1+SCQRPA) produces results in qualitative agreement with the canonical ones of Ref. [31], in particular, the reappearance of the thermal gap at



0. However, it is important to make clear the



difference between the predictions by BCS-based approaches and the canonical results. As a matter of fact, the -projection M of the total angular momentum within the FTBCS (FTBCS1) approach is temperature-independent. At T varies, by solving the FTBCS (FTBCS1) equations, the angular velocity



is defined as a Lagrangian



multiplier so that M , being the thermal average of the total angular momentum within the grand canonical ensemble (103), remains unchanged. In this way, within the FTBCS (FTBCS1), the angular velocity



varies with T , whereas M does not. Similar



to that for choosing the chemical potential



to preserve the (grand-canonical



ensemble) average particle-number N , this constraint is physically reasonable when the total angular momentum is conserved as in the noncollective rotation of spherical systems or rotation of axially symmetric systems about the symmetry axis, as has been discussed in Sec. 1. On the contrary, the canonical results in Ref. [31] are obtained by embedding the eigenvalues



in the canonical ensemble with the partition



function (4.32) Here



denote the eigenvalues of the



th state with seniority



are the -projections of angular momenta of



at



nucleons. While the eigenvalues



obtained by separately diagonalizing the pairing Hamiltonian rotational part following



Ref.



of the partition function [44].



The



resulting
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0, whereas



canonical



are



in Eq. (4.2), the is calculated average



value



of angular momentum, therefore, varies with T . On the other hand, the angular velocity



just plays the role of an independent



parameter, therefore, does not depend on T . By the same reason, each canonical average value of inertia



corresponds to a single value of , i.e. the canonical moment



undergoes no backbending, as shown in Fig. 4.10 (a).



Because of this principal difference, a quantitative comparison between the FTBCS (FTBCS1) results, and the canonical ones as functions of M (or ) at T ≠ 0 unfortunately turns out to be impossible. To establish a meaningful correspondence, one needs to know the exact eigenvalues of the ground state as well as all excited states of the pairing problem described by Hamiltonian (149) so that, by embedding the eigenvalues in the grand canonical ensemble, to keep



becomes a function of T in such a way



always equal to M . To our knowledge, this problem still remains



unsolved. One may also try to estimate the results within the microcanonical ensemble. However, here one faces a problem of extracting the nuclear temperature, which is rather ambiguous at low level density (small N ) within the schematic model under consideration [68], whereas the extension of exact solution of the pairing problem to 0 is unpracticable at



16.



Therefore, in the present study, we can only compare the predictions of our approach with the canonical results as functions of temperature T at M = 0, or as functions of M (or angular velocity ) at T = 0. For this purpose, and given several definitions of the “effective” gaps existing in literature, we choose to employ in the present study two definitions of the canonical gaps,



and



. They should be



understood as effective ones since a gap per se, which is a mean-field concept, does not exist in the exact solutions of the pairing problem. The canonical gap



is defined from the pairing energy



of the system as (4.33)
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Here



is the total energy within the canonical ensemble with the partition function given by Eq. (4.32) of a system rotating at angular velocity , or with the



partition function



at M = 0. The term



denotes the energy of the single-



particle motion described by the first term at the right-hand side of the pairing Hamiltonian



in Eq. (4.2). Functions



are occupation numbers of kth orbitals becomes that of the mean-field once



within the canonical ensemble. The energy the single-particle occupation numbers



are replaced with those describing the Fermi-



Dirac distributions of independent particles. The energy



comes from the



uncorrelated single-particle configurations caused by the pairing interaction in Hamiltonian (4.2). Therefore, by subtracting the term energy



from the total



, one obtains the result that corresponds to the energy due to pure pairing



correlations. The definition (4.33) is similar to that given in Eq. (1.42). It is, however, different from the canonical gap



, which is used in Refs. [31]. The latter is defined



as (4.34) where



is the total canonical energy The canonical gaps



and



at G = 0.



are shown in Figs. 4.6 (a1), 4.6 (a2), and 4.6



(a3) as functions of temperature T (at M = 0), angular momentum M (at T = 0), and angular velocity



(at T = 0), respectively. It is seen from these figures that the



difference between the two canonical gaps



and



is rather significant at large T



for M = 0, and at large M (or ) for T = 0. The reason is rather simple since the definition (4.33) of



is rather similar to that for the BCS gap. As a matter of fact, by



replacing the canonical single-particle occupation numbers coefficients



, and the total energy



with the Bogoliubov's



with that obtained within the BCS theory, the
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gap



reduces to the usual BCS gap. Meanwhile, by doing so with



, the energy



just reduces to the Hartree-Fock energy, leaving the uncorrelated energy out of the definition. Consequently, as functions of T , the gaps predicted by the BCS-based approaches under consideration agree better with the canonical gap than with



[Fig. 4.6 (a1)].



As functions of angular velocity , both the squared values (4.33) and (4.34) of the canonical gaps undergo a stepwise decrease with increasing . The step occurs whenever the state of the lowest energy changes from



to , causing a stepwise



[31]. Therefore, for N = 10, the pairs are gradually broken in 5



increase of



steps with a corresponding stepwise increase of seniority



from 0 to 10 by two units in



each step. However, Fig. 4.10 (b) shows that the absolute value of the uncorrelated energy



, which enters in the definition (4.33) of the gap



that of the difference



, becomes larger than



already at the second step, leading to



4.10 (c)], i.e. an imaginary value for



0 [Fig.



. As the result, instead of collapsing as



5 steps at a rather large value of M (or ), the canonical gap steps at a value of M (or ) much closer to



(or



in



collapses in two



) for the BCS gap [Figs. 4.6 (a2)



and 4.6 (a3)]. Once again, this makes the gaps predicted by the BCS-based approaches as functions of M (or ) agree better with the canonical gap



, rather than with



[Figs. 4.6 (a2) and 4.6 (a3)].



4.5. Conclusions of Chapter 4 In Chapter 4, we extend the FTBCS1 (FTBCS1 + SCQRPA) theory introduced in Chapter 3 to finite angular momentum to study the pairing properties of hot nuclei, which rotate noncollectively about the symmetry axis. The FTBCS1 theory includes the QNF whereas the FTBCS1 + SCQRPA also takes into account the correction due
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to dynamic coupling to SCQRPA vibrations. The proposed extension is tested within the doubly degenerate equidistant model with N = 10 particles as well as some realistic (spherical and deformed) nuclei,



20



O,



22



Ne, and



44



Ca. The numerical calculations were



carried out within the FTBCS, FTBCS1, and FTBCS1 + SCQRPA for the pairing gap, total energy, and heat capacity as functions of temperature T , total angular momentum M , and angular velocity . The corrections due to the Lipkin-Nogami particle-number



projection were also discussed. The analysis of the numerical results show that the proposed approach is able to reproduce the effect of thermally assisted pairing correlation, which takes place in the schematic model within the FTBCS theory, according to which a finite pairing gap can reappear within a given temperature interval,



(



), while it is zero beyond this interval. However, this



phenomenon does not show up in realistic nuclei under consideration. Under the effect of QNF, the paring gaps obtained within the FTBCS1 at different values M of angular momentum decrease monotonously as T increases, and do not collapse even at hight T in the schematic model as well as realistic nuclei. The effect of thermally assisted pairing correlation is seen in all the cases, but in such a way that the pairing gap reappears at a given



and remains finite at



, in



qualitative agreement with the canonical results of Ref. [31]. The backbending of the moment of inertia is found in the schematic model and in



22



Ne in the low temperature region, whereas it is washed out with increasing



temperature. This effect does not occur in



20



O and



44



Ca, in consistent with existing



experimental data and results of other theoretical approaches. The effect caused by the corrections due to the dynamic coupling to SCQRPA vibrations on the pairing gaps, total energies, and heat capacities is found to be significant in the region around the critical temperature



of the SN phase transition



and/or at large angular momentum M (or angular velocity ). It is larger in lighter systems. As the result, all the signatures of the sharp SN phase transition are smoothed



116



out in both schematic model and realistic nuclei. The SCQRPA corrections also significantly enhance the reappearance of the thermal gap at finite angular momentum. On the other hand, the effect caused by the corrections due to PNP is important only at temperatures below



, and at quite low angular momenta. In particular, it makes



backbending less pronounced at T = 0.
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Summary and outlook The present dissertation studies the effects of quantal and thermal fluctuations on the pairing properties of atomic nuclei. As these effects are very important in finite small systems, they need to be taken into account so that the predictions by the well-known theories such as the BCS one and RPA become reliable when applied to light nuclei. Despite many attempts to include the quantal and thermal fluctuations in the BCS and RPA theories, a fully self-consistent microscopic approach has been absent so far. This issue is resolved for the first time in the present dissertation, where a selfconsistent quasiparticle random-phase approximation (SCQRPA) is proposed that works for atomic nuclei and other finite systems not only at zero temperature but also at finite temperature and angular momentum at any given value of the pairing interaction parameter. The SCQRPA also incorporates the particle-number projection within the Lipkin-Nogami method to remove the quantal fluctuations caused by the violation of particle number inherent in the conventional BCS theory. The quantal and thermal fluctuations are included in the SCQRPA in a fully selfconsistent and microscopic way. The proposed approach was tested within the model cases, whose exact solutions are possible, as well as several realistic nuclei ranging from light to heavy systems. In Chapter 1, the dissertation conducts a systematic comparison for pairing properties of finite systems at non-zero temperature by embedding the exact solutions of the pairing Hamiltonian in three principle thermodynamic ensembles, namely, the grand canonical ensemble (GCE), canonical ensemble (CE) and micro canonical ensemble (MCE). The tests within the Richardson model show the small differences between the results obtained within the exact calculations of the GCE and CE even in systems with small particle numbers. For MCE, there is a ambiguity in the temperature
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extracted from the discrete level density, which depends on the shape and parameter of the smoothing function. A novel formula to extract the thermal pairing gap from oddeven mass energy differences is also suggested in Chapter 1. This formula subtracts the uncorrelated single-particle motion from the total energy or binding energy of systems resulting a much better agreement with the canonical gap than the simple extension of the odd-even formula to finite temperature. Chapter 2 presents a fully derivation of the SCQRPA and SCQRPA with Lipkin-Nogami particle-number projection (LNSCQRPA) at zero temperature for the Richardson model. The results obtained in this chapter show that the use of LipkinNogami method, significantly improves the agreement between the results obtained within the present approach and the exact ones in the overall region of coupling strength G ranging from weak to strong coupling. In the limit of very large G, all the approximations offer the same value as that of the exact one. The SCQRPA proposed in this chapter can be useful to describe the ground state as well as excited states of small systems such as light and unstable nuclei, where the validity of the quasi-boson approximation and that of the conventional BCS are poor. The SCQRPA (LNSCQRPA) at zero temperature proposed in Chapter 2 is extended



to



finite



temperature



in



Chapter



3.



The



resulting



approaches,



FTBCS1(FTLN1) + SCQRPA include the effect of quasiparticle-number fluctuation as well as dynamic coupling to the pairing vibrations. The results obtained within the Richardson model as well as two realistic nuclei,



Fe and



Sn, show that the



quasiparticle-number fluctuation (QNF) is the microscopic origin which smoothes out the superfluid-normal (SN) phase transition in nuclei. As the result, the pairing gaps obtained within the FTBCS1(FTLN1) with or without coupling to the pair vibration do not collapse at critical temperature as predicted by the conventional FTBCS theory but has a tail, which extends to high temperature. The results obtained also agree well with the exact solutions of the model case as well as the finite-temperature quantum Monte
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Carlo method for realistic Fe nucleus. The corrections due to the dynamic coupling to the SCQRPA vibrations, which causes the deviation of the quasiparticle occupation number from the Fermi-Dirac distribution for non-interacting fermion, significantly improves the agreement between the FTBCS1(FTLN1)+SCQRPA results and the exact and Quantum Monte-Carlo calculations. These corrections are found to be negligible in realistic heavy nucleus such as



Sn.



Chapter 4 proposes a extended version of finite-temperature SCQRPA to finite angular momentum to describe the pairing properties in a hot rotating system. The proposed aprroach is tested within the schematic multilevel model as well as some realistic spherical and deformed nuclei, O, Ne, and



Ca. The results obtained again



show that the quasiparticle-number fluctuation is the microscopic origin, which smooths out the superfluid-normal phase transition in not only hot but also hot rotating systems. We also found that in this hot rotating systems, because of quasiparticlenumber fluctuation, a tiny system in the normal state at zero temperature can turn superconducting at finite temperature. The backbending effect can be seen in the schematic model and in realistic well-deformed



Ne nucleus in the region of low



temperature, which is consistent with the experimental finding and the results of other theoretical predictions. The present approach disentangle the origin of the quantal and thermal fluctuations in finite small systems, which could not be revealed in the exact solutions, where all fluctuations are automatically included. Compared to existing methods, the merit of present approach lies in its fully microscopic derivation and simplicity when it is applied to heavy systems, where exact solutions are impracticable because of the huge size of the matrix to be diagonalized. The present dissertation considers a simple pairing model with the constant monopole pairing interaction. Depending on specific studies, other realistic interactions and/or multipole deformations can also be included in a straightforward manner.
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The SCQRPA proposed in the present dissertation has a number of promising applications. To mention a few of them, let us recall that the test of this theory conducted in several neutron-rich isotopes in the present dissertation shows that the SCQRPA can serve as a good tool to study neutron-rich and unstable nuclei, especially the light ones, where the conventional QRPA fails or its validity is questionable. The study of nuclear level densities, where the BCS overestimates the experimental data [64], shall be another prospective application of the SCQRPA, where the ground-state correlations beyond the QRPA are self-consistently and microscopically taken into account. The study of the SN phase transition in nuclei as isolated self-sustained micro-systems is still an open question from both theoretical and experimental points of view. It is therefore highly desirable to explore the application of the SCQRPA in the study of thermodynamic properties of atomic nuclei within the microcanonical ensemble. This is the subject of our forthcoming study. Last but not least, relating to the recent experimental observation of the BoseEinstein condensation (BEC) in ultra-cold atomic Fermi gases [56], the encouraging results, obtained within the SCQRPA presented in Chapters 2 and 3, show a promising perspective for the application of this theory in the study of the crossover region of the BCS-BEC transition in atomic nuclei. This work has already been recently started and is now underway [20].
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