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Abstract A method is described for denoising multiple-echo data sets using singular value decomposition (SVD). Images are acquired using a multiple gradient- or spin-echo sequence, and the variation of the signal with echo time (TE) in all pixels is subjected to SVD analysis to determine the components of the signal variation. The least significant components are associated with small singular values and tend to characterize the noise variation. Applying a bminimum varianceQ filter to the singular values suppresses the noise components in a way that optimally approximates the underlying noise-free images. The result is a reduction in noise in the individual TE images with minimal degradation of the spatial resolution and contrast. Phantom and in vivo results are presented. D 2006 Elsevier Inc. All rights reserved. Keywords: Multiple echos; T2 decay; Singular value decomposition; Denoising



1. Introduction In magnetic resonance imaging (MRI), trade-offs usually have to be made between the signal-to-noise ratio (SNR), scan time and image quality, which can include the spatial resolution and contrast (i.e., temporal resolution). As a general rule the SNR is increased by acquiring more data points, and this can be achieved using any of four generic acquisition strategies in MRI; these are referred to as readouts, echos, repetition times (TRs) and averages. Approximate time scales associated with each acquisition are 103, 102, 100 and 102 s, respectively. Thus, acquiring readout points is the most time efficient way to increase SNR, while averaging is the least efficient. Beyond a certain limit, however, the time spent acquiring readout points cannot be increased without sacrificing image quality, and so, less time-efficient data acquisition methods must be employed to gain higher SNR. All but one of the above methods are routinely used to increase SNR, the exception being echos, for which there is no widely adopted technique. Several ideas have been proposed for combining the data from different echo times (TEs) but these can suffer from reduced spatial resolution and degraded contrast [1–3]. 4 Corresponding author. Tel.: +1 619 543 2947; fax: +1 619 543 3736. E-mail addresses: [email protected] (M. Bydder)8 [email protected] (J. Du). 0730-725X/$ – see front matter D 2006 Elsevier Inc. All rights reserved. doi:10.1016/j.mri.2006.03.006



One simple approach is to acquire p averages using a multiple-echo scan containing p echos and performing phase encoding on each echo (e.g., fast spin echo, echo planar imaging). The scan time is the same as a single average with pﬃﬃﬃ a single echo, but the SNR is p higher since p averages have been made. The disadvantage of this is that each image is a composite of data acquired at several time points, and the signal may change significantly between each acquisition (Fig. 1). As a consequence, the image is effectively low-pass filtered, causing a loss of spatial resolution. The different contrasts from short and long TEs also tend to be mixed. A second approach is to store the data from each echo separately so that an image is obtained at each TE (Fig. 2) and then combine them into a single composite image. One previous study proposed matched filtering as a way of combining multiple-echo data sets that gives the theoretically optimal SNR at full spatial resolution [1]. However, the contrast in the final image is degraded since the highest signals contribute most to the final image. The approach of making weighted linear combinations of the data from different TEs is very general and has been proposed independently using different SNR or contrast optimization criteria to determine weights [2,3]. A variation on the second approach is to use specific mathematical functions to model the variation with TE, such as an exponential decay and/or an in- and out-of-phase
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where mn is of the order 104–105 and p is of the order 100–101. The SVD returns three matrices H ¼ U SV 



Fig. 1. Schematic diagram of one type of multiple-echo acquisition (e.g., fast spin echo, echo planar imaging). Note: each echo represents one readout line (e.g., 256 readout points).



oscillation [4,5]. Although the primary purpose of the modeling is to determine the chemical composition of the signal, a secondary consequence is that features not captured by the model are excluded. Ideally, these are just noise, and thus, the modeling performs a crude denoising of the images. The mathematical functions chosen for the model relate to the MRI physics, although in general, the signal can be decomposed into any basis set of functions. Clearly, the choice of basis set depends on the purpose of the data processing. For example, in magnetic resonance spectroscopy, the signal is described in terms of set of complex exponential functions at different frequencies (i.e., by Fourier transform) since these relate to the chemical composition of the tissue. For denoising, the purpose is to separate the images into signal components and noise components and then discard the latter. Singular value decomposition (SVD) is an optimal method for this type of analysis [6] and can be used to identify a basis set of components for the TE variation. Denoising is achieved by retaining the most significant components and suppressing the least significant components. This leads to the goal of the present study: to develop a method for denoising multiple-echo data sets with minimal loss of spatial resolution and image contrast. 2. Theory 2.1. Data matrix for SVD Denoising of time-series data is an important and wellstudied area of signal processing. Optimal methods have been developed for this type of analysis — notably SVD, which can be used to decompose the signal into a number of components ordered by their contribution to the variance. To determine the set of components for a multiple-echo data set, the TE variation of each pixel is stored as a row in a matrix H, which is then subjected to SVD. A data set of images of size m n acquired at p TEs is constructed into a matrix H as in Eq. (1):



H ¼



2ppY3 : : 6: :7 7 6 6 : : 7 mn 7 6 4: :5 : :



z A



ð2Þ



that are described in detail in standard texts [6,7]. Briefly, V contains the shapes (b right singular vectors Q) that comprise the components of the variation, S contains p positive scalars on the diagonal (bsingular values Q) that describe the relative importance of each component and U contains coefficients that determine how much of each shape is present in each row of H. 2.2. Singular value filtering ¯¯ ¯ contamIf H is considered to consist of true signal H inated with Gaussian random noise N, then H¼H þN



ð3Þ



and the task of the data processing is to find an approx¯¯ ¯ . It is well known that H ¯¯ ¯ can be approximated imation of H by zeroing all but the largest k singular values H k ¼ U Sk V 



ð4Þ



where S k is identical to S but with the jth diagonal element multiplied by the binary filter fj ¼



j



1 jVk 0 jNk



j ¼ 1; 2; N ; p



ð5Þ



This approximation is optimal in the least squares sense, insofar as the Frobenius norm ||Hk H||F is the minimum for all rank k matrices, or, in other words, Hk is the closest rank k matrix to H. The approximation is optimal when the signal is a linear combination of exactly k components corrupted with noise; for instance, if the signal comes from k tissues with distinct temporal variations, then Hk is the ¯¯ ¯ . In practice, tissue best possible approximation to H variability and system imperfections perturb the signal, creating a range of temporal variations; therefore, choosing a value for k can be somewhat arbitrary. Instead, what may be preferable is a method that removes noise from H yet does not depend strongly on a particular



ð1Þ Fig. 2. Schematic diagram of a multiple-echo acquisition in which each echo is stored in a separate data set. The result is p images with different TEs.
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parameter choice. Since H is expressed as the sum in Eq. (3), the singular values are given by rﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ P rj ¼ r 2j þ r2noise j ¼ 1; 2; N ; p ð6Þ



which case, r noise = r p (i.e., the smallest singular value of H). The latter is desirable since it makes the filtering process self-determining, although the number of echos p must be sufficient to ensure the inequality p holds (note thatﬃ for ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ complex data, the relation is rnoise ¼ 2mn  variance.)



¯¯ ¯ and r noise is one of where r¯j are the singular values of H the singular values of N (note: the singular values of N are approximately equal). From examining Eq. (6), it is apparent that applying a filter to r j , such that f j r j equals ¯ the true singular values r j will reduce the contribution from noise [8]. This filter that accomplishes this is given by Eq. (7): sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ r2 j ¼ 1; 2; N ; p ð7Þ fj ¼ 1  noise r2j



2.3. Minimum variance filter



The parameter r noise may be determined from the noise variance in the images using the relation rnoise ¼ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ¯¯ ¯ ) bp, in mn  variance or otherwise by assuming rank (H



A similar filter to Eq. (7) is the so-called minimum variance filter [9–11] given by fj ¼ 1 



r2noise r2j



j ¼ 1; 2; N ; p



ð8Þ



The minimum variance filter suppresses small singular values more strongly than Eq. (7) and can be shown to be ¯¯ ¯ ||F for all matrices T; in the result of minimizing ||HTH ¯¯ ¯ that other words, Hmv = HT is the best approximation of H can be made by linearly combining the columns of H. In the present application, the columns contain the image pixels at each TE so the minimization results in the best approximation to the true (noise-free) data set that can be made by linearly combining the different images. The analytical expression for Hmv is Hmv ¼ U U  H



ð9Þ



The fact that it is the result of a meaningful optimization and has an analytical solution makes Hmv an attractive choice as the singular value filter; this is the method used in the present study. As with any regularization procedure, however, the result can be biased in the sense that the ¯¯ ¯. expectation value of Hmv is not necessarily equal to H Fig. 3. (A) Phantoms containing (from left): (i) CuSO4 doped water, (ii) Intralipid and (iii) Feridex doped water (see Methods). An SPGR sequence was used, and images were acquired at 16 TEs; shown is the last echo (TE 23.86 ms). (B) Plot of signal magnitude versus TE in an ROI at the center of each phantom: (i) circle, (ii) triangle and (iii) square, showing three distinct types of temporal variation; namely, a slow decay, an oscillating slow decay and a fast decay. (C) Semilog plot of the singular values for data processing performed using complex (circle) and magnitude (square) images. The singular values have been normalized so the largest is 1 in both cases. The magnitude plot indicates only three singular values are significant, whereas the complex plot indicates all the singular values are significant, as there is no obvious leveling off in the plot. This must be due to phase variations, which are absent when using magnitude images. (D) The phase of the image in (A) confirms that significant phase evolution occurs during the time between the first and last echos, presumably due to magnetic susceptibility. Often, it is unnecessary to preserve phase variations since the magnitude contains the clinical information. (E) Plot of the three most significant singular vectors in the magnitude images. Note that there is some similarity between these shapes and the actual variations in the data shown in (B), although in general, there is no clear correspondence between the data and the singular vectors. (F) The same image as shown in (A) following denoising of the magnitude data using the minimum variance filter [Eq. (8)]. Note that the contrast is the same, but the noise is reduced. Earlier TE images exhibit similar or greater noise reduction (see Table 1). (G) Percentage increase in SNR versus TE in the three phantoms following denoising: (i) circle, (ii) triangle and (iii) square. (H) The image produced by matched filtering. Compared with (A) and (F), the SNR is noticeably higher, although the contrast is different, since each echo in the summation is weighted by its signal.
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2.4. Adaptive filtering A variant on performing SVD on the whole field of view (FOV) simultaneously is to perform the filtering adaptively on a small neighborhood around each pixel, e.g., within a radius r. Then, each pixel is subjected to temporal filtering by an amount that depends on the local spatial properties of the image. For example, a neighborhood consisting of a single tissue (where every pixel decays the same way) will have only one significant component; therefore, all but one of the singular values can be suppressed by the minimum variance filter. Adaptive filtering may have advantages when the signal has strong regional variations (e.g., due to magnetic field inhomogeneity) that cause the same tissue to exhibit different temporal behaviors at different locations. With whole FOV filtering, several components are required to preserve the signal variation across the image, whereas local filtering may be able to compress the signal locally into fewer components. Another advantage of adaptive filtering may be when the noise variance differs across the image, since the performance of the denoising depends on r noise, which is determined from the local noise variance rather than the entire image. The images resulting from the adaptive filter may themselves be filtered, although there appears to be little change after the first iteration. The choice of r is also important since Eqs. (6) – (9) are valid only in the limit that the number of rows in H greatly exceeds the number of columns, e.g., the neighborhood within a radius r requires pr 2 N Np. 2.5. Noise in MRI Depending on the reconstruction method used, the images can be complex- or real-valued and can have Gaussian or Rician [12] noise with uniform or nonuniform variance across the image. The signal is often detected in parallel using more than one receiver coil since this provides higher SNR and offers the potential for faster acquisitions [13]. Combining the measurements from multiple coils has similarities to combining the measurements from multiple echos — in fact, the matched filter mentioned in the Introduction is the theoretically optimal method for doing Table 1 SNR measurements inside the three phantoms shown in Fig. 3 TE TE TE TE TE TE



2.26 (original) 2.26 (denoised) 12.34 (original) 12.34 (denoised) 23.86 (original) 23.86 (denoised)



Phantom (i)



Phantom (ii)



Phantom (iii)



17.4 23.6 16.6 27.9 12.4 21.3



4.4 7.5 6.8 15.4 5.7 10.8



12.3 15.9 7.4 16.2 3.9 8.5



From left: (i) CuSO4 doped water, (ii) Intralipid and (iii) Feridex doped water. The SNR was calculated as described in Methods. Denoising was performed with the minimum variance filter [Eq. (8)]. In all cases, a gain in SNR is observed.



Fig. 4. (A) Image from an SPGR sequence at TE 25 ms. The mean signal inside an ROI positioned right of the ventricles (shown) is 1.014, with a standard deviation of 0.053, giving an SNR of 19.1. (B) The filtered image. The mean signal inside the same ROI is 1.015, with a standard deviation of 0.035, giving an SNR of 29.0. (C) Semi-log plot of singular values. There appear to be three significant singular values in the magnitude data (square) whereas all of them are significant in the complex data (circle). (D) The absolute difference between the images in (A) and (B). Note that the window and level scaling is 10 that of the other images.



this [14], although it is impractical, and so, minor variants are often used (e.g., Refs. [14 –16]). Examples of some common reconstructions and their noise properties are: (i) a sum of squares reconstruction has Rician noise with uniform noise variance [14], (ii) a matched filter reconstruction has Gaussian noise with uniform noise variance [15,16] and (iii) a sensitivityencoding (SENSE) reconstruction has Gaussian noise with nonuniform noise variance [13]. To conform to Eq. (3), it may be preferable to use reconstruction methods that have a uniform Gaussian noise distribution; however, for the denoising to be most effective, it may be preferable to remove the phase from the images which results in a Rician noise distribution. The reason for taking the magnitude is that it removes phase variations from the images and results in fewer temporal variations in the decay. Often, the magnitude holds the clinically useful information, and the phase is relatively unimportant, particularly since the phase is strongly influenced by system imperfections such as local magnetic
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field perturbations [17] that are irrelevant to the clinical diagnosis. Phase variations can cause similar tissues to behave differently from pixel to pixel so that the number of components needed to describe the variation is increased, which, in turn, reduces the denoising capability because SVD filtering relies on being able to compress the variation into few components. Although the noise should strictly be Gaussian-distributed, the results from the present study indicate there are no significant errors introduced when the assumption is violated by using images with Rician-distributed noise and/or nonuniform noise variance. The value of r noise is underestimated in the former case and indeterminate in the latter case, causing under- or overfiltering. In all examples used, the observed effect is negligible. Prewhitening has been suggested as a way to recover the correct noise distribution, although requires it additional information [6,11].



3. Methods
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singular values from a SVD of the variation with TE of the magnitude and complex images. The smallest pﬃﬃﬃsingular value (r noise) for the complex images should be 2 times that of the magnitude images. That it is higher than this indicates ¯¯ ¯ )= p for the complex data set or r noise is either rank (H underestimated in the magnitude data set, which is likely given the Rician noise distribution. Panel D shows the phase of the last TE demonstrating significant phase evolution in the complex images that is absent in the magnitude images. This variation accounts for the broad spread of singular values in the complex data set, compared to the magnitude. Panel E shows a plot of the first three components of the magnitude variation. Panel F shows the denoised image at TE 23.86 ms using the minimum variance filter. Panel G shows the percentage SNR increase in the denoised images at each TE. Specific SNR measurements are given in Table 1. The results show the middle and last echos tend to experience the greatest SNR improvements, although there are also gains in the first echo. Other than an overall increase in the SNR, a general trend in the variation of SNR



Data were acquired on a GE TwinSpeed 1.5T scanner (General Electric Healthcare, Milwaukee, WI, USA) using rectilinear multiple-echo spoiled gradient echo (SPGR) and spin-echo sequences with up to 16 echos. A nonrectilinear radial SPGR ultrashort TE sequence was used with eight echos [18]. A spine array coil and a birdcage head coil were used to acquire images. Data were transferred to a 3-GHz P4 processor for offline processing in MATLAB (The Mathworks, Natick, MA, USA), and computation times were approximately 1–2 s per data set. Adaptive filtering was performed on a pixel-by-pixel basis and, with r = 10, took approximately 1–2 min per data set. In some experiments, phantoms were prepared with a 20% fat emulsion Intralipid (Baxter, Deerfield, IL, USA) and an iron-based T2* contrast agent Feridex (Berlex, Montville, NJ, USA), as follows: (i) CuSO4 doped water, (ii) Intralipid and (iii) Feridex doped water. Human volunteers gave written informed consent prior to scanning. The SNR was calculated as the ratio of the mean to the standard deviation inside a user-drawn region of interest (ROI) inside the phantom/brain containing approximately 100 pixels. The measured standard deviation has a contribution from the signal variation inside the ROI, as well as the noise, but this was minimised by using an ROI in which the signal appeared constant.



4. Results Fig. 3 shows phantom results from an SPGR sequence with 16 echos. Scan parameters were: one element of the spine coil, matrix 128128, a = 308, bandwidth 1150 Hz/ pixel, TR 160 ms and TE = 2.26, 3.70, . . ., 23.86 ms. Panel A shows the image at the last TE. Panel B shows a plot of the signal magnitude in an ROI at the center of each phantom versus TE. Panel C shows a plot of the log of the



Fig. 5. (A) Image from a spin-echo sequence at TE 15.2 ms. The mean signal inside an ROI positioned right of the ventricles (shown) is 1.175, with a standard deviation of 0.069, giving an SNR of 17.0. (B) Denoised image. The mean signal in the same ROI is 1.173, with a standard deviation of 0.043, giving an SNR of 27.3. (C) Plot of singular values for magnitude (square) and complex (circle) data. There appear to be only two significant singular values in both cases. (D) The absolute difference between the images in (A) and (B). Note that the window and level scaling is 10 that of the other images.
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Fig. 6. (A) The original SENSE reconstructed image from a 3 accelerated SPGR acquisition with eight echos. The image at TE = 4.0 ms is shown. (B) The image following whole FOV filtering of the complex data set. A reduction in noise is observed. (C) The image following adaptive FOV filtering of the complex data set. A further, albeit minor, reduction in noise is observed compared with the whole FOV filtered image (B).



with TE is difficult to discern since it depends on the specific composition of the sample. Panel H shows the image produced by a matched filter summation [1], whereby the weights are given by the signal itself. This approach optimally maximizes the SNR, e.g., compared with Table 1, the SNR is (i) 39.3, (ii) 26.9 and (iii) 29.4 for each phantom, although the combined image is weighted in favor of images that have high signal, and therefore, the contrast reflects the short TE images. Fig. 4 shows results from an SPGR sequence with nine echos. Scan parameters were head coil, matrix 256 144, a = 358, bandwidth 545 Hz/pixel, TR 742 ms and TE =5.2, 8.5, . . ., 31.6 ms. Panel A shows the image at TE 25.0 ms, corresponding with the TE used for clinical scans. Panel B shows the denoised image. There is a 53% improvement in SNR in this image. Panel C shows a plot of the singular values for magnitude and complex data. As with the phantom data, the spread of singular values is much broader with the complex data. Panel D shows the difference image between panels A and B. Fig. 5 shows results from a spin-echo sequence with five echos. Scan parameters were head coil, matrix 256 240, a = 908, bandwidth 780 Hz/pixel, TR 478 ms and TE =7.6, 15.2, . . ., 38.0 ms. Panel A shows the image at TE 15.2 ms, corresponding with the TE used for clinical scans. Panel B shows the de-noised image. There is a 58%



improvement in SNR in this image. Panel C shows a plot of the singular values for magnitude and complex data. In contrast to the SPGR sequences, the spread of singular values with the spin-echo sequence is similar for both magnitude and complex data. This demonstrates the fact that spin echos refocus the phase variations caused by magnetic field inhomogeneity, whereas gradient echos do not. Panel D shows the difference image between panels A and B. Fig. 6 shows results from adaptive filtering on complex images from a SENSE 3 accelerated SPGR acquisition with eight echos. Scan parameters were: three elements of the spine coil, matrix 252252, a =308, bandwidth 410 Hz/ pixel, TR 100 and TE = 4.0, 7.5, . . ., 28.6 ms. Panel A shows the original image at TE 4.0 ms exhibiting spatially varying noise. Panel B shows the image following whole FOV filtering and Panel C shows the image following adaptive filtering with radius r = 10 containing 347 neighboring pixels. The noise reduction is greater in the adaptively filtered image than the whole FOV filtered image. Fig. 7 shows results from a nonrectilinear (radially sampled) SPGR sequence with 12 echos. Scan parameters were head coil, 255 radial spokes, 256 readout points per spoke, matrix 256256, a = 308, bandwidth 976 Hz/pixel, TR 120 ms and TE =0.008, 3.9, . . ., 43.3 ms. Panel A shows the image at TE 15.7 ms and Panel B shows the same image following denoising of the magnitude data. An



Fig. 7. (A) The image at TE 15.7 ms from nonrectilinear sampled SPGR sequence with 12 echos. (B) The image following denoising of the magnitude data set. In addition to an expected noise reduction, there is an improvement in the radial streaking artifacts, notably in the bottom left of the phantom. (C) The magnitude of the difference between the two images. Note that the window and level scaling is 10 that of the other images.
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expected reduction in noise is observed, but there is also a reduction in the streaking artifacts characteristic of radial sampling. Panel C shows the difference image magnified 10 for viewing. In principle, the streaking artifacts should be the same regardless of the TE; however, small variations from echo to echo, presumably due to eddy currents, cause the streaks to vary slightly in each image, which means they are able to be suppressed by the filtering.



5. Discussion The change in signal with TE generally follows an exponential decay, although it can be complicated by the tissue composition and system imperfections that give rise to a range of variations. These variations can be modeled using mathematical functions derived from a physical model or alternately decomposed into a basis set of shapes without making any assumptions about the data, for instance, by a Fourier transform or wavelet transform. If only a subset of the basis set is needed to capture most of the signal variation, then it becomes possible to suppress the least significant components and obtain a reduction in noise. This is the approach used in low-pass filtering (suppressing high frequencies) and other denoising techniques. The method of SVD is an optimal technique for this type of data reduction, since each component of the basis set is calculated to maximally reduce the variance in the data [6]. Thus, the first few components describe the majority of the variation, while the last few typically just describe the noise. For the situation pertaining to Eq. (3), the singular values of H give an indication of the number of significant components in the basis set. The smallest singular value r p also gives an estimate of the noise variance as long as the inequality k bp holds, where k is the number of significant components and p is the number of echos. In general, it is difficult to know how many significant components will be present in a data set and, hence, the number of TE measurements necessary to satisfy the inequality — increasing the number of echos and using magnitude images help. A way to avoid explicitly specifying k is to use the bminimum variance Q filter [Eq. (8)], which yields the best possible approximation to the noise-free data set that can be made from a linear combination of the different TE images. The minimum variance filter has been used in applications such as acoustic noise reduction [11] and magnetic resonance spectroscopy [19]. The noise term in Eq. (3) is assumed to be Gaussian, although the noise in MRI can depend on the method used for image reconstruction. It is common to reconstruct magnitude images that have Rician distributed noise or use methods that result in nonuniform noise variance across the image [12,16], which violates the Gaussian noise assumption. Refinements to the method may include prewhitening the noise and subtracting the mean from the data [6,11] although the denoising appears to be effective
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even when such steps are not taken (Fig. 6). Otherwise, by a careful choice of reconstruction algorithm, it may be possible in some cases to preserve uniform Gaussian noise for the SVD filtering then perform intensity and other corrections afterwards. Multiple echo combination techniques have been proposed previously [1–3] although, to date, have not become widely used in clinical practice. Thus, their role in optimizing the SNR, scan time and contrast in MRI has been overlooked compared to other scanning parameters used in MRI such as bandwidth, TR, averaging, phase oversampling, flip angle, and SENSE speedup factor. The present technique preserves resolution and contrast when combining the images from different TEs so it may be useful in improving the SNR in certain applications, e.g., those requiring strong T2 weighting through the use of a long TE. Increasing the number of echos is a time-efficient method of data acquisition compared to, say, signal averaging and can be viewed a way of reducing the readout bandwidth without incurring blurring or chemical shift artifacts. Implementation of multiple-echo sequences is relatively simple, and particularly with gradient echos, a large number of echos can be acquired in a short time by sampling on the gradient ramps and collecting data on both forward and reverse gradients, as in echo planar imaging. Chemical shift artifacts from using opposed readout gradient directions tend to be averaged away by the filtering, which may be an advantage in some cases. A similar effect is observed with any type of artifact that varies from echo to echo, e.g., radial streaking (Fig. 7).



6. Conclusion A method has been proposed for combining images acquired at multiple TEs in a way that optimally estimates the noise-free images. The result is an increase in SNR with minimal loss of spatial resolution and contrast. Acknowledgment The authors thank Jean Brittain, Ann Shimakawa and Atsushi Takahashi (Global Applied Science Laboratory, GE Healthcare) for development of the radial ultrashort TE pulse sequence.
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